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Foreword

This is a brilliant set of papers. Unlike many such collections by diverse
authors, the standard is uniformly high and even more surprisingly, there is
a clear common theme which links them together despite the lack of
common authorship. That theme is the elucidation of just what is meant by
‘globalisation’. As Archibugi and Iammarino observe, this is a catch-all
concept  which is used indiscriminately to describe many diverse phenom-
ena.

In particular, the book concentrates on the ways in which globalisation
affects and is affected by technical change and systems of innovation. Over
the last decade or so many authors have used the expression ‘national system
of innovation’ to describe and analyse those networks of institutions and
activities, which in any country, initiate, modify, import and diffuse new
technologies. Some of the authors have attributed the origin of this concept
to me. This is not accurate. To the best of my knowledge the expression was
coined by Lundvall, who contributes the first chapter in this book in which
he argues cogently that what matters most is learning, rather than knowl-
edge itself. In any case, as I am sure he would agree, and as several of the
chapters point out (e.g. Dosi and Kluth and Andersen) there is a long tra-
dition in economic thought of this combined approach to technical innova-
tion and institutional change, going back at least to Count Serra in Naples.

As this discussion has unfolded, it has become apparent that both the
international (‘global’) and the sub-national (‘regional’) dimensions of
innovative activities merit investigation and debate as well as the national
dimension. This book explores all three of these and contributed substan-
tial new theoretical insights and empirical evidence at each level. It would
be invidious to single out individual chapters in a book where the overall
standard is so high but for reasons of space it is not possible to discuss them
all in a brief preface. I therefore just comment on a few points which are of
exceptional interest.
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The chapter by Jeremy Howells provides an outstandingly good review
and analysis of regional systems of innovation. He points out, with a wealth
of illustrations, the necessity of an historical as well as a geographical
approach to this topic. The example of Scotland illustrates very well his
point that what were once ‘nations’ may become ‘regions’ and vice-versa.
This leads to the conclusion that an historical ‘multi-layered’ approach is
essential.

This conclusion is just as relevant for the global/national level which is
the main focus of most of the chapters. Patel and Pavitt sustain their well-
known position that the domestic national home base of multi-national
corporations continues to be the main platform for most of their innova-
tive activities. However, Dunning and Wymbs provide interesting new evi-
dence of the increasing efforts of many MNCs to extend their sources of
information and new ideas through the activities of their subsidiaries
abroad. It is especially welcome to see the contributions to this volume from
John Dunning and John Cantwell from Reading University. John Dunning
pioneered the programme of research at this university which made it a
leading centre in Europe for the study of MNCs, and it is good to see that
he is still an active source of inspiration for this work about 40 years later.

Perhaps it is not too far-fetched to suggest that this is a small example of
that type of sustained and cumulative learning by research (in this case in
the academic world), which underlies institutional trajectories and in the
industrial sphere leads to the ‘strickness’ of the patterns of specialisation,
which many of the chapter authors observe. It is to be hoped that the
editors continue their own collaboration in promoting this research trajec-
tory which has produced such fruitful results. The cohesion of the book
should be attributed to their sustained efforts, as well as to the fascination
of the topic and the work of the authors. All of them merit warm congrat-
ulations and a wide circulation for this excellent publication.

Chris Freeman
University of Sussex
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1 Innovation systems and policy in a
global economy

 ,   
  

New technologies are a fundamental part of modern economic life.
Economists and engineers, no less than politicians and public opinion, are
devoting increasing attention to understanding why, how and where
technological innovations are generated. This book is devoted to discussing
two separate, but closely connected bodies of literature on the sources and
nature of new technologies. The first set is focused on the similarities and
differences in the organisation of innovative activities at the national level,
whilst the second group is centred on the role of globalisation in shaping
technological change.

The first body of literature stresses that a proper understanding of
technological developments, and their dissemination throughout the
economy and society, requires us to also understand the social fabric that
shapes these developments. Over the last decade, the notion of systems of
innovation, either local, regional, sectoral or national, has been widely used
to map and explain the interactions between agents that generate and use
technology.

The second body of literature has studied how innovation interacts with
economic and social globalisation. The debate on globalisation has
flourished over the last decade and a large number of themes connected to
it have been investigated. Trade, production, finance, culture, media and
many other fields have been scrutinised from the viewpoint of globalisation.
The issue of technological change has been at the core of these debates on
globalisation, and rightly so. On the one hand, technology is a vehicle for
the diffusion of information and knowledge across borders; on the other
hand, technological developments have themselves been stimulated by the
globalisation of markets.

This book is devoted to studying the interplay between these national
and global forces shaping technological change; it builds on three previous
books that have analysed related issues (Archibugi and Michie eds., 1997;
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Howells and Michie eds., 1997; Archibugi and Michie eds., 1998). This
introductory chapter sets out the key concepts addressed in more detail in
the subsequent chapters. The first part is devoted to outlining the origin of,
and latest developments in, the systems of innovation approach; we then
turn to consider more specifically the implications of globalisation for
systems of innovation.

The origin of the ‘system of innovation’ approach

The ‘systems of innovation’ approach has developed and evolved since its
initial appearance in the form of the ‘national systems of innovation’ (NSI)
studies presented by Freeman (1987, 1988, 1995), Lundvall (1988),
Lundvall ed., (1992) and Nelson ed. (1993). Chris Freeman (1987) was
among the first to use the concept to help describe and interpret the per-
formance of Japan over the post-war period. He identified a number of
vital and distinctive elements in its national system of innovation to which
could be attributed its success in terms of innovation and economic growth
(Freeman, 1988, p. 338). It has subsequently been applied in a number of
different contexts, many of which have been outside the original focus of a
national setting. Thus, although the national focus remains strong, and
rightly so, it has been accompanied by studies seeking to analyse the notion
of systems of innovation at an international (or pan-national) level and at
a sub-national scale.

Studies have also examined the systems of innovation approach within
the context of a sectoral or technology perspective. Thus Bo Carlsson has
developed what has become termed the ‘technological systems’ approach,
indicating that systems can be specific to particular technology fields or
sectors (Carlsson ed., 1995). Sectors and technologies do matter and have
their own dynamic. But as argued by Nelson, it is also the case that ‘nation-
hood matters and has a pervasive influence’ (Nelson, 1993, p. 518). Sectors
and technological systems within a nation have a powerful shaping
influence on the structure and dynamic of a national innovation system,
whilst national contexts have important influences on sectoral conditioning
and performance. Thus, prior institutional endowments of a national
system may help or hinder innovative activity and performance within par-
ticular sectors of a national economy (Howells and Neary, 1995, p. 245).
The concepts of national (or spatially bounded) systems of innovation and
technology systems (or sectoral innovation systems) should not be seen as
mutually exclusive. Indeed, establishing the interrelationships between the
two can yield valuable insights into the wider systems of innovation
approach (Archibugi and Michie, 1997, p. 13).

2 D. Archibugi, J. Howells and J. Michie



Some definitions and concepts

Much of the literature on systems of innovation, and more especially on
national systems of innovation, has been covered in an excellent review by
Edquist (1997), which draws on earlier valuable discussion and reviews by
Lundvall (1992a), Nelson and Rosenberg (1993) and Freeman (1995).
However, certain preliminaries in terms of definitions and concepts are
useful here for two reasons. Firstly, they form the basis of the subsequent
discussion within this chapter and in the rest of the book, and, secondly,
such a discussion highlights areas that may prove particularly profitable in
terms of future work within the ‘systems of innovation’ research area.

Chris Freeman (1987, p. 1) defined the concept as ‘the network of institu-
tions in the public and private sectors whose activities and interactions ini-
tiate, import, modify and diffuse new technologies’. Lundvall (1992a, p. 12)
makes a distinction between a narrow and broad definition of a system of
innovation. His narrow definition would include ‘organisations and institu-
tions involved in searching and exploring – such as R&D departments,
technological institutes and universities’. His broader definition would
include ‘all parts and aspects of the economic structure and the institu-
tional set-up affecting learning as well as searching and exploring – the pro-
duction system, the marketing system and the system of finance present
themselves as sub-systems in which learning takes place’.

In respect of the ‘national’ element, Lundvall (1992a, pp. 2–3) stresses
that this is not as clear-cut as is often assumed. The concept of ‘national
systems of innovation’ has two dimensions: the national-cultural and the
Étatist-political. The ideal, abstract nation state where these two dimen-
sions coincide controlled by one central state authority is difficult, if not
impossible, to find in the real world. Moreover, this nationally bounded
view, at least in geographical terms, has been loosened over time. The
approach has now been widened and developed to include systems of
innovation that are sectoral in dimension and those that are at a different
geographical scale, both above in terms of what Freeman (1995) coined
‘upper’ regions (‘triad’ and continental regions), and below in relation to
regional1 and local systems.

Regarding the term ‘innovation’, Edquist (1997, p. 10) has stressed the
ambiguity and wide variation in its use. Thus, Nelson and Rosenberg
(1993) and Carlsson and Stankiewicz (1995) have tended to adopt nar-
rower definitions, mainly (though not wholly) centred on technological
innovations, whilst Lundvall (1992a) seeks to include non-technological
innovations, in particular institutional innovations (this point is further
developed in his chapter in this volume). In his analysis of the Japanese

Innovation systems and policy in a global economy 3



innovation system, Freeman (1988, pp. 339–41) also emphasised the role
of social and educational innovations, whilst Carlsson and Stankiewicz
(1995, p. 28), in adopting Dosi’s (1988) definition of innovation would also
seem to include the emergence and development of new organisational set-
ups.

Lastly, discussion of the term ‘system’ has been strangely limited.
Lundvall (1992a, p. 2) is the most specific here although still brief. Thus he
makes a short reference to Boulding’s (1985) definition of a system as ‘any-
thing not in chaos’ as well as noting that a system ‘is constituted by a
number of elements and by the relationships between these elements’ (p. 2).
Little reference is made to earlier work on systems theory, or to how this
literature originally defined, or perceived, a system (see, for example, Hall
and Fagen, 1956).

The evolution and development of the concept

Edquist (1997) reviewed the different elements and perspectives of the
systems of innovation literature, in particular concentrating on the
commonalities of the different approaches. More specifically, he outlines
nine common characteristics of the systems of innovation approach and
their advantages and problems. These core characteristics of systems of
innovation approaches are: innovation and learning; their holistic and
interdisciplinary nature; the natural inclusion of a historical perspective;
differences between systems and non-optimality; their emphasis on inter-
dependence and non-linearity; the incorporation of product technologies
and organisational innovations; the central role of institutions in the
systems of innovation approach; their conceptually diffuse nature; and the
focus of the systems of innovation literature on conceptual constructs
rather than on a more deeply rooted theoretical framework (Edquist, 1997,
pp. 16–29).

Edquist’s contribution is important because it seeks to determine
common foundations of a ‘systems of innovation’ approach and seeks to
build common frames of reference. It also highlights the high degree of
diversity of approaches. While at one level this diversity is problematic, it
might also explain why the approach has provoked such interest and pro-
duced such a rich vein of inter-disciplinary work. Seeking to harmonise and
more closely delimit definitions and concepts may now be necessary if the
research programme is to develop further; on the other hand, it is impor-
tant to avoid the danger of foreclosing on ideas too early on. The following
sections focus on a number of these ideas and key issues in current systems
of innovation thinking.

4 D. Archibugi, J. Howells and J. Michie



The role of learning in an innovation system

Although Lundvall noted the role that learning played in binding together
production and innovation in a national system of innovation (Lundvall,
1988, p. 362) and sought to further emphasise the importance of learning
in his 1992 discourse on the notion of national systems of innovation
(Lundvall, 1992a, pp. 9–11), it has been only recently that he has sought to
develop the role of learning and to put it at the core of the national systems
of innovation construct (Lundvall, 1995; Lundvall and Johnson, 1995; see
also his chapter in this volume). In these latter works he has stressed the
role of learning in new and competitive national systems of innovation and
especially the process of interactive learning (Lundvall, 1995, p. 39).

Learning is important in Lundvall’s conception of systems of innovation
because it is a key element in both the dynamic of the system and as a key
agent in binding the whole system together. Thus, ‘many different sectors
and segments of the economy contribute to the overall process of inter-
active learning and the specificity of the elements, as well as the linkages
and modes of interaction between them, are crucial for the rate and direc-
tion of technical change’ Lundvall (1995, p. 40).

Learning thus plays a major role in the development of the system, whilst
forming the key element in its connectivity. In this framework learning
takes place at all levels from the individual, through to the firm and organ-
isation, on to inter-firm and inter-organisational learning, institutional
learning (Johnson, 1992), cross institutional learning, and on through to
the whole system – the ‘learning economy’. Obviously the learning process
involves a clear interactive and collective dimension. There are also inter-
firm and more general institutional routines that can be set up through this
interactive learning process (Hodgson, 1988). However, it is much harder
to ascribe collections of firms, organisations and institutions as having a
single, clear cognitive process, involving both a decision-making and
memory function. The notion that what is learnt will be exactly the same
for each individual, firm, organisation and institution is difficult to accept
(see Antonelli, 1994).

The evolutionary nature of systems of innovation

There have been important attempts recently to develop the latent evolu-
tionary aspects of the national systems of innovation concept. This has
been done by outlining the value of evolutionary concepts in providing a
stronger theoretical underpinning to the national systems of innovation
model (Saviotti, 1997) and also by highlighting the utility of evolutionary
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concepts in helping to define what is meant by a national system of innova-
tion (McKelvey, 1997).

Although such evolutionary approaches have, a posteriori, helped to
explain the dynamic aspects of systems of innovation they have provided
very little, if any, predictive insights into how national systems of innova-
tion might develop in the future. While Galli and Teubal (1997, pp. 345–64)
have outlined what they see as paradigmatic changes and structural adjust-
ments of national systems of innovation since the late 1970s, this approach
does not directly draw upon an evolutionary perspective, nor does it suggest
what new transition stages will appear or when. The lack of any predictive
element within systems of innovation thinking is a reflection of the fact that
it represents a partial model rather than claiming to be a complete formal
theory (Edquist, 1997, pp. 28–9). As yet, although the systems of innova-
tion approach stresses historical processes, it has yielded few insights into
the dynamics of the innovation process.

Systems as flows, links and networks

Although there is a general stress on ‘interaction’ and more specifically
‘interactive learning’ by Lundvall (1992a; see also Lundvall and Johnson,
1995) and on knowledge flows by, for example, David and Foray (1995;
1996) there are very few references to, let alone analysis of, the specific
nature of these interactions in terms of flows and linkages connecting the
actors in a network. This neglect of linkages and flows is strange, given that
networks form one of the cornerstones in defining a system (Saviotti, 1997,
pp. 193–5).

There are, of course, notable exceptions. An important analysis of the
flows within and across systems of innovation is supplied by the literature
on inter-industry technology flows (see Scherer, 1982; Pavitt, 1984;
Archibugi, 1988; DeBresson ed., 1996). This literature has managed to map
to what extent certain industries benefit from the innovations generated by
‘upstream’ suppliers which in turn has indicated the degree of sectoral
integration amongst industries. This body of literature has also had the
notable advantage of being able to quantitatively map these flows. However,
this approach has so far not been specifically integrated into the framework
of innovation systems.

As discussed above, the concept of innovation systems is much wider
than inter-industry technology flows. Firstly, because it includes also flows
which are not necessarily inter-sectoral, such as knowledge and informa-
tion flows that occur within firms belonging to the same industry. Secondly,
because it takes into account also the transfer of tacit and non-codified
knowledge (Howells, 1996), which is not captured by the indicators that
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have so far been used to map inter-industry technology flows. Thirdly,
because the innovation systems approach also considers flows which occur
between different types of organisations and institutions, including firms,
agencies and government establishments.

One attempt to take into account an extended framework is provided by
Galli and Teubal (1997, pp. 347–8), who briefly mention linkages in their
commentary on the main components of systems of innovation. Another is
the analysis by Andersen (1992, 1996; Andersen and Lundvall, 1997) of
innovation systems using firstly, ‘primitive graph techniques’ (see, for
example, Andersen and Lundvall, 1997, p. 243, and for an earlier attempt,
Santarelli, 1995) and, secondly, simulation modelling to describe vertical
relationships in innovations, although as yet these techniques outlined by
Andersen have not been empirically applied or tested (Andersen and
Lundvall, 1997, p. 253).

This relative under analysis of linkages and flows within the systems of
innovation literature represents an important barrier to the further con-
ceptual development of the approach for three key reasons:

1 Firstly, the way that networks and, in turn, systems are usually defined
is by the volume and characteristics of the linkages that bind them
together. In short, systems are made up of the interactions between the
actors or nodes in a system. Without any interaction between actors and
nodes it is difficult to accept that a system exists.

2 Following on from this, flows and linkages in a system are also critical
in defining an innovation system, and the way in which it functions and
operates.

3 Lastly, a key element in gaining an adequate dynamic and evolutionary
perspective on a system is by analysing the changing flow and linkage
patterns between the actors and institutions that compose a system.
Although the nature of the actors and institutions can change and forms
an essential dynamic in itself, this change is also reflected and altered by
the changing relationships between such actors and institutions.

Thus, growth in a system can be characterised in a number of different
ways. In relation to an innovation system, growth could be confined within
the individual elements or actors (the firms or other organisations), or it
could result from increased flows between the elements of the system.
Similarly, all the growth in a system could reside within the system if it was
fully ‘closed’ but could flow out of it, to varying degrees, if it was an ‘open’
system. Even changing these two simple dimensions, in relation to growth
and linkages within an innovation system, can alter its growth character-
istics and dynamics radically. The fact that these aspects are as yet rela-
tively under researched may reflect the ‘youthfulness’ of the systems of
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innovation research programme, and also the relative difficulty of trying to
measure such innovation flows and linkages in a dynamic context.
Nevertheless, a more detailed analysis of innovation flows and linkages is
certainly required if an adequate model (or set of models) of innovation
systems is to be provided.

Systems as innovation ‘task environments’ for firms

Another rich seam for future research within the systems of innovation lit-
erature is a bottom–up perspective of how national/sectoral systems of
innovation may condition and influence the innovation decision making
and behaviour of firms. The systems of innovation approach tends, by its
very nature, to take a ‘top–down’ view of firms’ innovative activity (see
Howells, this volume). There is still much to be learned regarding how firms
respond to, and interact with, the innovation system (national, sectoral or
otherwise) at any point in time.

Much of the discussion that does indirectly refer to firm-level action, de
facto considers individual firms as simply reacting to changes that are occur-
ring within the wider system – or within the more specific network or at the
institutional level. There has been little discussion about firm behaviour
and technology strategy in terms of their relationship with systems of
innovation approaches, even though firms represent important actors
within the innovation system. Exceptions include Carlsson and
Stankiewicz (1995, pp. 25–6) who consider the issue of individual firm
behaviour in their outline of a technology system.2 Ehrnberg and Jacobsson
(1997, pp. 320–6) also discuss firm-level strategy, although mainly within
the context of a firm’s response to technological discontinuities.

The key issue here is how much the presence (or indeed absence) of a
national or sectoral system of innovation may affect the innovation behav-
iour, actions and outcomes of firms. Yet the systems of innovation research
programme has, as yet, had little impact on the technology strategy and
management literature. Certainly an empirical analysis of the innovative
performance of firms in weak and strong national and/or sectoral systems
of innovation might provide an interesting new avenue of research.

The empirical analysis of systems of innovation

Archibugi and Pianta (1992) and Patel and Pavitt (1994) set out a list of
indicators that might be used to ‘measure’ a national system of innovation,
and these have been taken up to varying degrees by a number of subsequent
studies (see, for example, Gassler et al., 1996). In this volume, a valuable set
of empirically based studies, using aggregate data sets on a national and
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international basis, outline national patterns of innovative activity and per-
formance (see the chapters by Guerrieri, and by Pavitt and Patel).

However, on a more micro, firm or organisational level, most acknowl-
edge that there remains a gap between theoretical developments and empir-
ical analysis (Saviotti, 1997) and researchers are still at the stage of
discussing and defining which analytical tools and methods might most
profitably be used in empirical studies to bridge this gap. The work by
Andersen, noted above, using graph techniques and simulation modelling
appears to be a promising avenue of empirical work along these lines
(Andersen and Lundvall, 1997). However, more certainly needs to be done
to review, systematise and apply existing empirical studies covering these
issues to systems of innovation work.

Perhaps the biggest task that remains in the development of the systems
of innovation approach remains in providing a better linkage between the
more aggregate, macro level studies and the micro level analysis of firm rela-
tionships and behaviour. In terms of the conceptual framework of the
approach it is at this ‘meta’ level where the role of institutions and wider
organisational networks is crucial, and where further empirical work
beckons.

What is globalisation?

It is certainly telling that the debate on national innovation systems has
developed in an age when the forces of globalisation are transforming eco-
nomic life. It seems that the pressures of globalisation have generated a new
concern regarding the role played by nation-specific factors. The term
‘globalisation’, however, has been used and abused. The recent literature
has used the concept in, at least, two different ways.3

The first is related to the mapping of global factors in economic and
social life. Global factors have always influenced the performance of local
and/or national communities, but the reason why we talk about globalisa-
tion in this age is based on the assumption (right or wrong) that the impor-
tance of world-wide relations has increased both quantitatively and
qualitatively. To map the resulting global transformations requires the
ability to identify the dynamic context which is leading, according to some
authors, to a dramatic increase of cross-border flows of information,
knowledge, commodities and capital.

The second meaning of globalisation is linked to policy analysis. For
example, the term ‘globalisation’ is often used implicitly, if not explicitly, as
equivalent to the term ‘liberalisation’. This is however inappropriate since
globalisation is mainly a descriptive concept while liberalisation has a pre-
scriptive meaning. In a related context, the debate on globalisation has
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often collided with the assessment of the effectiveness of government poli-
cies (see Michie and Grieve Smith eds., 1995). It has been argued that
globalisation is reducing the impact of certain policy instruments, for
example interest rate changes, since all national public policies act under
international constraints. Certainly, globalisation is putting new pressures
on nation states which often lead to unwelcome outcomes. However, to
influence these outcomes, a different mix of policies may be needed. While
certain traditional macroeconomic policies, such as those based on
exchange rates and interest rates, may have lost a significant part of their
effectiveness, other kinds of policies, such as industrial policies, may be
becoming increasingly important if governments are to pursue their own
objectives.

Policies directed towards competence (such as those favouring training,
education, the acquisition of managerial skills and encouraging technolog-
ical change) become crucial instruments to allow national communities to
face the processes of globalisation. Thus several of the subsequent chapters
argue that policies aimed at the creation of technological competence are
needed to strengthen national competitiveness and to preserve local well-
being (see, for example, the chapters by Lundvall, by Pavitt and Patel, and
Archibugi and Iammarino).

The boundaries of innovation systems in a global economy

Technological change provides a privileged viewpoint from which to under-
stand the dynamics of globalisation. New technologies have always been
international in scope; the transmission of knowledge has never respected
states’ borders. There is a complex interplay between technological change
and globalisation. On the one hand, new technologies act as a powerful
vehicle for the diffusion of information across distant communities. For
example, it would be difficult to imagine the current globalisation of
financial markets without the existence of the new information and
communication technologies, since they have made it possible to obtain
instant transactions across the world. On the other hand, the process of
generating and diffusing new technologies has been moulded and strength-
ened by the flows of individuals, commodities and capital. This has created
a circular process whereby technology has facilitated globalisation and vice
versa.

The focus of several chapters in this book is on the following questions:
(i) If the globalisation of technological innovation is occurring, will it lead
to the eventual dissolution of national systems of innovation?4 (ii) Will
national systems of innovation converge towards more similar structures
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because of the forces of globalisation? (iii) Is globalisation eroding the
importance of innovation policies carried out at the national level?

It is often argued that globalisation is making spatially bounded systems
less relevant. This implies that technology-based innovation systems (such
as semiconductors) will be dominated by common technological regimes,
regardless of the spatial location in which the connected production will
take place. It is therefore possible to compare two approaches: the first
stresses the importance of spatially bounded (local, regional or national)
innovation systems, but which pays less attention to the differences between
neighbouring firms operating in different industries. The second approach
stresses instead the role of global factors in the making of innovation
systems, but has the consequent danger of overlooking location-specific
aspects of this process.

As already stressed, we need to go beyond an either/or debate and try to
identify the relative role of regional, national, sectoral and global factors in
shaping innovation systems (see Howells, this volume, within the context of
regional innovation systems). The innovation systems concept is itself
flexible enough to allow us to take into account the relative importance of
each of these factors; some criteria can be identified in order to assess when
and how local or global factors will prevail and how they will interact.

First, globalisation makes easier the transmission of best-practice tech-
niques across countries. Semiconductors, antibiotics and new materials are
based upon similar and shared knowledge across the globe. This, however,
does not imply an automatic process of acquisition of knowledge since
learning is neither instant nor automatic (see Lundvall’s chapter, this
volume).

Second, globalisation does not act only as the vehicle of best-practice
techniques; it is also a vehicle for the international flow of goods and ser-
vices. In order to survive in a competitive environment, firms are forced to
find their own market niches where they can exploit their own competitive
advantages. Often these niches rely heavily on endogenous capabilities. The
problem that firms and nations have to face is not simply in being able to
access the basic knowledge for semiconductors, new molecules or materi-
als, but also to be able to use this knowledge to generate competitive prod-
ucts.

Third, there are location-specific advantages which have not lost their
importance. Foreign direct investment by multinational corporations is
increasingly sensitive to exploiting the locality-specific advantages associ-
ated with certain areas or regions. These growing capital flows are directed
at picking out the best-practice conditions in specific countries (this is an
issue discussed in this volume by Dunning and Wymbs). Cantwell (this
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volume) stresses that globalisation has made even more important the role
of nation-specific assets for multinational corporations.

Fourth, there is increasing evidence that the international distribution of
production and of technological capabilities is becoming more sectorally
differentiated (see Archibugi and Michie eds., 1998; and Guerrieri, this
volume). The process of international integration is leading to an increased
division of labour and this implies that each country is focusing on selected
industries and relying on trade for others. Even if the manufacture of semi-
conductors, for example, is becoming increasingly similar across countries,
this does not imply that all countries are active in semiconductor production.

The role of multinational corporations in the global economy

Multinational enterprises have a major influence on national systems of
innovation. Several chapters in this book discuss the interplay between
large firms and nation-specific factors (see in particular Pavitt and Patel,
and Dunning and Wymbs). Do large multinational firms have more
influence on a national system of innovation, or do more nationally ori-
ented, medium-sized companies that are more strongly embedded in the
national system? Valuable work on this issue has been undertaken by
Chesnais (1992) and more recently by Barré (1995) in his analysis of the
relationship of multinational firms’ strategies and national innovation
systems. However, as Barré (1995, p. 218) admits, his work has been
restricted by the nature and availability of the data that could be deployed
and the assumptions behind their use.

Pavitt and Patel (this volume) provide significant evidence on three
aspects of the innovative behaviour of large firms: first, multinational
corporations are rather reluctant to locate technological activities in host
countries. Core competences, including R&D and innovation centres, are
still heavily concentrated in the companies’ home countries. Second, tradi-
tional industries are, in proportion, more internationalised than high-tech
industries. This result is certainly significant since it indicates that knowl-
edge-intensive productions are more dependent on territorially bounded
competences. Third, when companies decide to move part of their R&D
and innovation centres abroad, they generally select the fields of excellence
of the host countries. In other words, companies are more likely to go
abroad to exploit the national capabilities of the country they are invading
rather than to expand their own core competences. This last point is
confirmed by the survey results reported by Dunning and Wymbs (this
volume), which documents how firms augment their technological advan-
tages from foreign sources.
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Conclusions

We live in a turbulent world dominated by an increasing rate of technolog-
ical change. Economic agents, including firms and governments, are forced
to adapt to technological change in order to survive in a competitive
environment. This book is an attempt to identify some of the emerging pat-
terns in the resulting organisation of innovative activities. The notion of
innovation systems proves to be a hugely useful tool in understanding how
innovative activities are generated and disseminated, and what their impact
is on economic and social life. This book thus makes an attempt to evalu-
ate the notion of innovation systems in the context of current trends in the
globalisation of economic, as well as technological, activities. We have sug-
gested that globalisation does not make local, regional or national systems
redundant; it is however relevant to identify how location-specific factors
are transformed by global relations. We began our enquiry with the hypoth-
esis that technological change is a factor in globalisation and, at the same
time, one of its most important outcomes. The chapters in this volume seek,
from a variety of viewpoints, to shed some light on this complex inter-
connection.

Notes

1 Freeman (1995, p. 21) defines these as ‘nether’ regions to avoid the confusion of
some commentators who use the world ‘region’ to denote triad or continental
regions.

2 However, this is only within the context of variety and diversity. Also they appear
to rather downplay the point by citing Alchian’s (1951) argument that attention
should be paid to distributions of economic behaviour rather than to the behav-
iour of the individual (see also Metcalfe 1989, pp. 59–66).

3 Paul Streeten (1996) has, half in jest, provided a long list of different definitions
of the term globalisation.

4 See, for example, the conclusions presented on this by Saviotti (1997, p. 196).
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PART I

National systems of innovation





2 Technology policy in the learning
economy

- 

There has been a major change in the perspectives on technology policy in
the last couple of years. Most importantly it has been explicitly recognised
that the key resource is knowledge and that it is the learning capabilities of
people, firms and and national systems which dictate their relative eco-
nomic success. In 1993, the European Commission in its White paper on
‘Growth, competitiveness and employment’ gave high priority to the need
to reinforce the knowledge base and to invest in information infrastructures
(CEC, 1993, p. 10 et passim). At the G7-meeting in Detroit in March 1994
president Clinton and his advisors emphasised the need to create new high
quality jobs through a strengthening of the knowledge base and investing
in education, research and innovation.1

As a follow-up to this meeting the OECD secretariat was asked to
analyse the role of technology and technology policy in relation to pro-
ductivity and employment. The first major report responding to this
request (OECD, 1996a) takes the shift in perspective one step further by
arguing explicitly that OECD countries are in the midst of entering a new
growth regime where knowledge and learning has become crucial for eco-
nomic performance. It is also stated that in this new growth regime tech-
nology policy, including policies related to information and
communication technology, becomes more important than before. Part of
the reason why OECD governments have begun to take these areas more
seriously is that the room for manoeuvre and effectiveness within other
policy areas such as macroeconomic policy and labour market policy are
becoming increasingly reduced. But it is mainly because knowledge, learn-
ing and information play an ever important role in economic development.
In this chapter I will highlight two implications for industrial and technol-
ogy policies.

The first is that today industrial and technology policies must be devised
more broadly than has previously been the case – the societal framework is
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imperative for the effects of the policy. Learning is necessarily an interactive
and socially embedded process. Without a minimum of social cohesion the
capability to learn to master new technologies and new and more flexible
forms of organisation will be weak.

Conversely the societal consequences of these policies must be consid-
ered more than previously. What is perhaps the most serious current threat
to the well-being of the OECD societies – the growing polarisation in
labour markets – has as one major explanation an acceleration of the rate
of innovation and change. Traditionally industrial and technology policies
have been thought of as having a single aim to accelerate innovation and
economic growth. In the new context the social and distributional impact
of industrial and technology policies must be taken into account. This is
why technology policy and industrial policy now have become more impor-
tant also in relation to issues related to employment and income distribu-
tion and why they have to be integrated, or at least coordinated, with
policies relating to infrastructures, social justice and not least education
and training.

The second main point is that investment in technology which neglects
user competence, social needs and the need for organisational renewal can
do more harm than good in the context of the learning economy.
Technology is an instrument and not a goal in itself. As with other instru-
ments, the positive impact will depend on the skill of those who use it. There
is no point in acquiring a Steinway before we have learned to play the piano.

The ‘learning economy’

The title of this chapter refers to ‘the learning economy’. This concept
emphasises that we today find ourselves in an economy in which the
competitiveness of individuals, firms and entire systems of innovation
reflects the ability to learn.2 Part of the reason for speaking about the learn-
ing economy today is new trends in production and in the labour market.
Changes in the structure of the labour market and production show how
the economy is to an increasing extent becoming knowledge based. This
naturally means that knowledge building and learning are becoming more
and more crucial for economic growth and competitiveness.3

This is reflected in developments in the labour market where there is a
growing demand for wage-earning and salaried employees with skills, com-
petences and qualifications; whereas it is those with the poorest education
who are particularly hard hit by unemployment and falling real incomes.
This trend can be seen in all the large member countries of the OECD and
was the most striking outcome of the OECD Job’s Study completed in the
summer of 1994 (OECD, 1994a, pp. 22–3).
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The analysis also showed how this shift in the demand for labour reflects
two types of changes in industrial composition occuring simultaneously.
Firstly, within each sector, there is an increase in the proportion of qualified
labour, and, secondly, there is a tendency that employment growth is most
rapid within those sectors that are most intensive in their use of highly
skilled workers.4

In addition, an increasing proportion of output is knowledge and
information. This obviously applies to new growth areas such as software
and entertainment, but it in fact also applies to many traditional product
areas. For instance, cars and ships are to an increasing extent equipped with
large quantities of in-built knowledge in the form of information technol-
ogy with associated software programs.

Underlying this move towards an increasingly knowledge-based
economy are two phenomena. Firstly, it reflects intensified and increasingly
global competition which makes it more difficult for firms in high-income
countries to survive simply by producing traditional products using
unskilled labour.5 The second phenomenon is of course the dramatic
advances in information and communication technology. Information
technology is drastically reducing the price of data and simple information
at the same time as its diffusion gives rise to an increase in demand for new
skills and qualifications – not least those which are related to the ability to
sift through and utilise the more and more copious but also more and more
overwhelming and complex supply of information.

It is tempting to follow the terminology increasingly adopted by OECD
(OECD, 1996a and OECD, 1996b) and use the concept ‘knowledge-based
economy’. I strongly prefer ‘the learning economy’ for a number of reasons.
First, you do not have to argue that knowledge is much more important
today than it has been. The hypothesis behind the ‘learning economy’ is
rather that the rate of change and therefore the need for rapid learning has
increased. Second, and this follows from the first point, what matters for
economic performance is not so much the knowledge possessed by agents
and organisations at a certain point of time but rather the capability to
learn (and forget). Finally, it is only by focusing on learning that the most
important implications for how the economy works in the new context can
be brought out. Learning, and especially learning new skills and compe-
tences, is necessarily a social and interactive process which cannot flourish
in a pure market economy. The learning economy-perspective clarifies why
the social dimension has to be brought into the analysis of modern eco-
nomic development.

How should the traditional view of the economy be adjusted to the fact
that the economy is more and more about learning, i.e., about the genera-
tion, transfer and distribution of knowledge? What does it mean that a
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growing part of the trade taking place is the trading of knowledge and
information? These are some of the questions to be addressed in the first
part of the article.6 In concluding, I will summarise some of the lessons to
be drawn with respect to industrial and technology policies.

Rethinking economics and policy making

One of the things which serious economists normally agree upon is that the
pure market cannot as a matter of course deal with the trading of knowl-
edge. Nobel prize winner Kenneth Arrow, who is adept at reducing com-
plicated matters to apparently simple paradoxes, has observed that people
will only pay for knowledge they do not have – but that, on the other hand,
it is difficult to assess how much to pay when you do not know what you
are getting for your money (Arrow, 1973).

Added to this is the fact that the right to private ownership of knowledge
is problematic. If I sell my knowledge, it is difficult to prevent the purchaser
from selling it on to others who are my potential customers. On the other
hand, I do not lose access to the knowledge just because I have sold it. All
this is discussed from time to time as the problem associated with intellec-
tual property rights and often in connection with software in particular, but
the problem is much deeper and wider in the learning economy.

A third characteristic of knowledge is that it is not a scarce resource in
the same manner as raw materials. It is true that the supply of economically
useful knowledge is less than demand and that privately controlled
information may lose in value when distributed to others (as in the case of
giving a license for utilising a specific patented technology). But it is also
true that, normally, individuals and organisations have access to much
more information than they can utilise and that to sort out what is relevant
is often the major problem. Even more fundamental is that the more indi-
viduals and organizations use their knowledge, the more knowledge they
acquire. This is of special importance since the allocation of scarce
resources has been at the very core of mainstream neoclassical economic
theory for more than 100 years.

These specific properties mean that economic theory as it is taught at our
universities is becoming less relevant than it has been. Uncertainty, unequal
access to information, dynamic economies of scale and other difficulties
which economists normally present as phenomena of marginal importance
are gradually becoming the rule rather than the exception. This also means
that the ways in which society and the economy are organised must be seen
in a new light and reassessed in order to see to what extent they are at all
adequate for stimulating learning processes. There is no obvious reason
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why the form of organisation which promotes efficient resource allocation
would also be ideal when it comes to promote learning.

The social dimension

An important consequence of this new perspective is that social cohesion
and trust play a growing role in determining the long-term performance of
the economy. One reason is that transaction costs are high when informa-
tion is to be exchanged in the market place. When great uncertainty exists
in the market – and this applies perforce in the learning economy – the
different parties can of course endeavour to protect themselves against it by
using complex and extensive contracts which attempt to take into account
everything that can go wrong. This is particularly the case in Anglo-Saxon
countries, and not least in the USA where the legal system is extensively
used as a regulatory mechanism. In real life this is an expensive option. It
demands many ‘lawyer-hours’, and these are by no means cheap. It would
be far more efficient if agents could trust each other, i.e., that they normally
assume that if anything goes wrong, the burden of the unforeseen costs
would be shared. Such solutions where mutual trust is established appear
to be common in Japan and other East Asian countries in particular, but
historically, favourable conditions also exist for them in the Nordic region.

Even more important are the difficulties in connection with the transfer
of know-how and with learning tacit knowledge. Certain elements of
knowledge – such as statistical facts and mathematical formulae – have
been translated into universal codes and therefore they can be produced
and communicated in the form of bits and this is a kind of knowledge which
we can call ‘information’. At a pinch, it is possible to imagine that informa-
tion can be bought and sold on a market. But other types of knowledge are
acquired via processes which have very little to do with market transactions.
As a rule, what enables some people (and organisations) to earn more
money than others is that they have access to knowledge which does not
readily lend itself to codifying – they have access to tacit knowledge. This
type of knowledge, which is associated with any kind of professional activ-
ity, can generally only be acquired by means of an apprentice–master rela-
tionship and by practical experiences gained in a close interaction with
colleagues. Here it is absolutely imperative that a minimum of respect and
mutual trust exists for the transfer of knowledge to take place.7

In principle, it is possible to imagine highly efficient local communities
within which trust relationships flourish while those outside the communi-
ties are socially marginalised and excluded from the ‘club’ or the ‘tribe’.
This could be true for mafia-like organisations as well as for associations of
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professionals with a common background and the development of trans-
national and knowledge intensive networks may actually be promoting
such patterns of inclusion and exclusion. But there are also tendencies in
the learning economy which challenge the sustainablity and efficiency of
such tribal societies. First, the need for flexibility and rapid innovation can
only be fulfilled by organisations where the leadership can delegate
responsibility to a majority of the employees. Second, organisations
increasingly have to open their borders in order to get access to knowledge
through an interaction with external agents. Third, permanent exclusion of
parts of the labour force will undermine the flexibility firms can obtain by
hiring and firing skilful workers. Finally, extreme social polarisation fosters
criminal behaviour and it is difficult if not impossible to avoid spillovers
from the criminal sector to the regular sector of the economy. In certain
respects the learning economy might be more vulnerable to crime and sab-
otage than any other economy (cf. for computer crime, etc.).

The fact that the relatively stable and homogenous Nordic welfare states
have succeeded in asserting themselves in international competition is
perhaps not due so much to their forests, mineral resources and agriculture
as to a social cohesion which has made it possible to adapt to international
competition and to learn things quickly. Conversely, the economic crisis
which characterises the rich countries today may have its roots in, among
other things, social polarisation. It may be difficult to establish shared
norms of behaviour and trust in a society where at one pole there is ready
access to fast speculative gains and at the other increasing poverty and
insecurity.

Like knowledge, trust is difficult to incorporate in an economic analysis.
Once more it is Kenneth Arrow who has expressed it most lucidly. He says
‘trust cannot be bought; and if it could, it would have no value whatsoever’
(Arrow, 1971). In making the choice between different economic and polit-
ical strategies one must consider not only the immediate economic effects
but also how it affects coherence in society. Thatcher’s policies in England
were perhaps in the short-term effective in reducing the rate of inflation, but
they had the decisively negative side-effect of breaking down the solidarity
necessary in society for involving workers, public servants and business
leaders in mutual learning processes.

The fact that an acceleration of learning and the rate of change – for
instance through policies giving more free play for competition – tends to
lead to social polarisation is now recognised by policy makers and policy
analysts (see for instance CEC, 1993, p.12 and OECD, 1996b, p. 236). The
fact that this constitutes a major threat to the sustainability of the new
growth regime remains to be fully taken into account.8
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Plan versus market – a dead issue?

Another important consequence of this new perspective is that the tradi-
tional distinctions between pure market or centrally planned economies
have to be rethought in completely new terms. In connection with the col-
lapse of the planned economies in the Soviet Union and Eastern Europe,
new-right economists have proclaimed the ultimate victory of the pure
market economy. This might be a perilous misinterpretation.

The problem with the planned economies was not so much that too little
market resulted in a poor utilisation of existing resources but rather that
learning and innovation processes came to a standstill. This had different
causes. Part of the explanation was the absence of democracy and the
extreme degree of centralisation of economic decision making. In a rapidly
changing world it is necessary to give those who execute activities a
minimum of discretion. This has to do both with lacking incentives to
engage in change and with lacking access to information and knowledge in
order to act swiftly and intelligently.

Another, but related, reason for the weak capability to learn and to inno-
vate was the centralisation of activites related to research and technological
development, which primarily took place in large state-owned institutes
separated from the production firms that were expected to use the output
of the institutes. More generally, the users of technology were, with the
exception of the military, poorly placed, and this meant that product
development and quality control either ceased or foundered.

In the learning economy pure markets can only thrive on the fringes of
the system where standardised products with stable traits are bought and
sold. In all areas where new products are developed and new user needs
evolve markets will be characterised by a mixture of market relationships
and social relationships supporting interactive learning between producers
and users. The closest we get to pure markets is perhaps the market for
financial assets such as shares and government bonds. There are many
indications that the neo-liberal philosophy primarily has its social roots
among those who trade in financial assets. Engineers, development and
production managers do not have quite so many illusions about the bles-
sings of the pure market. They see the necessity for removing markets
through vertical integration or at least for stabilising them by establishing
close cooperation with both suppliers and customers.

The general conclusion is that when shaping industrial and technology
policy in the learning economy a pragmatic and practical approach should
be adopted. It is pointless to latch on to ideological simplifications and opt
for a pure planned economy or a pure market economy. The learning

Technology policy in the learning economy 25



economy is perforce a mixed economy where the markets can only function
if they are firmly anchored in a functioning social context and if they are
supported by organisational elements. In the most dynamic product areas
buyers and sellers communicate continuously, and not just about prices.
One of the most important prerequisites for successful product develop-
ment is that the users are involved in the innovation process.

Increased competition may under certain circumstances stimulate innov-
ative activities and promote economic growth and this is why deregulation
and privatisation may have positive long-term effects.9 But there are also
instances where the destructive effects of increased competition are stronger
than the creative ones and the very rate of change may become so high that
the capability to learn among consumers, workers and managers becomes
insufficient. To strike the right balance in this respect is far from a simple task
and it is dangerous to get caught by ideological gimmicks which lead to a
neglect of the fact that also in this area there are trade-offs to be considered.

Competence and social equality

Another area where there is a need for reassessment is social and distribu-
tion policy. In the Nordic region it has been a cardinal belief that education
is a prime instrument for creating social equality. The Tocquevillian per-
spective is that, at least, all citizens should have the same opportunities to
start with. Today, developments in the OECD labour markets make this
perspective topical in a new and dramatic way. At the same time as the pro-
portion of well-educated people in the workforce is increasing, those who
have no education are becoming more and more poorly placed; either they
become unemployed such as in Germany, France and Italy, or their
incomes fall below the poverty line such as in the USA. Japan is experienc-
ing this problem to a lesser degree while on the other hand the English neo-
liberal strategy has managed to combine these two evils, i.e., record-high
unemployment among the unskilled and a brutal reduction in their relative
earnings (OECD, 1994a, p. 23).

This is the negative aspect of the learning economy. An accelerating rate
of change in terms of technology and organisation places heavy demands
on the ability of the individual to learn. Empirical analyses show that this
particularly applies in connection with the introduction and application of
information technology. The consequences will be worst felt in those soci-
eties with rigid and anti-social education systems. However, these appear to
be general tendencies.

In addition, it becomes increasingly difficult to compensate for these dis-
parities once they have arisen by income redistribution schemes. Fiscal
policy can and should be used, but the results are less than encouraging.
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Large government budget deficits and a high tax burden place restrictions
on the extent to which this method can be applied. This advances the need
for preventive measures by ensuring a more equal distribution of knowl-
edge and competence, and it is necessary to seek part of the solution in an
expansion of the existing education system.

There are, however, two important limitations to such a strategy. One is
that only young people can be reached through the ordinary school system.
Here, one should remember that each year only a small proportion of the
total workforce emerges directly from youth education, and that it will
therefore take several decades before the entire workforce has been renewed
in this way.

The other problem relates to pedagogical principles. The methods used
in teaching today result in a large number of both young people and adults
falling by the wayside in the process. Radical new thinking which places
learning, including learning through practice, in a more central role in
peoples’ working lives and which also opens up a range of unconventional
measures with respect to the structure and content of the teaching is nec-
essary in order to tackle these problems.

To tackle the first limitation much more energetic and large-scale initia-
tives in the field of adult education must be taken. One such initiative could
have as its starting point present schemes in Denmark and Finland which
give employees who take leave in order to participate in education financial
support and a guarantee that they can come back to their original work-
place. The advantage of these schemes is that they, at least to some degree,
involve recruitment of the formerly unemployed who get a chance to learn-
by-doing while the ones they stand in for learn-by-studying. But these
schemes could be made much more selective and aim explicitly at the
unskilled as well as give stronger incentives both to the workers and the
employers involved.

In general it is difficult to see how to solve the inherent contradictions in
the dynamics of the learning economy without giving firms – both private
and public – a much more important role in enhancing the qualifications of
their employees. This can be done within the individual firm or through
cooperation between several firms. The public sector must create an incen-
tive system and an institutional set-up which makes it attractive for firms
to move in this direction. This is one of the most important areas for policy
making and institutional design in the learning economy.

Fundamental principles for industrial and technology policy

The OECD monitoring of the development of the technology and indus-
trial policies of its member countries provides a unique viewpoint on the
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most recent developments (OECD, 1993; OECD, 1994b; OECD, 1996b).
The latest editions of these reports show that more and more countries are
beginning to shape their policies to take into account factors which
characterise a learning economy.

Firstly, it can be seen that the actual distinction between industrial policy
and technology policies is becoming less and less pronounced. The tech-
nology policy is tending to become the main cornerstone of any industrial
policy strategy. In continuation of this lies a policy which aims to influence
all the factors which promote technological innovation. In this context it is
interesting to note that more and more OECD countries are now in the
process of carrying out analyses of what the OECD describes as ‘the
national system of innovation’.10 This reflects a growing recognition that
learning is a cumulative process – in attempting to further technological
innovation, one must start with the existing knowledge base and in the
given institutional context.

Secondly, greater notice has been taken of the wide-ranging internation-
alisation of technological development and implementation. The ability to
incorporate technology developed outside a country’s borders is becoming
a decisive factor of competition. Firms increasingly get involved in interna-
tional cooperation involving the development and use of new technologies
but especially firms of limited size have difficulties in following what is
going on in these respects. Therefore there is a new task for government
institutions to support firms through technology forecasting and through
establishing international rules for the sharing and protection of intellec-
tual property rights. The rapid advances in information and communica-
tion technology also mean it is becoming ever more imperative to be able
to absorb elements of this in production.

Thirdly, a clear tendency can be seen away from sector-specific subsidies
and equivalent industry-specific arrangements. Learning is an interactive
process which takes place in the form of interplay between firms and indus-
tries. Where a particular part of the economy continues to be made the
object of industrial policy, it is more a case of development blocks which
consist of several mutually related sectors or branches (Carlsson and
Henriksson eds., 1991). It is becoming increasingly common to focus on
how services and other non-industrial activities are linked to different parts
of industry.11 There is a general tendency to recognise that services are
becoming more important also in relation to innovation and learning and
that the borderlines between services are gradually becoming less and less
clear (OECD, 1996b).

Fourthly, there is a growing recognition that new technology alone will
not solve the problems. Learning and knowledge are tied to people, and if
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the people cannot keep pace, there is little point in having access to
advanced machinery or advanced computer programs. Not least experience
from the implementation of information technology has shown that
without employee training and without organisational renewal, the imple-
mentation of technology can lead to dramatic reductions in efficiency. A
very clear illustration of this can be seen in Denmark. In the middle of the
1980s during which time there was a massive surge of investment in
information technology, productivity in the manufacturing sector was
falling (Næss Gjerding et al., 1990). Recent analyses in connection with the
Danish welfare commission have shown that these difficulties in achieving
productivity gains through the utilisation of information technology con-
tinue to affect Danish firms (Nyholm, 1995). The need to stimulate invest-
ments in human resources and organisational change at the level of the firm
is becoming more and more widely recognised (OECD, 1996a, p. 24).

Finally, a change in focus has occurred with respect to the development
of technology from the supply side towards the demand side. Given that
innovation and learning processes are interactive and involve both
technological knowledge and knowledge of user needs, it is natural that the
one-sided focus of technology policy on the producer side must be aban-
doned in favour of a more balanced approach. The technology policies
which seem to provide the most visible and positive results are those which
place most importance in development projects on the users. In practice,
this may entail supporting measures to improve user competence, pro-
moting cooperation projects which comprise both producers and users, or
providing development support directly to the users who in turn via coop-
erative purchasing mechanisms stimulate the producers to develop new and
better products. Among other things, this has resulted in distinct advan-
tages in the energy sector in terms of more efficient and ecologically better
solutions (Westling, 1994).

Six steps in the formulation of a knowledge-based and knowledge-oriented
technology policy

In somewhat simplified terms these new tendencies can be translated into
six steps which should be incorporated in the shaping of an adequate indus-
trial and technology policy.

Step 1: Analyse the system of innovation seen as a whole. Where are its
strengths? How does the institutional framework around the processes
of innovation and learning compare with other countries or regions?
Where are the most important interfaces in the system? Where are there
missing linkages?
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Step 2: Focus on the ability of the system to absorb knowledge developed
elsewhere and in particular foreign technology and information tech-
nology. Introduce new elements and institutions in a way which takes
into account the characteristics of the existing system of innovation.

Step 3: Analyse the economy in terms of development blocks which com-
prise primary, secondary and tertiary production as well as the relevant
parts of the knowledge-producing institutions. Analyse market per-
spectives for these blocks and localise weak links.

Step 4: Focus on the user side when shaping the part of the technology
policy aimed at product development and quality improvements. Give
the users – which can be private or government organisations – compe-
tence, power and resources in connection with the development of new
products and systems.

Step 5: Focus on the human resources. In the case of programmes aimed
at improving productivity and efficiency in production, encourage the
implementation of new process technology only after seeking organisa-
tional solutions. Programmes for promoting the implementation of new
process technology must be accompanied by support for organisational
development and in particular by the improvement of employee
qualifications.

Step 6: Take into account the impact of the policy strategy on the social
cohesion of the economy as a whole. Is the speed-up of change compat-
ible with the capability to learn and adjust? What supplementary poli-
cies should be developed to make the trade-off between accelerating
change and polarisation more attractive?

Summary

The message I have tried to convey is that industrial and technology policy
today must more than ever before be seen as an important part of an overall
economic strategy aimed at creating employment and good jobs. Therefore,
it must be coordinated with other policy areas. The connection with educa-
tion policy is obvious, but given that we find ourselves in a learning
economy, such coordination must also include other policy areas. For
instance, it is today an illusion to believe that unemployment can be elimi-
nated through a combination of macroeconomic policy and labour market
and income policies. Crucial to the growth in demand for labour will be the
creative side of economic development. Without strong initiatives to
enhance the qualifications of employees and firms, it is difficult to see how
anything resembling full employment can once more be achieved. A pre-
requisite for the creation of new firms and the emergence of new products
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in existing firms, which then lead to new jobs, is that the ability to learn is
strengthened in all parts of the economy.

I have also tried to show how growing inequality in our society is a threat
to the ability to create economic renewal. At the same time, it is a fact that
this inequality partly stems from technological advances. The technology
and education policies of the future must address this issue in a completely
new and more aggressive manner if efforts to further innovation and
progress are not to undermine coherence in society. If this should happen,
it would ultimately rebound in the form of a weakening of the national
system of innovation. The learning economy can hardly thrive in a social-
Darwinist climate where a large and growing section of the population
become in effect excluded from the economic life.

Finally, I have tried to show that in the learning economy the primary
task of industrial and innovation policies will be to promote learning pro-
cesses involving an interaction between sub-systems, organisations and
individuals. This involves, among other things, ensuring good communica-
tion between knowledge producers such as universities and schools on the
one hand, and firms, on the other. But it is even more important that firms,
both on an individual basis and in an interplay with each other, invest in
knowledge creation. It is also of crucial importance that the knowledge
created in one firm is used to stimulate innovation in other firms.
Particularly with respect to organisational renewal, it is imperative that
firms are encouraged to learn from each other.

Notes

This is a revised version of a paper published in Danish, in the Festschrift for
Reinhard Lund (Danish title: ‘Teknologipolitik og konkurrenceevne i “the
Learning Economy”’ in Jørgensen, H. and Rasmussen, J. G. (1995),
Samarbejde – Festskrift til Reinhard Lund, Aalborg University Press, Aalborg.

1 The emphasis given to knowledge and the formation of skills is reflected in the
speech given by Clinton in February 1994 to the American Council on
Education: ‘Once the principal source of wealth was natural resources. Then it
was mass production. Today it is clearly the problem-solving capacity of the
human mind – making products and tailoring services to the needs of people
all across the globe.’

2 For a more detailed definition and analysis of ‘the learning economy’, see
Lundvall and Johnson (1994) and Foray and Lundvall (1996).

3 The fundamental role of technical progress for economic growth was recog-
nised already by the growth theorists of the 1950s. The most recent contribu-
tions to new growth theory and to innovation theory reinforce these results by
emphasising the advent of a new growth regime characterised by the existence
of increasing returns to the production and use of knowledge (OECD, 1996a).
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Technology in the narrow sense (understood as information about sets of pro-
duction techniques) is only part of the economically important knowledge base,
however, and it must be seen as being complementary to the development of
human ressources.

4 Recent analysis of the structure of skills in the labour force shows that the main
factor behind the upskilling of the whole workforce is growing skill intensity
in all sectors rather than shifts in the weight of sectors (OECD, 1996b, p. 43).
This observation illustrates that it would be misleading to understand the
learning economy as rooted in hi-tech sectors. The need for rapid learning is
economy wide and involves a majority of the workers, including many
unskilled workers.

5 The relevance of the learning economy perspective is not limited to the most
developed OECD countries. The two NIC countries (South Korea and Taiwan)
with the highest growth rates during recent years have specialised in knowledge-
intensive products, such as computers, etc. Moreover, today they recruit a
greater proportion of school leavers into tertiary education in the areas of
natural science and technology than any other OECD member country (Dosi
et al., 1993).

6 ‘Learning’ is not an unfamiliar concept in economic theory, but it is normally
given a quite specific and limited definition depending on the theoretical
context. Often it refers to agents getting more accurate information about a
given state of the world and normally it does not incorporate what is at the core
of what non-economists mean by learning: the acquisition of skills and com-
petencies. For the Austrian School, learning processes are closely tied to the
market and to transactions (Hayek, 1978). Arrow (1962) introduced learning-
by-doing in analyses of economic growth and Rosenberg (1982) introduced
learning-by-using in connection with the use and production of complex
technological systems. The analysis of ‘the learning economy’ can be seen as a
follow-up and extension of their analyses and of how knowledge and compe-
tence emerge in a process of learning-by-interacting, i.e., in an inter-play
between firms or between individuals (Lundvall, 1988).

7 It is important to note that tacit knowledge is not limited to actual craftsman-
ship. In fact, Polanyi, who developed the concept ‘tacit knowledge’, bases his
work on an analysis of research in the field of natural science and shows how
tacit knowledge also plays a fundamental role in this context (Polanyi,
1958/1978).

8 There might now be a growing understanding of the fact that the conflict
between rapid learning and social polarisation is inherent in and undermines
the learning economy. In the OECD G7 report on technology, productivity and
employment one of the main headings in the policy conclusions is ‘The key
challenge is to boost productivity and growth through increased knowledge-
intensive activities, while maintaining social cohesion’ (OECD, 1996a, p .9).

9 It is interesting to note that increased competition tends to make cooperation
within and between firms even more important (new data from a project on the
Danish Innovation System in Comparative Perspective). This reflects that in a
highly competitive environment the need to communicate and interact is strong
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since communication and interactive learning is a key to flexibility and
innovativeness. This mixture of competition and cooperation presents policy
makers with a complex task of institutional design where a single-minded
emphasis on promoting individualistic instrumental rationality may not be the
full answer.

10 There is a fast-growing volume of literature (see Lundvall ed., 1992; Nelson ed.,
1993; Freeman, 1995) concerning this concept developed at the end of the 1980s
in connection with a book project concerning technology and economic theory
(see contributions by Freeman, Lundvall and Nelson in Dosi et al. eds., 1988).

11 Denmark, Portugal, Austria and France have all moved in this direction and
defined industrial clusters or business areas as part of the policy process
(OECD, 1996b, pp.106f.) In Denmark the entire economy has been divided into
eight so-called resource areas. Connected to each of these is a panel of industri-
alists, experts and policy makers who are expected to develop policy
recommendations specially designed to the area (Danish Ministry of Industry
and Coordination, 1994).
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3 Some notes on national systems of
innovation and production, and
their implications for economic
analysis

 

1 Introduction

In these short notes it is certainly impossible to provide any fair assessment
of the wealth of research which has gone over the last decade into the analy-
sis of national systems of innovation (and, relatedly, national systems of
production). Hence, in the following, I will limit myself to some rather tele-
graphic remarks and propositions concerning, first, the empirical back-
ground of such studies; second, the relations among (partly different)
interpretative perspectives on the subject; and, third, their implications also
for other domains of economic analysis – including the theory of the firm
and growth theory. Finally, I shall briefly hint at some policy implications,
especially with reference to the European case. In doing all that I will raise
more questions than provide answers: however, a few of the propositions
that follow are empirically testable, and thus may provide some inspiration
for further research in the area.

2 Persistent asymmetries across firms and countries

The general historical background of the discussion of ‘national systems’,
as I see it, is the observation of non-random distributions across countries
of:

ii(i) corporate capabilities;
i(ii) organisational forms;
(iii) strategies; and ultimately
(iv) revealed performances, in terms of production efficiency and inputs

productivities, rates of innovation (however measured), rates of adop-
tion/diffusion of innovation themselves, dynamics of market shares on
the world markets, growth of income and employment.
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Note that the patterns defined by the latter indicators, when measured at
the level of sectors and countries, tend to display relatively high degrees of
persistence over time, despite a somewhat higher inter-company variability.
So, for example, one is likely to observe a higher variability in the
technological and market performance of individual German machine-tool
companies than in the German aggregate position in the machine-tool
sector, etc.

Relatedly, one observes also a relative stability of lags and leads in inno-
vative patterns across countries within the same sector, and of ‘revealed’
technology and trade advantages across sectors within the same country, or
the same region (cf. among others: Archibugi and Pianta, 1992, and 1994;
Archibugi and Michie eds,, 1997; Dosi, Pavitt and Soete, 1990; Pavitt and
Patel, 1988).

In a nutshell, one of the points of departure of the investigation on
national systems are the ‘stylised facts’ concerning the limited convergence
in economic performances across countries, the equally limited conver-
gence in technological capabilities – even among developed countries, and
more so regarding developing ones – and the growing evidence on the role
of technology as determinant of competitiveness and growth (within a vast
literature, see, e.g., Dollar and Wolff, 1993; Dosi, Freeman and Fabiani,
1994; Fagerberg, 1994; Nelson, 1996; Verspagen, 1993).

3 From firms to location-related heterogeneity

A long series of questions stems naturally from these observed patterns,
related to the factors shaping innovation and diffusion, and their economic
exploitation. Indeed, at least part of the answer to these questions rests
upon location-related heterogeneity in the opportunities and constraints
facing individual economic agents. Needless to say, this heterogeneity has
to be more profound than that postulated by classical and neoclassical the-
ories of comparative advantage (e.g., Costa Rica producing and exporting
more ‘sun-intensive’ products than Norway . . .). Rather, the issue more
fundamentally concerns:

ii(i) different abilities of generating and absorbing new knowledge;
i(ii) equally different abilities to put it to a productive use and economically

exploit it;
(iii) different behavioural patterns vis-à-vis innovation and market growth

even when facing similar notional opportunities (this last point might
be harder to swallow for economic theorists committed to ‘hyper-
rational’ agents, but easy to accept for business economists and practi-
tioners alike).
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It is important to notice that the rates and directions of knowledge
accumulation of each society display both a microeconomic dimension and
a collective, institutional, one. After all, even many commonly accepted but
rarely checked statements, with far-reaching policy implications relate to
this domain of analysis. Think, for example, of propositions such as ‘. . . the
advantage of the US in many high-tech industries derives from the quality
of its university/industry links . . .’, or ‘. . . it derives from the ability of
venture capital to support innovative entrepreneurs, while Japanese firms
are better suited to answer flexibly to changing market demands . . .’; but,
also, ‘. . . Singapore or US firms build on the differential flexibility of their
labour markets in order to adjust to market changes . . .’, or, conversely,
‘rather sticky bank/producer/user relationships support differential learn-
ing skills of German or Scandinavian firms . . .’; and many more. What all
these propositions have in common is the intuitive idea that the institu-
tional context matters in shaping what firms do and how successfully they
do it.

But still there is a lot to learn about the processes through which this
occurs. For example, what is the influence of particular forms of organisa-
tion of production, innovative search and market competition upon the
competitive performance of individual firms (measured, say, in terms of
profits, market shares, or growth)? Do differences in individual corporate
organisation/strategies or performances carry an impact also upon the col-
lective performance of whole countries in terms of, e.g., GDP growth,
employment or whatever other proxy for collective ‘welfare’ is chosen? But,
if there is at least some circumstantial evidence that the answer to the latter
question might be positive, what accounts for the purely non-random dis-
tributions of apparently ‘better’ organisations and strategies across coun-
tries? Or, in a stronger version, why do firms and, by implication, countries,
not quickly converge to the most efficient ‘way of doing things’?

In turn, were one to assess significant and persistent differences across
countries and major socio-economic entities (such as the EU, the USA,
Japan, etc.) in both corporate characteristics and aggregate performances,
what determines them? To what extent is this due to the institutional
context of origin (or of location) of the firms? And, conversely, what is the
extent of discretionality of strategic managerial decisions? Moreover, if
indeed there appear to be systematic links between corporate character-
istics, context-specific institutions and collective socioeconomic outcomes,
what are the forms of these relationships? For example, in which respects is
it fruitful to enlarge the notion of ‘competitiveness’ from individual firms
to whole countries? How far can we safely go in explaining different aggre-
gate performances in terms of degrees of ‘institutional inertia’? Are there
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diverse patterns of matching/mismatching between microeconomic traits
and institutional set-ups yielding roughly similar macroeconomic per-
formances, or, conversely, can one unequivocally identify any one ‘best way’
to which both institutions and corporate strategies should swiftly adapt?
And, finally, lurking in the background of all these questions, there are even
larger ones, concerning the relationships between ‘competitiveness’, growth
and employment; the role of firms’ organisations and strategies in all that;
and, the ability of policy making in shaping long-term patterns of indus-
trial change.

Needless to say, in these short notes it is impossible to provide any fair
account of what we know about the answers to these long list of questions
(which admittedly, in my view, is not very much). For the purposes of this
chapter, let me just note that it is in the context of the discussion of these
questions that the notion of national systems of innovation and, I would
add, of production ought to show their heuristic values.

4 National systems of innovation and production: antecedents and current
approaches

Among several available definitions, let us start with the quite general albeit
slightly vague one put forward by Francois Chesnais (1995), namely that:

the notion of national systems of innovation may be viewed as a way of encom-
passing these numerous facets (of the relationship between technology, trade and
growth) so as to suggest that the performance of national economies depend on the
manner in which organizational and institutional arrangements and linkages con-
ducive to innovation and growth have been permitted to thrive in different countries
(Chesnais, 1995, p. 23).

In the contemporary debate, the notion of a national system of innova-
tion was introduced, as known, by Christopher Freeman (1987) while
analysing the specificities of the Japanese patterns of technological learn-
ing, and further explored by Lundvall ed. (1992) and Nelson ed. (1993), in
a comparative perspective, across sectors and countries. I shall come back
shortly to the empirical insights of recent investigations on the properties
of ‘national systems’. However, well beyond the current achievements of
(sometimes naive) investigations in the field, this very perspective highlights
in my view a major underlying divide dating far back into the history of
economic thought. It is straightforward that if the whole world were a
general equilibrium, national systems of innovations would hold little
importance as determinants of the ‘wealth of nations’. Conversely as
Freeman (1995), points out, there is another, largely forgotten, tradition
dating back at least to F. List (1841) which, in short, one could call increas-
ing returns, institutionally focused, alternative to good parts of A. Smith
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and most of Walras – just to name funding symbols of the currently dom-
inant weltanshauung (on ‘List vs. A. Smith’ see also McCrow, 1997). And
amongst forgotten ancestors one might mention, among others, Reverend
Tucker, Count Serra of Naples, Ferrier and Hamilton. There are certainly
many good reasons why the ‘Smith–Walras’ story became the dominant
one, including the enormous gap in the alternative tradition between the
richness of historical/institutional intuitions and the poverty of analytical
instruments (in this respect, compare on the contrary the relative balance
of contemporary works in somewhat similar respects, such as Krugman,
1991). Come as it may, the resurgence of ‘national systems’ is also associ-
ated with rapidly expanding interests on the economics of innovation and
the related increase in respectability of the view that, after all, knowledge
accumulation might be indeed: (a) a primary engine of long-term growth;
(b) unevenly distributed across countries; and (c) fundamentally shaped by
national institutions (on the first two points, one should certainly be thank-
ful also to the success of ‘New Growth’ theories).1

From other camps, some ‘system’ notions have been quite central in
development literature (cf. Gerschenkron) and in the French tradition of
industrial economics (see, for example, the emphasis on filières – i.e., more
or less industrial clusters) originally put forward by de Bernis and Perroux,
among others. Here the emphasis is on the specificities of inter-sectoral
linkages, seen as both carriers of demand impulses and of technology flows.
And, in a similar perspective, Dahmen (1988) has suggested the notion of
‘development blocks’.

Contemporary analyses of ‘national systems’ while not at all inconsistent
with earlier insights, place a much more explicit emphasis on the processes
by which particular institutional contexts foster (or hinder) location-
specific patterns of innovation. In this respect one may distinguish some,
indeed highly complementary and overlapping, approaches to ‘national
systems’.

At first one focuses upon the specificities of national institutions and
policies supporting directly or indirectly innovation, diffusion and skills
accumulation (for sake of illustration, think for example of the role of uni-
versity research and of military/space programs in the US ‘national system’
or of training institutions in the German one . . .). In this vein, see espe-
cially the contributions in Nelson ed. (1993).

A second approach emphasises especially the importance of users–pro-
ducers relations and the associated development of collective knowledge
bases and commonly shared behavioural rules and expectations: cf., in par-
ticular, the works in Lundvall ed. (1992).

Third, Patel and Pavitt, among others, have stressed the links between
national patterns of technological accumulation and the competencies and
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innovative strategies of a few major national companies. Note that this holds
under the hypothesis for which there is rather robust evidence that, with few
exceptions, even multinational companies perform most of their innovative
activities in the home country: see Patel and Pavitt (1991; and their chapters
in this volume) and, for some qualifications, Cantwell (1989) and (1997).

Fourth, Amable, Barré and Boyer (1997), and from somewhat different
angles Soskice (1993) and Zysman (1994), focus upon the specificities of
national institutions including, for example, the forms of organisation of
financial and labour markets, training institutions, forms of state interven-
tion in the economy, etc.

5 Some common underlying hypotheses

The four perspectives mentioned above are largely consistent with each
other and indeed share some basic underlying hypotheses. In my view they
include (or ought to include) the following:

1) Knowledge is much more sticky and context dependent than informa-
tion. Moreover, notwithstanding the increasing communication possibil-
ities based on information technologies and the increasing codification that
the latter allow, tacit and ‘local’ forms of knowledge are likely to continue
to play a major role in most economic activities. Hence, as Soete (1996) puts
it in relation to services (but I believe this applies also to manufacturing):

The codification process will even only rarely reduce the importance of tacit knowl-
edge in the form of skills, competencies and other elements . . . rather than the con-
trary. It is in these latter activities which will become the main value of the service
activity . . . while part of this might be based on pure tacitness, such as talent or
creativity, the largest part will depend closely on continuous new knowledge
accumulation – learning – which will typically be based on the spiral movement
whereby tacit knowledge is transformed into codified knowledge, followed by a
movement back where new kinds of tacit knowledge are developed in close interac-
tion with the new pieces of codified knowledge. Such a spiral knowledge is at the
very core of individual as well as organizational learning. (Soete, 1996, p. 11).2

2) Self-reinforcing mechanisms of reproduction of knowledge are to a good
extent location specific although sometimes partly external to individual
firms (the competencies associated with ‘industrial districts’ are only the
clearest example).

3) With globalisation of markets and production activities, accumulation
might even increase diversity across nations and regions if local knowledge
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externalities outweigh the diffusion of knowledge ‘carried’ by globalised
firms.

In sum, it is my general conjecture that national (and regional) systems of
innovation are there to stay, even in a more globalised world, and that they
will continue, albeit in different forms, to shape the growth possibilities of
different geographical areas and institutional entities. As mentioned earlier,
a lot of work has recently gone into the analysis of the specificities of
technological learning but, in my view, a lot needs to be done to understand
in greater detail the co-evolution between technologies and business organ-
isations.

6 A closer look within business organisations

There is a step that a few of us have been urging for and have begun to
scientifically pursue: in analogy, and together, with ‘opening the technolog-
ical blackbox’,3 one needs also to better understand the ways organisations
learn ‘how to do things’ and improve/modify these capabilities over time.

Hence, the first point: since a fundamental dimension of business firms
(as well as other organisations) is the coordination of distributed knowl-
edge (including of course technological knowledge), in order to perform
collective problem-solving tasks, one needs to look at the specificities of the
American, or Japanese or European ways (almost certainly more than one)
of doing things, and their revealed outcomes.

Second, one ought to look in particular depth at the influence that the
social embeddedness of corporate routines and strategies exert upon the
directions and rates of accumulation of problem-solving knowledge.4 By
‘social embeddedness’, in brief, I mean also the ways corporate behaviours
are shaped by socially specific factors such as the nature of the local labour
markets, workforce training institutions, financial institutions, mechanisms
governing the birth and finance of new firms, etc.

Third, if knowledge – as argued above – is a fundamental determinant of
competitiveness, it is important to achieve a better understanding of the
ways replications and transferability of organisational capabilities are con-
strained by the idiosynchratic and tacit nature of knowledge underpinning
problem solving and by the difficulty of separating highly interrelated tasks
and pieces of knowledge. So, for example, part of the answer to the ques-
tion as to why firm A is more ‘competitive’ than firm B is likely to rest upon
the differential knowledge firm A incorporates. But what does ‘organisa-
tional knowledge’ exactly mean? Where does it reside? And how can firm
B acquire it, too?
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Fourth, and equally important (as one argued in more detail in Coriat
and Dosi, 1994; expanded upon in Nelson and Winter, 1982) the specific
forms of corporate organisation and routines involve equally specific
modes of governance of potentially conflicting interests. By that, we mean
that the ‘ways of doing things’ of an organisation go together with a specific
incentive structure for the members of the organisation itself, and with
mechanisms for controlling, punishing, rewarding, etc. In turn, the latter
influence how an organisation learns over time and the effectiveness by
which it exploits its competitive advantages. Moreover, modes of learning
and modes of governance co-evolve in ways that are likely to be specific to
national and regional institutions. So, for example, the rules for corporate
information-sharing, internal training, workforce mobility, etc. typically
have to match the ways labour market and industrial relations are organ-
ised. Similarly, strategic management orientations have to match the pat-
terns of financing and corporate governance specific to any one financial
system.

Consider as an illustration the European case.
With respect to all the above points Europe presents a rich variety of

organisational and institutional arrangements. Just for the sake of illustra-
tion think of the differences between an ‘archetypical’ German firm with its
bank-based mode of financial governance, its training system, its partici-
pating labour relations, etc. versus the much more ‘market based’ British
archetype versus an Italian district. The analysis of such variety, and the
related performances, is not only interesting from a scientific point of view,
but of course entails major policy issues. For example, to what extent can
national systems learn from each other within the Union? Will they all
remain viable within the emerging super-national institutional framework?
How can one make a collective European asset out of such a diversity?

7 From technology and corporate organisations to national/regional
competitiveness and employment

In an extreme synthesis, our general conjecture is that the nature of busi-
ness organizations, their capabilities and strategic orientations – embedded
as they are in specific national institutions – are a crucial, albeit often over-
looked, ingredient of competitiveness of nations and regions. Consider
again the European case. The conjecture put forward here is that, the
organisational and institutional dimension might help in explaining also
what has been discussed in Andreasen et al. (1995) under the heading of the
‘European paradox’. In essence, it is the following. Most indicators of
scientific and technological output5 show European performances broadly
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in line with the other major international players, the USA and Japan,
although with the remarkable exception of microelectronics/information
technologies, where Europe appears to significantly lag behind. However, a
general point of European weakness appears with regard to the ‘trans-
formation capabilities’ of scientific and technological knowledge into
growth, export and employment opportunities (cf. Amable and Boyer,
1995; and Coriat, 1995).

A plausible conjecture (as argued in Coriat, 1995) is that in fact good
parts of the European system of corporate organisation display major
weaknesses and lags in tapping novel avenues of research, inertia in adjust-
ment, inefficient use of human resources and ‘strategic myopia’.

In summary, this perspective highlights the crucial importance of, jointly
(a) technology, or more broadly knowledge generation and diffusion, and
(b) organisational forms and strategies in shaping long-term competitive-
ness.

It also has remarkable implications in terms of the underlying determi-
nants of growth and employment rates. Pushing it to a caricatural extreme,
there are two distinctly different views here. First, the conventional one says
more or less that unemployment appears only as a consequence of some
market malfunctioning, including those rigidities which prevent input
prices setting at their market clearing levels. Conversely, in what we could
call a knowledge-centred view of competitiveness and growth, employment
(and income) generation are seen as ultimately driven by the rates of
accumulation and exploitation of knowledge in the society. Related claims
are that: (a) knowledge and physical capital accumulation go intrinsically
hand-in-hand (more technically they are ‘dynamically coupled’ through
positive feedbacks) and, (b) income distribution and market conditions, of
course, do matter a lot, but they do so primarily through the influence they
exert upon the patterns of collective learning, on the one hand, and on the
‘dynamic contestability’ on any rent-earning position, on the other6 (in the
latter we include the easiness of entry of new competitors, the financial con-
straints to their possibility to grow, etc.).

Let me be more concrete with reference to current diagnoses of the
competitiveness–growth–employment links. The bottom line of the
conventional view is that all three augment monotonically with the ‘blood,
sweat and tears’ that a society (or most likely a part of it) is ready to put up.
So, for example, an almost exclusive emphasis is put upon downward
adjustment in input prices as the solution to most problems of insufficient
competitiveness and stagnating employment. And any failure of the cure is
seen as just revealing this inadequacy of the doses of blood, etc. extracted.
The other view is somewhat more sophisticated (and, possibly also for that
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reason, less appealing: after all it would be easier if all diseases could be
cured with a single drug). It partly overlaps with the former in identifying
market competition (and, in primis, the easiness of entry conditions) as a
highly desirable requirement for economic dynamism.7

So, for example, both views are likely to share the conclusion that quite
a few institutional arrangements in Europe are major culprits for, together,
monopolistic rent extraction, consumer maltreatment and innovative
inertia. However, given reasonable conditions of competition, and incen-
tive compatibility in both product and labour markets, the two views are
likely to depart in terms of priority prescriptions in order to foster employ-
ment growth. The conventional one would be inclined to claim that again,
in an extreme caricature – ‘blood is what it takes . . .’.

Conversely, in the conjecture put forward here, technological and organ-
isational learning might be a major collective positive-sum game8 whereby,
under certain institutional and micro-organisational conditions, knowl-
edge accumulation couples with investment opportunities which couples
with labour demand which couples with market growth. In the contempo-
rary case at hand, for example, a possible achievable scenario, albeit by no
means the only predictable one, is precisely a renewed path of self-sustained
income growth characterised, to a major extent, by an increasingly diffused
access to information-processing competences, ‘intangible investments’,
and rapid development of the related infrastructures.

8 Some conclusions

On purpose I have presented the foregoing notes ridden of question marks,
hinting at a sort of ambitious research agenda directly related to the micro-
organisational and institutional foundation of national/regional systems of
innovation and production.9 Let me conclude by mentioning, even more
telegraphically, some other issues impinging on the ‘national systems
research program’. One of them certainly concerns the processes by which
such systems emerge and the identification of possible invariances which
hold across different countries.10 Second, a better understanding is needed
of the relationship between national and sectoral systems of innovation
(with the latter I mean sector-specific institutional set-ups which possibly
recur across countries). Third, from a theoretical point of view a lot might
be learnt also from modelling efforts which explicitly account for the local
and path-dependent features of knowledge accumulation and their impact
upon growth patterns.11

With regards to policy I have tried above to sketch some normative
implications deriving from ‘the national systems’ approach. In a sense, his-
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torical comparative analyses in this perspective may help in identifying the
‘seeds’ already present in the current socio-economic environment allowing
different options for ‘institutional engineering’, for science/technology/
industrial/ competition policies, and for strategic management orienta-
tions. As I see it, transition across discretely different regimes of knowledge
accumulation and social governance present major ‘windows of opportu-
nity’ as Paul David puts it,12 and equally major opportunities for disasters.
These are the times where managerial and policy discretionality is the
highest and where also ‘sticking to old ways of doing things’ may produce
irreversible losses.

Notes

Support for the research upon which this chapter is based by the International
Institute of Applied System Analysis (IIASA) and the Italian National Research
Council (CNR) is gratefully acknowledged. Part of the argument below was
summarised in ‘The new socio-economics of organisations, competitiveness and
employment’, Seville, IPTS Report, June 1997.
1 Still at theoretical level the central role of knowledge as determinant of growth

has long been emphasised by Pasinetti (1993).
2 However, for a rather different view on codification trends, cf. David and Foray

(1995).
3 Cf. Rosenberg (1982), and complementarily, among others, on the economic

analysis of the generation and diffusion of technological change, Freeman
(1982 and 1994), Dosi (1988).

4 More on this point in Nelson (1996), Zysman (1994), Dosi and Kogut (1993).
5 As measured in terms of, for example, international scientific publications,

patents, etc.
6 A less telegraphic presentation of these points is in Dosi (1996).
7 Although not always attainable due to the rather widespread existence of so-

called in the economists’ jargon, ‘market failures’ externalities, natural monop-
olies, dynamic increasing returns, fuzzy definition of property rights, etc.

8 This paraphrases the title and the spirit of Landau and Rosenberg eds. (1986).
9 Indeed some of these questions are addressed in a research project that the

author is beginning to coordinate under the auspices of the European
Commission (Targeted Socio-Economic Research, Directorate-General
Science, Research and Development).

10 Such an issue is obviously crucial also for development theory and policy: for
preliminary discussion, cf. Bell and Pavitt (1997).

11 An attempt to model in an evolutionary spirit the interaction among multiple
learning economies in Dosi et al. (1994); a sort of reduced form growth model
accounting for path-dependent learning is in Bassanini (1997).

12 More generally, on the interplay between ‘historical lock-ins’ and purposeful
strategic discretionality, cf. David (1988).
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4 Technology, growth and
employment: do national systems
matter?

 

Much of the research on national systems of innovation has focused on
their institutional aspects, on the relationships between firms, universities
and government agencies and on the science and technology activities
carried out by such actors. Less attention has been paid to the economic
outcomes, in terms of growth and employment performances, of the opera-
tion of national systems of innovation and of their interaction with the pro-
duction system.

In this chapter first an analytical framework is proposed, linking some
key aspects of national systems of innovation with the globalisation of tech-
nology, and with the outcomes in terms of economic growth and employ-
ment. The dominance of product or process innovations in the operation
of firms and of national systems is identified as a key discriminant for
assessing the possible outcomes for growth and job creation. Such a distinc-
tion appears to be crucial both in conceptual and empirical terms. On the
one hand it allows us to identify two distinct trajectories of technological
change, with specific impacts on innovation and economic performance; on
the other hand, these outcomes can be empirically examined using a
number of appropriate proxies for innovation efforts which can be related
to growth and employment patterns.

Second, an empirical analysis is carried out with a cross-country
comparison, where the orientation of national innovation systems towards
product innovations is proxied by R&D intensitites, and the orientation
towards process innovations is proxied by aggregate investment intensities;
the impact on growth performances is also assessed.

Third, the sectoral structure of manufacturing industry in the more
advanced countries is considered, grouping industries on the basis of the
dominance of product or process innovations, as emerged from the recent
European Community Innovation Surveys. The impact of such character-
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istics of national innovation (and production) systems on growth and
employment dynamics is investigated.

Finally, in the conclusion the relevance of differences in the structure and
orientation of national innovation systems is pointed out, assessing the
possible contribution of alternative sources to long-term growth.

1 National systems of innovations and their performance

The concept of ‘national systems of innovation’ has been developed to
explain national specificities in technology (and growth) as a result of par-
ticular institutional contexts, firms’ organisation, patterns of innovative
activity and the role of the public sector (Lundvall ed., 1992; Nelson ed.,
1993; Freeman, 1995). The role of national innovation systems has to be
seen in the context of the current process of technological change; the key
issues shaping the impact of innovation systems on economic performance
can be briefly summarised as follows.

1.1 The nature and direction of technological change

A new technological paradigm based on information and communication
technologies (ICTs) has emerged, with a radical change in the nature and
trajectories of innovations, in the forms of production and organisation
and in the operation of national innovation systems. Firms’ strategies have
struggled to cope with such changes, leading to a variety of efforts to intro-
duce new ICT-based products, to adapt and incorporate the new technolo-
gies in the upgrading of established production, or to restructure
traditional processes. The employment effects of such innovation patterns
has been increasingly problematic, with some evidence of a negative impact
(see Freeman, Clark and Soete, 1982; Science Technology Industry Review,
1995; OECD, 1996b).

1.2 The globalisation of technology

The rapid international diffusion of innovations and the increasing
competition on more open markets are changing the shape of the innova-
tion and production systems found within national boundaries. The ability
of firms and public organisations to benefit from the technological oppor-
tunities offered from globalisation is crucial for the upgrading of the capa-
bilities of national innovation systems. Conversely, globalisation can erode
the production and employment base of advanced countries (see Archibugi
and Michie eds., 1997; Amable, Barré and Boyer, 1997).
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1.3 The structure of the economy

The strains of change on national economies are higher the greater is the
extension of traditional industries facing restructuring or decline. Growth
opportunities are higher in countries where new fast growing sectors, in
both manufacturing and services, are more important. The sectoral struc-
ture of economies is therefore an important factor which can help explain
differences in national economic performances. Its weight is emphasised by
the process of globalisation which exacerbates competition and makes
more evident the relative advantages associated to ‘structural’ competitive-
ness and the disadvantages associated to traditional industries (see Pianta,
Evangelista and Perani, 1996).

1.4 The importance of new demand

In the current context of slower growth and sluggish demand, a dramatic
mismatch is now found between the high potential of new ICT-based prod-
ucts, offering more various and ‘personalised’ goods and services, and the
lack of emergence of new large markets with strong demand. The slow
learning processes in consumption, the need for social innovations (partic-
ularly in the use of time) required to ‘match’ the opportunities of technolog-
ical innovations, the lack of appropriate institutions and public policies
managing such problems are all factors which may explain such a mis-
match. But a more direct economic factor is also important, associated to
the current distribution of incomes with the reduction of the wage share.
The strong polarisation pattern, most extreme in the US, but clearly present
also in Europe, has reduced the aggregate demand effects and has prevented
the emergence of a large demand for new ICT-based products from wage-
earners (see Applebaum and Schettkat, 1996; Petit, 1995; Pini, 1995).

The effectiveness of national innovation systems in sustaining growth
and employment can be assessed on the basis of their ability to address and
benefit from these major processes.

Figure 4.1 points out the web of relationships linking the national
systems of innovations with the process of globalisation of technology,
leading to specific growth and employment outcomes.

First, the national systems of innovation, with the parallel activity of
firms and institutions, shape the nature and direction of technological
change, whose main aspect considered here is the distinction between
product and process innovations.

Process innovations (introduced mainly through new investment) and
product innovation (based on internal innovative activities as well as on
new intermediate or capital goods) lead to the well-known contrasting
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effects of increasing productivity and replacing labour, on the one hand,
and of creating new markets, demand and production, on the other hand,
through different compensation mechanisms (see Vivarelli, 1995; Vivarelli,
Evangelista and Pianta, 1996; Edquist, 1997).

In a context of globalisation of production and markets, however,
innovations have a rapid international diffusion. The result is greater
competition and a new international division of labour, both in terms of the
sectors of a country’s activity and of the different phases of production
localised in each nation.

This process changes countries’ shares in the value added of global pro-
duction. Greater competition reinforces the pressure to increase productiv-
ity, giving a greater role to specialisation advantages. This, together with the
emergence of new innovation-led fields of activity, leads to the increased
pace of structural change, resulting in a different sectoral composition of
national economies.
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These developments on the supply side do not act alone. The growth and
employment outcome is the result of the interaction with the demand side,
shaped by the same institutions and policies relevant for the national
systems of innovation, by the macroeconomic context and by specific
industrial strategies.

The direct impact on employment is therefore the net result of:

(a) job losses due to the direct labour-displacing effect of innovations
(mainly in processes) and to the decline of particular sectors, associ-
ated to the shift abroad of production and jobs and/or to weak
demand patterns, and

(b) job gains due to the employment-creation effect of technological
change (mainly product innovations) and of the growth of expanding
sectors, supported by a growing demand.

The indirect effects on employment emerge through the variety of
compensation mechanisms which cannot be investigated without complex
models of the whole economy.

The empirical analysis of the next sections makes it possible to identify
the different outcomes that the processes outlined above may have. In
section 2 the analysis is carried out in aggregate terms, while in section 3 the
focus is on manufacturing industry, due to the availability of data and to
the relevance of the internal generation of know-how as a source of
technological change, while in the rest of the economy the dominant
pattern is the adoption of innovations generated elsewhere.

Far from being a deterministic process, the economic and employment
outcomes of technological change are the result of social processes, where
institutions, government policies and social relations play a major role,
alongside the developments in technology and the strategies of firms.
Therefore we expect to find different patterns and performances across
countries, rooted also in the differences of their national systems of innova-
tion.

Drawing from this analytical framework, the empirical analysis tries to
make operational a distinction among national systems of innovation in
terms of the dominant nature of the technological change they sustain. In
the next section an analysis will be carried out using R&D expenditure as
a proxy for product innovations and fixed investments as a proxy for the rel-
evance of process innovations. In section 3 the findings of a detailed study
based on the results of the Eureopean Community Innovation Survey make
it possible to develop a definition of industries dominated by product or
process innovations and such a sectoral classification leads us to assess the
growth and employment performances of a group of more advanced coun-
tries.
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2 R&D-based and investment-based innovation systems

The relationships between technology and growth can be conceptualised as
a ‘virtuous circle’ of cumulative causation, where research and innovation
sustain a country’s technological capability, contribute to its capital
accumulation (together with other factors affecting investment), leading to
economic growth. In turn, growth provides the resources and incentives for
further advances in both research and investment (Lundvall ed., 1992).

Two key technological factors stand out in this process: first, the innov-
ative activity centred on the generation of new knowledge, mainly oriented
towards the development of new products and services (and therefore
linked to technological activities of a ‘disembodied’ nature) which can be
proxied by data on R&D expenditure; second, the role of capital accumula-
tion, development of new processes, the diffusion and use of innovations
and of the technology embodied in new plants and machinery which can be
proxied by data on investment. This distinction between the embodied and
disembodied aspects of innovative activities is one of the key factors
characterising the different national systems of innovation. While some
countries have developed a strong research system, either in the private or
public sector, with a large generation of inventions, other countries have
largely relied on the rapid diffusion of innovations embodied in investment
and often originated in other countries and sectors.1

The impact of these two factors on countries’ growth, proxied by GDP
per capita, is investigated here with a description of national patterns. The
variables considered are the following:

Total R&D expenditure per labour force, measuring the intensity of the
resources used as inputs for the formalised part of innovative activ-
ities;2

Gross fixed capital formation per labour force, measuring the investment
intensity, which is also an indirect indicator of the introduction of
innovations embodied in capital goods;3

GDP per capita, measuring the level of income, and a proxy for pro-
ductivity.

All three variables have been calculated using purchasing power parities.
Data for 20 OECD countries have been collected for four five–year

periods, 1971–5, 1976–80, 1981–5, 1986–90.4 Over these two decades
OECD countries have moved from strong differences in their level of
development to more similar aggregate performances, while strong
differences persist in their research efforts. Over the four periods considered
the coefficients of variation show a moderate convergence in GDP per
capita in the 1970s and a stable distribution in the 1980s; a moderately
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increasing divergence since the mid 1970s in the (relatively similar) levels of
investment per employee; a significant convergence in the technology vari-
ables (where countries’ differences however remain high).5

In another study (Pianta, 1995) the pattern of relationships among
several technological and economic indicators has been investigated, sug-
gesting that the link between technology and growth can hardly be
expressed in terms of general regularities, as assumed by mainstream eco-
nomic models, and can be identified only within particular boundaries of
time, country sets and groups of sectors, with frequent exceptions due to
the specificities of national innovation systems.

The relationship between R&D and investment intensities is highlighted
by figure 4.2, which shows the distribution of the 20 countries in the four
periods, together with the regression line based on the pooling of all
observations.

The diversity of national patterns and positions is evident in the figure,
with four broad groups of countries which can be identified:
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A first group is the high R&D, high investment cluster, including the US,
Switzerland and the positions of France, Germany and Japan at the
end of the 1980s.

A second group is the high R&D, low investment cluster including the
UK, Sweden, The Netherlands, with Belgium and Denmark moving
into this group in the 1980s and France and Germany leaving it at the
end of the period.

A third group is the low R&D, high investment cluster including Italy,
Austria, Finland, Norway, Australia and Canada, with Japan,
Belgium and Denmark moving out in the 1980s and Spain joining the
group in the late 1980s.

Finally, a fourth group is the very low R&D, low investment cluster includ-
ing Ireland, Greece and Portugal, as well as Spain until the last period,
countries with higher investment than R&D intensities but with a con-
tinuing large gap with the rest of OECD countries.

A strong persistence of the ‘specialisation’ of national innovation systems
either in R&D or in investment intensity, relative to the OECD general
pattern, can be identified; the path of a country’s growth mostly remains
within a particular cluster, while the existing ‘mobility’ follows a standard
path from the fourth to the first cluster.

The different national patterns suggest that in most countries economic
development in the last two decades has mainly relied upon one of the two
‘engines of growth’ offered by technology: either the generation of knowl-
edge and innovation of a disembodied nature (proxied by the R&D inten-
sity) or the use of technology embodied in investment (proxied by capital
formation per employee). While at first marked differences existed, with
countries mainly focusing either on the creation of know-how (through
R&D) or on the diffusion of innovations (through investment), as a result
of growth itself and under the pressure of renewed international competi-
tion, greater complementarities between research and investment appear to
have emerged. National innovation systems appear to have somewhat
reduced their diversity in institutional and macroeconomic terms, while
preserving the differences in their sectoral specialisations.

Turning to the impact on economic performance (measured in terms of
rates of growth of GDP per capita) we can identify different groups of
countries on the basis of the rates of change of the R&D and investment
intensities. A first group combines above-average increases in R&D and
investment intensities with the fastest growth rates of GDP per capita in the
OECD group. It includes Japan, Finland and Ireland, followed by Italy and
Austria (Norway is close to this group but its growth rate is largely affected
by the new exploitation of natural resources).6 Only Japan however has
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clear above-average growth in both variables, while most other countries
have concentrated their efforts in one direction only, usually catching up in
R&D intensities.

Still, a strong technological effort is a necessary but not a sufficient
condition for strong growth, as is shown by the performance of Spain and
Sweden which have also increased strongly their R&D intensities, but have
registered below-average growth rates in GDP per capita.

Another group of countries, including the core European nations, had a
growth performance close to the OECD average. The technological efforts
of this group have been concentrated either in R&D or in investment. With
relative improvements in one variable and relative decreases in the other, the
performances of these countries in terms of GDP per capita have remained
broadly in line with the OECD average.

Finally, a group of high-income countries, including Australia, The
United States, The Netherlands and Switzerland, show a below-average
growth in all indicators.7

While countries’ long-term growth of GDP per capita is affected by a
variety of factors other than technology, the evidence shows how difficult
it has been for most OECD countries to improve at the same time both their
R&D and investment intensities, using two key aspects of innovation as
combined engines of growth.

This evidence suggests that national innovation systems have a strong
persistence in their fundamental characteristics (see figure 4.2), shaped by
the given economic structure and research infrastructure, but they can also
change and imitate one another in the institutional arrangements and in the
sources of their dynamism. The best performances in terms of GDP per
capita growth have been associated to the ability of national innovation
systems to evolve more rapidly and integrate the need for different and
increasingly complementary sources of technological change and learning.

3 The employment performance of product and process innovation
industries

Another way of investigating empirically the nature and economic per-
formance of national innovation systems is to look beyond the aggregate
indicators of the previous section, at the sectoral structure of innovation
and production activities.

The European Community Innovation Survey has recently gathered
important information on the nature and patterns of technological change
in manufacturing industry in most EU countries (see Archibugi and Pianta,
1996). From the survey it is possible to identify the dominance of product
or process innovations in each industry, and a recent study (Pianta, 1997)
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has contrasted the growth and employment performances of the two
groups of industries in the case of five European countries.

In this section the definition of ‘product innovation industries’ and
‘process innovation industries’ is generalised to the six more advanced
economies (G6: the US, Japan, Germany, France, the UK and Italy), in
order to test whether different economic performances can be identified as
a result of the different orientation of national innovation and production
systems.8 The impact is assessed on the employment change in each of the
two groups of sectors, consistently with the argument made in section 1 on
the diverging consequences on job creation and job destruction of product
and process innovations.

In figures 4.3 and 4.4 the relevance of product- and process-based indus-
tries (measured by the shares of value added in total manufacturing in
1994) is plotted against the employment change in the same group of indus-
tries (average annual growth from 1989 to 1994).

The well-known structural differences among the national innovation
systems of the six countries lead to a clear ranking; on the basis of the share
of manufacturing value added in industries based on product innovation,
Japan is the leader, followed by the US, the UK, Germany, France and Italy.
The reverse order is obviously found for the share of process innovation-
based industries. This ranking is broadly consistent with the evidence of the
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previous section on the different R&D and investment intensities of coun-
tries and with the particular sectoral specialisations shown by each country
(see Archibugi and Pianta, 1992). In terms of employment change in total
manufacturing in the 1989–94 period, the ranking of countries is basically
the same, with only Japan showing a moderate 0.33 per cent annual growth
and all others reducing manufacturing jobs at rates ranging from –1 per
cent in the US to –2 per cent in Italy.

These aggregate outcomes in employment change are the result of
different industry dynamics, shown in the two figures. A positive relation is
found between the dominance of product innovation industries and
employment change in figure 4.2, while a clear negative link emerges
between the importance of process innovation industries and employment
change in figure 4.4; the same contrasting relationships are found also for
the 1975–89 period. The more a country was ‘specialised’ in product
innovation industries, the better the employment performance has been in
these industries, while the opposite holds for process innovation industries.
The aggregate outcomes, with the better employment performances of
Japan and the US than in European countries, are clearly associated with
the different orientation of the national innovation and production
systems.

A national innovation system geared to the generation of new knowledge
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and new products in industries characterised by higher R&D intensities
and disembodied technological change turns out to be an industrial struc-
ture where product innovation-based industries dominate and are able to
sustain employment growth, or at least to limit job losses, as is the case for
most countries in the early 1990s.

Conversely, national innovation systems mainly relying on the acquisi-
tion of foreign know-how and technology, on investment in machinery and
on new production processes turn out to be an industrial structure where
more traditional industries are important, but their use of process innova-
tions to sustain international competitiveness (mainly based on cost advan-
tages, rather than on product changes) has led to greater job losses. The
nature and content of the ‘specialisation’ of national innovation systems
has therefore strongly different economic and employment outcomes, and
increasingly so with greater competition and globalisation.

4 Concluding remarks

While more systematic investigations are needed in this direction, consis-
tent evidence suggests that national innovation systems, and in particular
their orientation towards either R&D activities, product innovations and
disembodied technological change, or investment, process innovation and
embodied techological change are associated with alternative patterns of
evolution and with contrasting perfomances in employment. The nature of
national innovation systems and their interaction with the industrial struc-
ture do matter for the economic and employment performances of
advanced countries.

Obviously the contrast between product and process orientation should
not be taken too far. Both types of innovations are always needed and we
have seen that the better performances in terms of GDP per capita growth
are found where the integration of the two aspects is greater. The choice of
periods under study also matters. The post-war decades of generalised
rapid growth in OECD countries offered opportunities for good per-
formances in a variety of innovative systems. In the 1990s, marked by
greater competition, stagnant markets and sluggish demand, the different
nature of innovation systems has a more direct impact.

In the long-term dynamics of growth over the past decades, considerable
scope for catching up among OECD countries existed, making strong eco-
nomic and employment growth possible, with an orientation towards
investment intensive, process innovation-based sectors. Countries starting
with the lowest levels of GDP per capita, R&D and investment per
employee have generally shown a rate of growth higher than the OECD
average, leading to a moderate convergence among the 20 countries. In spite
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of such aggregate convergence countries have maintained their relative
‘specialisation’ in the levels of either R&D or investment intensity com-
pared to the OECD pattern.

A possible interpretation of this pattern is that at first the scope for catch-
ing up was so large that countries could ‘specialise’ either in the production
of innovations, reaching high R&D intensities, or in the diffusion and use
of technology through higher investment per employee.

However, after the recession of the early 1990s, with slower growth of
world markets and increasing international competition, the economic and
employment outcomes of the different models of innovation systems have
started to diverge again. The contrast emerged in the 1990s between Japan
and the US, on the one hand, and European countries, on the other, in
terms of growth rates, and job creation has its roots also in the different
orientations of national innovation systems and in the vulnerability of
European economies due to their greater reliance on process innovation-
based industries, where international cost-based competition has become
stronger.

For the future evolution of national innovation systems, good economic
performances are more likely to be achieved with a more balanced develop-
ment of the different ‘engines of growth’, with increasing complementar-
ities between the different aspects of national technological activities. When
countries have achieved high-income and productivity levels and are closer
to the technological frontier, a more complex set of relationships between
technological factors and economic performance operates. A greater role is
played by factors such as knowledge, learning processes, human capital,
quality of research, immaterial investment, organisational innovations,
favourable institutional conditions; these are the dimensions summarised
in the concept of national systems of innovation, and therefore they may
need to take up some aspects of one another and become moderately more
similar.

The policy lessons from this evidence are that the distinction between
models of technological change oriented towards product or process
innovations plays an important role in shaping the economic and employ-
ment outcomes, and should inform analysis and policy in this field.

With innovations in all industries dominated by the new information and
communication technologies, the use and adaptation of innovations devel-
oped elsewhere, and changes in processes and organisations may acquire
particular importance, leading to the emergence of new forms of flexible
organisation which tend to be ‘unfriendly’ to employment growth. On the
other hand, the development of new products based on the new technolo-
gies has so far failed to create large markets, often due to the lagging behind
of new demand in these new fields.
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A reassessment of innovation and technology policies is therefore
needed, and the strong differences that characterise the technology–
growth–employment links across industries suggests that new forms of
sector-specific policies are needed. The current incentives to ever-greater
labour-saving process innovations might be limited, and efforts concen-
trated on creating and organising new markets with greater potential for
growth and job creation. Such demand-oriented policies might also empha-
sise the role of users (actual and potential ones), especially in the new fields
of ICT and services, replacing the old industrial policy of ‘picking winners’
with a new one ‘empowering the users’.

Notes

1 A large literature has addressed the theoretical and empirical problems of
linking technology and growth. See in particular Dosi et al. (1988), OECD
(1992), Fagerberg (1994), Archibugi and Michie (1998).

2 Across the 20 OECD countries, this variable shows a very high association to
other key indicators such as total R&D as a share of GDP, industry-financed
and performed R&D as a share of GDP, researchers and scientists as a share of
the labour force.

3 Unfortunately data for investment in machinery and equipment only, which
would be a better indicator, are not available for all countries and years; when
comparisons were possible, the variable used appeared to be a good proxy.

4 Data have been transformed in constant 1985 prices and then converted in US
dollars using 1985 purchasing power parities (from OECD, Main Science and
Technology Indicators, 1993). The averages for the five-year periods have been
calculated in order to avoid annual fluctuations and offer a more satisfatory
picture of interactions which include lagged effects.

5 For GDP per capita the coefficients of variation (standard deviation divided by
the mean) in the first and last periods are 0.27 and 0.24; for investment per
employee values are 0.20 and 0.24; for R&D per employee values are 0.54 and
0.43.

6 For this group of countries the real growth of GDP per capita between the
average in 1971–75 and 1986–90 has ranged between the 60 per cent for Japan
and the 41 per cent for Austria. The average growth for the 20 OECD countries
was 36 per cent. Spain and Sweden had growth slightly below 30 per cent.

7 Their growth of GDP per capita has ranged from 27 per cent for Australia to
17 per cent for Switzerland.

8 The Community Innovation Surveys provide data on the shares of R&D related
to product or process innovations, which are rather consistent across countries
and with other indicators of the prevalence of either form of innovation avail-
able for particular countries. Data in this section are drawn from the OECD
STAN database, 1996.

The sectors dominated by process innovations include: food, beverages,
tobacco, textiles, wearing apparel, leather, wood products, paper, printing and
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publishing, petroleum refineries, petroleum and coal products, pottery and
china, glass, non-metallic products, iron and steel, non-ferrous metals, metal
products.

Sectors dominated by product innovations include: footwear, furniture, indus-
trial chemicals, other chemicals, rubber products, plastic products, non-electri-
cal machinery, electrical machinery, shipbuilding, motor vehicles, aircraft,
other transport equipment, professional goods, other manufacturing.
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PART II

Regional, national and global
forces





5 Regional systems of innovation?

 

Introduction

This chapter explores the possible existence and form of regional systems
of innovation (RSI). Christopher Freeman has defined a national system of
innovation (NSI) as the network of institutions in the public and private
sectors whose activities and interactions initiate, import, modify and
diffuse new technologies (Freeman, 1987, p. 1). Although this definition
was applied at a national level it can arguably be equally applied at a
regional or local level. This chapter will seek to explore these issues, not
suggesting that regional systems of innovation should be seen in some way
as supplanting national systems of innovation, but rather should be viewed
as providing another layer or conceptual lens to the whole system of
innovation. In so doing, it seeks to develop in a geographical sense at least
part of Metcalfe’s (1995, p. 41) view that the national unit may be too broad
a category to allow a clear understanding of the complete dynamics of a
technological system and instead focus should be on ‘a number of distinct
technology-based systems each of which is geographically and institution-
ally localised within the nation but with links into the supporting national
and international system’.

More specifically, therefore, this analysis will examine whether the broad
definition of national systems of innovation can also be applied at a regional
level. Do, or can, regions offer distinct systems of innovation that are
worthy of study? If they do exist, in what ways are they different from
national systems of innovation? If the concept is relevant, is it becoming
more or less applicable over time? What more general lessons can be learnt
from the study of regional systems of innovation? This analysis will there-
fore seek to explore these questions and posit the discussion within the
wider framework of the systems of innovation debate.
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Regional systems of innovation versus national systems of innovation: an
historical perspective

At one level it can be argued that as many regions are former nations, and
indeed that many former regions have become nations, systems of innova-
tion at a regional scale can exist as proto forms of national systems of
innovation. Thus in the case of the UK, Scotland was a former nation
which had quite a distinct system of innovation and science before Scotland
was eventually absorbed into Great Britain in 1707. Moreover, up until the
end of the seventeenth-century Scotland had a clear lead over England in
terms of scientific and medical discoveries (Wood, 1992, pp. 266–7). This
was because of a high number of factors. Firstly, Scots studied in uni-
versities abroad and there was a free flow of ideas between Scotland and
other European countries. Secondly, there were a number of key institu-
tional innovations in Scotland, such as the establishment of the Royal
College of Physicians of Edinburgh in 1681, which provided a strong formal
and informal impetus to scientific discovery and innovation. Lastly, there
was a highly developed patronage system for funding science, almost
unique anywhere in the world at that time. As a result, by as early as the
mid 1680s, an institutional innovation infrastructure was already in place
which would later facilitate the meteoric rise of the prominence of the
Scottish scientific and medical base in a world sphere (Wood, 1992, p. 267).
This pre-eminence and distinctiveness of the Scottish lasted long after
union with England, so that even by 1789 Scotland and Edinburgh in par-
ticular was seen to have a unique place in science within Britain and the rest
of the world, and this distinction continues, particularly in areas such as
medical science. Indeed Scotland still has a different educational and uni-
versity system from England and Wales as well as a separate legal system
and a distinct innovation infrastructure.

However this example is perhaps part false. What is described perhaps can
better illustrate the resilience and persistence of a former national system of
innovation; NSIs are slow in dying. Even if it perhaps cannot be formally
defined as a national system of innovation it still remains a quasi-national
system of innovation. Alternatively it only serves to emphasise the issue of
how the nation state should be defined. Many in Scotland would still assert
that Scotland is, and always has been, a separate nation from the rest of
Britain and now with devolution is likely to regain more fully many aspects
of a full nation state. Both arguments and viewpoints are plausible here, but
the discussion here should not become weighted down with the particular
analysis of the Scottish innovation system. What it does serve to illustrate is
the importance of a historical perspective, particularly in the evolution of
the institutional structures which make up a system of innovation.
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Other historical studies, however, have also served to highlight the
formation and development of quite distinct regional systems of scientific
and industrial endeavour. Thus, Nye (1986) has outlined the important and
distinctive nature of scientific communities in the French provinces between
1860–1930. Far from the conventional wisdom that the most important
scientific work in France occurred in Paris and that Paris dominated the
science scene in France, Nye emphasises the lively, open and diverse
scientific networks of the French provinces and concludes Provincial scien-
tists were often leaders and innovators, not followers of Parisian scientific
culture and values. Provincial university science frequently was more open
and innovative than Parisian science (Nye, 1986, p. 8). What Nye empha-
sises in particular is the uniqueness of the different provinces, based on the
different context of their university science and above all on close contact
and support of local industry which in turn shaped the scientific and engi-
neering specialisation of the university science base in the regions. Thus, for
example, Nancy specialised in programmes that sought to develop chem-
istry, brewing, electricity and metallurgy; the Pyrenees and French Alps
specialised in electrical physics and industrial chemistry, whilst Lyon con-
centrated on scientific research into textiles and chemicals (Nye, 1986, p. 7).

What this and other studies raise is how far national systems of innova-
tion can be considered as homogenous systems. However, this homogene-
ity is not only based on the distinctive nature of regions or areas in terms
of scientific and technological specialism, but also on their absolute and rel-
ative performance in relation to a national norm regarding innovative activ-
ity. There has been a whole series of studies which have sought to emphasise
the highly uneven geographical pattern of innovative activity (see, for
example, Feller, 1973; Oakey, Thwaites and Nash, 1980; Malecki, 1985).
Core and/or metropolitan regions have been seen as being much more inno-
vative than more peripheral areas or regions. Much depends on how
centralised national territories are, but even countries with fairly uniform
rates of innovation geographically can hide quite marked disparities on a
local or regional level. Again these disparities can be traced back a long
way. Thus Carlton and Coclanis (1995) have tried to analyse what factors
were behind the lack of inventive activity in the South (defined as the Old
Confederacy, plus Oklahoma, Kentucky and West Virginia) of the United
States between 1870 and 1920 compared to the rest of the country. Studies
that stressed the role played by the creation of a highly integrated national
economy in furthering growth in the United Sates have largely ignored the
major disparities in industrial and technological performance at the region
or state level (Carlton and Coclanis, 1995, p. 302).

These regional differences persist today. Treating national systems as
implying homogenous spatial systems of innovation can be dangerous.
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Studies have shown that there are highly significant regional differences in
research and technical activity and in the technological specialisation of
different regions within a national territory (see later). For example, the UK
exhibits a high degree of specialisation in the pharmaceutical and biomed-
ical sector dating back to the 1970s and beyond (Archibugi and Pianta,
1992, p. 97) and research and technical orientation is continuing to grow
according to the OECD STAN/ANBERD database which shows that
private sector UK expenditure (Business Expenditure on Research and
Development (BERD) expressed in purchasing power parity) on pharma-
ceuticals relative to total BERD was proportionately much higher than that
of the US or the EU (as a whole) between 1973 and 1990 (Howells and
Neary, 1995, p. 89). As an indication, private sector pharmaceutical expen-
diture on R&D relative to total expenditure on R&D grew from 5.38 per
cent in 1973 to 13.81 per cent by 1990 compared to, for example, 3.28 per
cent to 4.31 per cent over the same period for the USA. However, within
this national specialisation, the industry is highly uneven in its spatial dis-
tribution regionally. The second largest UK region in terms of manufac-
turing jobs, the West Midlands, has negligible involvement in the drugs
industry, whilst Wales, the South West and East Anglia also have limited
involvement in such a core sector of the UK (although this now may be
changing in the case of East Anglia). All these regions, and in particular the
West Midlands, are effectively isolated or detached from what is happening
within the broader UK national system of innovation in terms of this key
sector. At a more detailed level, how far the UK pharmaceutical industry
operates within a meaningful national system of innovation, neglecting
what are arguably strong sectoral and distinct regional systems of innova-
tion, is open to debate.

Regional systems of innovation: a top–down perspective

The previous section has sought to put forward the argument of the possi-
ble existence of a regional system of innovation, but how would this be
defined? What are its characteristics? In attempting to unravel the different
spatial levels of the systems of innovation approach, this section outlines a
top–down perspective of regional systems of innovation. In particular, can
the essential components of national systems of innovation be found exist-
ing and operating at a regional level? If so, in what way? Are regional
systems of innovation really just a national system of innovation writ small?

Both Freeman, Lundvall and Nelson have provided definitions of
national systems of innovation (although it should be noted that though
these definitions do display much commonality, they are based on some-
what different conceptions of national systems of innovation; McKelvey,
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1994). A broad definition by Freeman has already been outlined above,
stressing (not unexpectedly in a system) the network and interactive qual-
ities of an innovation system. Lundvall ed. (1992, p. 13) breaks down the
components or elements of a national system, that in turn differentiate
them from each other. These core elements are:

the internal organisations of firms;
the interfirm relationships;
the role of the public sector;
the institutional set-up of the financial sector; and
R&D intensity and R&D organisation.

Lundvall argues that the focus on the national level is associated with the
fact that national economies vary according to their production system and
their institutional framework and these differences are in turn strengthened
by different historical experiences, language and culture. Nelson and
Rosenberg (1993, pp. 4–5) have a similar concept in mind when they define
a national innovation system as involving ‘a set of institutions whose inter-
actions determine the innovative performance . . . of national firms’. The
systems concept portrayed by Nelson and Rosenberg is somewhat different
from that of Freeman’s and Lundvall’s and seeks to emphasise the role of a
set of institutional actors, which together play a major role in influencing
innovative performance.

Although a number of commentators have tried to determine differences
between the definitions and differences in emphasis, the purpose here is to
identify whether out of the broad definitions whether these elements of the
system of innovation model could in part or in total be applied at the
regional level. Certainly most economic geographers and regional econo-
mists would have no difficulty in identifying significant regional variations
in the components identified by Lundvall above, and indeed such an inte-
grated systems view of regions can be traced back a long way in geography,
in particular the highly influential French school of regional geographers
in the late nineteenth and early twentieth centuries. Moreover, all the key
proponents of the national systems of innovation concept have indeed
accepted that there could also be other types of systems of innovation
which operate at a sectoral, transnational or indeed regional level (Nelson
and Rosenberg, 1993, p. 5; Lundvall ed., 1992, p. 3; Freeman, 1995, p. 21;
see also in particular Carlsson and Stankiewicz, 1991; in relation to their
discussion of technological systems).

Thus on a sectoral level, Nelson and Rosenberg (1993, p. 5) highlight
intra-national diversity by indicating that there may be very little overlap
between sectors within a nation in the systems of institutions supporting
innovation, say between aerospace and pharmaceuticals. This echoes
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Kitschelt’s (1991, pp. 443–5) earlier work on the importance of ‘sectoral
governance structures’ in helping to shape, as well as being influenced by,
national systems of innovation. This can help explain why some industries
prosper in certain countries, but not others. The continued growth of the
pharmaceutical industry in the poorly performing UK innovation system,
and its languishing in the generally highly successful Japanese innovation
system is a case in point here (Howells and Neary, 1995).

Equally on the basis of Lundvall’s definition of a national systems of
innovation it can be argued regions within nations can also display distinct
or idiosyncratic systems of innovation which depart from the national
norm and in turn are different from other regions. Obviously in some coun-
tries these differences will be greater than others. Thus, the existence of
readily identifiable and meaningful regional systems of innovation will
depend on how far a nation is said to have a homogenous regional struc-
ture relating to innovation. There are three dimensions which help to rein-
force the importance of regional systems of innovation. They relate to:

1 the regional governance structure, both in relation to its administrative
set-up and in terms of legal, constitutional and institutional arrange-
ments;

2 the long-term evolution and development of regional industry special-
isation; and

3 additional core/periphery differences in industrial structure and innov-
ative performance.

Regional governance of innovation

The impact of the structure of the state, both directly in terms of the organ-
isation of government administration and in relation to different legal,
constitutional and educational arrangements (including the ability to levy
taxes and taxation levels) are important here (Charles and Howells, 1992,
pp. 92–6). Different taxation (Schmandt, 1990, p. 33) and legal differences
can influence the whole institutional dynamics of business and financial
services that support and advise local and regional industry. The field of
industrial property, building and planning controls is just one small
example where local planning regulation, building incentives, environ-
mental legislation and tax incentives for real estate and industrial invest-
ment have meant a whole set of specialist professional, legal and financial
advisers operating and being sustained at a regional level. The division of
power between central states and regions is also important here (Bianchi,
1993, p. 26; Hassink, 1996, p. 181). For many industrial nations with strong
regional governments – such as Germany with its Länder and Spain – the
regional configuration of government together with its interaction at an
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institutional level have meant mutually reinforcing patterns of regional
innovation regimes. This can be seen in education in Germany where, for
example, the funding of universities is the responsibility of the Länder.
Elsewhere, non-university higher education institutes (polytechnics, tech-
nical institutes and so on) in most European countries tend towards a high
degree of regional orientation (see also Paget, 1990). More directly, in both
Germany and Spain regional governments have separate Ministries of
Technology which oversee and administer specific innovation programmes
for their respective regions in conjunction with their national governments.

Over the long term the pattern and nature of regional government can
influence the evolution of more general institutional arrangements in, and
between, regions (Schmandt, 1990, p. 16). This is important as the issue of
government and state involvement goes well beyond the formal description
of differences in policy structures and mechanisms. It goes more funda-
mentally towards the notion of the state and its institutional framework
(and indeed supra-national governance structures; Hirst and Thompson,
1994, p. 299). The state is an ensemble of institutions that has a degree of
autonomy to advance its interests in the face of other groups of society
(Dearlove, 1989, p. 528), it introduces more specifically the notion of the
state as an ensemble of institutions. Thus the state, in both national and
regional settings, represents itself through different combinations of institu-
tions and over time the nature of this ensemble will change. Moreover the
notion of governance structures goes beyond the structure of the state and
includes public–private intermediaries and the private sector itself (Howells
and Neary, 1995, p. 18). Indeed the different regional volume, nature and
mix of these agencies and other organisations that act as intermediaries
between the state at both national and regional levels may be one of the
most significant factors in the development of distinct regional systems of
innovation.

Regional specialisation and evolution

As has already been noted, many regions have tended to develop and evolve
specific regional industry specialisations. These can often be traced back to
medieval periods (for example, Toledo steel in Spain), through to the nine-
teenth century with the Lancashire cotton industry and through to the
more recent examples of the ‘Third Italy’ (Brusco, 1982; Becattini, 1991).
Some regions exhibit little or no prominent industry or sector specialisa-
tion, whilst those regions which have been associated with such specialisa-
tion can find that it disappears with the decline in the industry more
generally, most evident in textiles, shipbuilding, iron and steel and mining
industries. Indeed, this was a concern identified by Marshall back in the
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1890s, when he noted: ‘A district which is dependent chiefly on one indus-
try is liable to extreme depression, in case of a falling off in the demand for
its produce, or a failure in the supply of the raw material which it uses. This
evil again is in a great measure avoided by those large towns, or industrial
districts in which several distinct industries are strongly developed. If one
of them fails for a time, the others are likely to support it in many ways,
chiefly indirect . . .’ (Marshall, 1932, p. 154).

What is important here is not just the impact of sectoral patterns of tech-
nical and industrial specialisation (see below) influencing the innovation
trajectories of such industries, but also its influence on the development of
the regional innovation infrastructure. This includes more direct technical,
maintenance and testing services, but also specialist legal (intellectual pro-
priety rights) advisers as well as banking and financial services (evident
with the evolution of regional banks in the UK, such as the British Linen
Bank and the Midland Bank).

Core/periphery differences

However, where there are no strong regional-based governance structures
and where regional industry specialisation does not appear to be strong,
there can still be significant differences on a regional basis in the absolute
and relative rates of innovation. Indeed in some of the most centralised
industrial economies, such as France and the UK, in terms of government
administration strong core–periphery hierarchical differences are apparent
in terms of power, decision-making and innovative performance. Thus,
these nations are the ones most liable to create strong core–periphery
differences in their spatial set-up and create centralisation of governmental
and economic power, via location of headquarters, and in consequence of
decision-making. Core regions of nation states display high concentrations
of top-level government and administrative functions, corporate head-
quarters and key decision-making activities (Tornqvist, 1968; Thorngren,
1970) and, more particularly here, research and development functions
(Malecki, 1980; Howells 1984) and high technology industries (Thompson,
1988).

By contrast peripheral, often depressed regions, supported by inward
investment, have all too often become branch-plant economies (Firn,
1975), with little or no control or stake in their futures, low new firm forma-
tion and low levels of innovative activity and technological sophistication.
The book Le Desert Française written by Garnier in 1947 described the
impact of such centralising tendencies on French provincial economic and
social life and this can equally be extended to that of so many present-day
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regions in terms of technical and industrial activity. Even though there is a
high degree of nation-wide uniformity in governmental, political, legal,
institutional and fiscal regimes, which would suggest less applicability for
the presence of regional systems of innovation, there are still fundamental
and pronounced differences in regional knowledge and information inten-
sity (Pred, 1975) and institutional support and innovation performance.

The above provides further support for the issue of whether regional
systems of innovation do exist and the nature and extent of their variation
from each other. Some regions do indeed have a large degree of political
and economic autonomy and specialisation which enable them to have
qualities as distinctive as certain national systems of innovation. Such
regions may contain many, if not all, of the same components and involve
the same interactions as national systems of innovation. However, should
these regional systems of innovation be considered as just aspiring ‘proto’
national systems of innovation? If regional systems of innovation are to be
a useful and relevant concept it must reveal some new and different level of
knowledge regarding the ‘systems of innovation’ debate and indicate why a
regional, or sub-regional, perspective provides a valuable insight in to our
understanding of the dynamics of technological innovation. The regional
systems of innovation can therefore be more usefully seen as a subset of a
wider ‘systems nest’ relating to knowledge and innovation.

This discussion has direct parallels with David and Foray’s (1995) frame-
work of analysis, a knowledge system, building upon Tassey’s (1991) earlier
concept of technology infrastructure (or ‘infratechnologies’, p. 356; see also
Smith, 1995). The concept highlights the interdependence and interactions
among the sub-processes in the overall system governing the production,
distribution and utilisation of economically relevant knowledge. What
David and Foray (1995, pp. 17–18) seek to emphasise here is that neither
the idea of learning as central to the activities of individual economic agents
and organisation, nor the pertinence of the systems approach to analysing
the determinants of innovation and adaptive capability, imply that the
national economy should be the relevant unit of analysis. To postulate that
it is national systems that are the most meaningful entities for study would
seem to imply an additional claim, namely that there exists a higher degree
of systemic integrity for those processes in which participation is delimited
on grounds of national affiliation, or where control is asserted by national
governments. They go on to make the case for a national perspective, noting
that national governments do indeed make policies and impose rules and
regulations which influence the behaviour of individuals and organisations
within their national territories. However, David and Foray (1995, pp. 18–9)
conclude this discussion by noting that they still have some hesitancy
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talking about national systems thereby tending to de-emphasise if not
totally obscure from view the significance of other, sub-national and
supranational systems whose workings may be no less critical in shaping
technological opportunities and the way the latter are exploited.

Regional innovation systems should be seen as part of this multi-layer
approach and indeed there is also a rich and long-established vein of work
focusing on firm and institutional interaction, knowledge and information
sharing, technical externalities and innovative activity in a local and
regional context (see below). Taking an individual firm (or enterprise or
establishment), it will be presented with a number of different geographical
levels within the innovation system. The highest macro level covers the
global context of innovation relating to competitive change and increasing
international regulation of various aspects of the technical environment.
This covers what Lundvall ed. (1992) and Nelson ed. (1993) both admit as
relevant transnational aspects of innovation systems which may be super-
seding the national sphere (see also Chesnais, 1992). Below this is obviously
the national level and under the national system are regional and even more
localised, sub-regional systems of innovation. Lastly, alongside these geo-
graphical layers, are overlapping sectoral layers or sectoral systems of
innovation which cross-cut transnational, national and regional systems of
innovation.

As one moves down the geographical scale the institutional and corpo-
rate context becomes more specific, but at the same there will be more shared
or fixed components that systems at the same level share. Thus as the patent
regulatory system becomes harmonised at the international level (Howells
and Neary, 1995, p. 165), national systems of innovation will increasingly
share components of the overall innovation system. Similarly, at the next
level, regions within the same country will have similarities with their
counterparts in terms of a number of government and institutional compo-
nents. These will include government departments and agencies, the legal
system and practices and the educational system; their overarching innova-
tion task environment or framework will therefore display many similarities.
If one were to suggest a sub-regional or local system of innovation, even
more components of the governmental, institutional and corporate fabric
would be held constant. However it would equally be misleading to suppose
that within those national boundaries the educational infrastructures, for
example, would be homogenous everywhere (David and Foray, 1995, p. 19)
and that by implication there would be significant inter-regional variations
in these mainly national government sponsored activities.

However, the presence or absence and commonality of components
between innovation systems is only one, mainly mechanistic, element in
terms of such a systems approach. There are two other fundamental ele-
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ments that are important in such a systems model and are particularly per-
tinent when considering regional innovation systems. They relate to:

firstly, even though innovation systems at the same level (for example,
regions) may share common components in the form of similar, shared
regulatory and educational environments, how these are delivered at a
regional level are likely to be subtly different; and,

secondly, how firms and organisations respond to the separate compo-
nents and their delivery is also likely to vary.

These other two elements are also important here. Even within similar
institutional and governmental structures, how they are administered,
organised and delivered regionally – i.e., the way they operate ‘on the
ground’ as complete systems – can be critical. This is perhaps most appar-
ent in terms of the institutional context which in much NSI literature is seen
as a constant throughout a national territory. However, Amin and Thrift
(1992) have shown that variations in effective institutional capacity or
‘thickness’ at the local level can be critically important in influencing the
performance of local industry. Here again the effectiveness of such institu-
tional capacity is not simply related to the quantity and variety of relevant
institutions, but the effectiveness and degree of coordination amongst them.

Another example here related to knowledge infrastructure articulation is
that educational provision varies significantly on a local and regional basis
(Marshall, 1990, p. 226). More particularly, government expenditure on
research and technology – for example, the concentration of government-
funded research establishments or government finance and aid going
towards innovation and technology – has also been highly uneven in its
regional pattern (Malecki, 1979). However, even with equal distribution of
innovation provision and support by government and non-governmental
institutions the ability of private firms and establishments to respond to
such stimuli also varies. Less favoured regions have been shown to have a
much lower level of entrepreneurial activity in terms of new firm formation
rates (Keeble, 1990), less autonomy in terms of investment decisions
(because a high level of externally owned branch plants; Firn, 1975;
Britton, 1976; Phelps, 1993) and lower innovative activity (Oakey, Thwaites
and Nash, 1980; Thwaites, 1982). As a reflection of this firms in less-
favoured regions have had a much lower take-up of national technology
programmes.

Regional systems of innovation: a bottom-up perspective

So far the analysis has largely concentrated on a ‘top–down’ view of
regional innovation systems by examining whether many of the conditions
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and elements of national systems of innovation still hold when moving
down to the next level of geographical aggregation. Thus the identification
of shared and distinct components, the way that they are delivered and how
firms and organisations respond to such stimuli only represents one, largely
top–down enquiry into the nature of innovation systems, particularly with
regard to the regional level. However, a ‘bottom–up’ perspective is also
valid in the analysis of regional systems of innovation. Specific innovation
systems should also display their own internal set of interactions between
players and institutional sets within the system and also impart wider qual-
ities of operating as an identifiable system. This section will first briefly
outline studies that have touched upon the notion of geographical innova-
tion systems, before seeking to analyse in more detail the fundamental core
of regional or sub-regional innovation systems.

Overview: regional systems of innovation and intangibles

There has been an important long-term interest in the internal dynamics of
regional systems. It has been argued that regions do display significantly
different structures of innovation system components, but it is at the level
of the internal dynamics of the interaction of firms and organisations and
their links back to the wider institutional structure within the regional
system of innovation that is so important and make regions valuable for
study in their own right. Regional systems of innovation represent crucial
arenas for localised learning and tacit know-how sharing. The peculiarities
of the institutional fabric are still crucial and vary significantly between
regions, but it is at the regional level that informal links between key per-
sonal are formed and maintained and where the primary decision space of
firms is based. Economic geographers, particularly belonging to the behav-
ioural school, have studied this in relation to knowledge and information
flows at the individual and firm level, in the geographical extent of personal
and company knowledge and information scanning space and more gener-
ally in how this influences firms decision-making processes (Hägerstrand,
1966; Tornqvist, 1968; Taylor, 1975). It has also been recognised in a more
specific body of literature relating to communication patterns within the
R&D function, which show highly localised patterns of personal contact
(Allen, 1977). Moreover although local face-to-face contacts remain
important in knowledge sharing and tacit learning directly, studies have
shown that distance decay patterns shown in terms of information scan-
ning and knowledge acquisition is also important in shaping the sub-
sequent diffusion of innovations (Hägerstrand, 1952; 1967; 1975; Malecki,
1977).
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It is worth examining some of the background to those studies that have
focused on the innovative environment at a regional level before examining
in more detail some of the questions that past research raised in relation to
study of regional systems of innovation. Economic geographers and
regional economists have long recognised the importance of localisation,
agglomeration and the regional economy in the wider dynamics of innova-
tion and industrial growth and economic development. This has spawned
a plethora of models and concepts that include some aspects of the innova-
tion process in a local context, these include industrial neighbourhoods or
districts (see Marshall, 1961); agglomeration economies (see Weber, 1909;
Florence, 1948; Isard, 1956; Townroe and Roberts, 1980); innovation
agglomerations; product life cycles, filter-down theory and profit cycles (see
Hund, 1959; Lichtenburg, 1960; Vernon, 1960; Thompson, 1965; Howells,
1983; Markusen, 1985); the new industrial districts and rise of flexible
specialisation (see Brusco, 1982; Amin and Robins, 1990; Becattini, 1991;
Sunley, 1992; Harrison, 1992); innovation milieux (Aydalot, 1986; Aydalot
and Keeble eds., 1988); and technology districts (Storper, 1992). Although
many seek to trace the beginnings of such concepts to a single source,
Alfred Marshall, and what has become known as Marshallian districts, in
fact there have been a multiple set of similar, yet different sources and ante-
cedents that have fed off each; these include, amongst others, the laws of
industrial growth (Burns, 1934), growth pole (Perroux, 1955; Thomas,
1975) and long wave (Marshall, 1987) theories.

Obviously the contribution of Alfred Marshall back in the 1890s has
undoubtedly been highly significant and created much of the initial inter-
est into the concentration of specialised industries in particular localities
(Marshall, 1932, p. 151). Commentators have tended to stress his neo-
classical contribution to the factors involved in agglomeration economies,
although his focus on the intangible and tacit benefits of industrial local-
isation are perhaps more significant here, with the focus on the contribu-
tions of both body and mind (Marshall, 1961, p. 139). This is evident in a
number of Marshall’s writings throughout the late nineteenth and early
twentieth centuries. Thus in 1892 Marshall wrote:

When an industry has once thus chosen a locality for itself, it is likely to stay there
long: so great are the advantages which people following the same skilled trade get
from near neighbourhood to one another. The mysteries of the trade become no
mysteries; but are as it were in the air, and children learn many of them uncon-
sciously. Good work is rightly appreciated; inventions and improvements in
machinery, in processes and the general organization of the business have their
merits promptly discussed; if one man starts a new idea it is taken up by others and
combined with the suggestions of their own, and thus becomes the source of further
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new ideas. And presently subsidiary trades grow up in the neighbourhood, supply-
ing it with implements and materials, organizing its traffic, and in many ways con-
ducing to the economy of its material. (Marshall, 1932, pp. 152–3; original 1892)

The direct economic benefits of locating within an industrial district
(Marshall 1932, 154), should not be overplayed, in particular since he
himself stressed (as noted earlier) that there could be significant dis-
advantages by locating in such districts (see also Sunley, 1992) and that
there were significant benefits of production on a large scale (p. 156) that
could outweigh production in smaller factories in a localised industry.

There is insufficient space here to outline in detail all the concepts and
models listed above. Much of the early work focused on the direct economic
benefits (the various economies) of geographical concentrations of indus-
tries, usually on a normative basis. Although technology was seen as an
important factor ascribed to the benefits of locating in an agglomeration or
district it has been subsumed under wider processes and factors associated
with the success of such localities. Thus the recent debate about the emer-
gence of new industrial districts has been part of a much wider discussion
about the stated emergence and growth of flexible specialisation within
advanced industrial economies (see, for example, Amin and Robins, 1990;
Sunley, 1992; Harrison, 1992). There is insufficient space to review the
debate concerning these models and concepts and readers are referred else-
where for discussion, but much of the debate about the localisation of
industry has therefore not been about technology per se. Certainly the dis-
cussion has recognised the importance of technology in some way, but it
has remained largely an ephemeral component in the whole debate. In
many respects research in this field has not gone much further than
Marshall’s own initial diagnosis concerning the ‘mysteries’ of knowledge
and learning capabilities of such localities by saying it is ‘in the air’
(Marshall, 1932, p. 152).

This is however not to deny that there has been much work on the geog-
raphy of technological innovation, in particular on seeking to accurately
chart its locational pattern (the where) and to uncover at least some of the
components (the how) associated with such patterns. Many of the details
of the how have not been uncovered yet, whilst the more fundamental
problem of why has been largely neglected. This should not be surprising
given the empirical problems of measurement and data collection at the
micro spatial scale (Alderman and Wood, 1994). Reflecting the study of
innovation more widely, indicators that have been used to reflect the harder,
quantitative sort of data associated with embodied technologies and
technological inputs. This problem is heightened though in the context of
the localisation of technological change, because many of the benefits
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assumed as deriving from agglomeration and districts have been seen to
have derived from largely intangible knowledge and technology generation
and linkage. Moreover those studies which have attempted more qualita-
tive, case study research on the more intangible elements have been casti-
gated by many observers. Taylor (1995) sees very little as having been added
in terms of conceptualisation, or the discovery of new processes at work,
since the early studies of industrial agglomeration in the inter-war and post-
war years in Britain and elsewhere. Appold (1995, p. 28) reviewing the more
general work on industrial districts has commented that the research has
focused only on the allegedly successful districts and the mere existence of
clustering of firms was assumed to be for the reason of the benefits of
agglomeration (see also Amin and Robins, 1990). The debate goes on but
little progress has been made in concentrating on the importance of local-
ised knowledge generation, learning and technology transfer, the ‘in the air’
issue.

Core elements in the micro-foundations of localised systems of innovation:
innovation arenas

Seeking to develop this bottom–up analysis, attention is now turned to the
issue of the dynamics, elements and processes associated with a sub-
national system of innovation. More specifically, it seeks to examine how
small (in geographical or other terms) does a system have to become before
it is no longer considered as credible or viable? What is the irreducible
minimum of a system of innovation, below which it cannot be considered
to exist or operate? This enquiry has parallels with Lundvall’s (1988)
examination of the ‘micro-foundations’ of user–producer interactions
within national systems of innovation, although the context here is within
a geographical framework. What are the basic minima of a system of
innovation? What is the smallest spatial scale at which a system of innova-
tion can be said to operate? However, the notion of a system of innovation
is difficult to dissect. As Lundvall ed. (1992, p. 13) has noted elsewhere in
this context ‘a definition of the system of innovation must, to a certain
degree, be kept open and flexible regarding which should be included and
which processes should be studied’. More particularly, McKelvey (1994, p.
121) warns in her review of national systems literature that even at that level
of analysis, innovation systems are not entirely reducible to individual com-
ponents. The notion of gestalt seems to hang heavy in all systems studies.
Certainly traditional systems theory itself provides little help in defining
how small a system can get. A system may be defined as a structured set of
object and/or attributes, which in turn consists of components or variables
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(i.e., phenomena which are free to assume variable magnitudes) that exhibit
discernible relationships with one another and operate together as a
complex whole, according to some observed pattern (see, for example, Hall
and Fagen, 1956; Boulding, 1956; Ashby, 1958; Ackoff, 1960; Von
Bertalanffy, 1962). On such a basis, this could involve a small set of firms
and organisations involved in an innovation or series of innovations if a
true dynamic relationship were said to occur. In terms of this issue of a
‘complex whole’, even a small number of organisations involved in innova-
tion can lead to quite complex patterns of interaction. However, the smaller
numerically and geographically the system of innovation becomes, the
more ‘open’ it becomes leading to the possibility that the individual firms
and organisations are going to have an increasing proportion of their rela-
tionships outside the system and therefore its coherence as a ‘whole’
becomes more suspect.

This analysis, at this micro level, rather than seeking to identify the core
(static) elements of an innovation system instead attempts to identify the
key (dynamic) processes that are fundamental to the operation (and con-
ceptual viability) of a micro-innovation system. It moreover does this from
the perspective of the firm, by examining what localised processes should
be present for a viable micro-innovation system to exist, and create what
might be termed an ‘innovation arena’. Five such processes are identified
here, they are:

1 localised communication patterns relating to the innovation process,
both at (i) an individual level, and (ii) firm or group level;

2 localised search and scanning procedures relating to innovation and
technology;

3 localised invention and learning patterns;
4 localised knowledge sharing;
5 localised innovation performance.

Each of theses issues will be briefly outlined in turn.

Localised patterns of knowledge communication

Work by Allen and others (Allen, 1970; 1977; Walsh and Baker, 1971) has
stressed the importance of geographical distance both on micro (on the
same site or within 1 kilometre) and macro scales in affecting the likelihood
of knowledge and information links between individuals and organisations.
This indeed echoes Lundvall’s (1988, pp. 354–5) acknowledgement of the
importance of space in shaping information flows between users–produc-
ers. Studies indicate to a lesser or greater extent a typical distance decay
function in communication: the rate of contact falls roughly with the square
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of the separating distance. Even when researchers are in the same project
team (intra-group communication), contact fell just as rapidly, though at a
given distance it was greater than that between members of different teams
(Allen and Fusfield, 1975). Undoubtedly advances being made in informa-
tion and communication technologies (ICTs) are allowing researchers,
technicians and engineers, in a small, but growing number of major multi-
national companies to communicate successfully between sites across the
globe (Howells, 1995). Nonetheless the key issue here remains the impor-
tance of face-to-face contact in research and technical communication and
the essential tacit nature of much that is being communicated (Howells,
1996), making geographical nearness, at least at present, a crucial factor in
innovation. Indeed Von Hippel (1988, pp. 1–2) terms this pattern of close,
informal knowledge flows that are difficult to recreate over wider spans as
‘locational stickiness’, which is in turn associated with cost of communi-
cating and transferring knowledge over space (Hu, 1995).

Localised innovation search and scanning patterns

Geographical proximity has a fundamental influence on how a firm
searches for a collaborative partner in terms of research or in identifying a
new, more technically sophisticated component or piece of equipment. This
is particularly true of smaller firms which have spatially much smaller scan-
ning fields than larger, multi-site companies, in particular multinational
companies (Taylor, 1975). The ability of smaller firms, therefore, to be
aware of, and identify, collaborative partners or technology sources will
owe much due to more geographically restricted scanning fields. Hence the
total number of potential contacts will also tend to be smaller
(MacPherson, 1991). However, by locating in more ‘information rich’ and
contact-intensive innovation agglomerations or districts, smaller firms can
improve their chances of making more effective technical linkages.

Localised invention and learning patterns

Studies have long indicated that inventive activity has revealed highly local-
ised and concentrated distribution patterns (Jefferson, 1929). This is based
on the unique user–producer interactions that have occurred in agglomera-
tions and supported by skilled labour and investment capital (Feller, 1973).
This localised pattern of invention is mirrored more generally in terms of
innovation, centred around problem-solving and technological conver-
gence. Innovation is often undertaken to resolve specific technical problems
experienced in producing goods and these advances in manufacturing tech-
nology often occur as a response to particular problems arising in existing
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centres of concentration (Pred, 1966, p. 91). More recently studies have also
stressed the highly localised nature of many forms of learning experience
both in terms of what may be called psychological distance and technolog-
ical proximity, but also geographical distance as well (Arcangeli, 1993).
‘Learning by doing’ first highlighted by Arrow (1962) and learning by using
(Rosenberg, 1963) have been increasingly acknowledged as key compo-
nents in successful innovation and are linked by direct and continuous
physical proximity to the production process. The rise of the ‘learning
economy’ (Lundvall and Johnson, 1994) where know-how sharing (rather
than knowing how to do things in isolation, p. 25) has become more impor-
tant in the innovation process, thereby heightening the importance of
spatial proximity and the local relationships in technological and industrial
performance (Camagni ed., 1991). It has also become part of a more con-
scious process by firms of shared learning experiences (Alder, 1990).

Localised knowledge sharing

Inventive activity also involves technological convergence (Rosenberg,
1963), the solution of technical problems common in many industries or the
extension to other industries which share a common technology (Feller,
1975, p. 89). If technological convergence is therefore dependent upon the
potential inventors’ exposure to solutions to related problems outside
his/her own industry, or more accurately, upon multiple exposure to solu-
tions, possibilities of interaction are more likely in existing agglomerations
or innovative milieux (Pred, 1966, p. 96). A key element here is the localised
nature of tacit knowledge acquisition and transfer (Howells, 1996). This is
centred around complex and loosely structured personal contact and dis-
cussions (Pavitt, 1991, p. 47). Although many parts of the innovation
process can be codified and easily transferred over long distances, many ele-
ments of technological innovation remain tacit in form and indeed these
may be the elements that have the most impact on corporate performance
for the very reason that they are so difficult to learn off-site and to transfer
to a different location.

Localised patterns of innovation performance

Localisation and agglomeration can also reduce the risks and uncertainty
of innovation and increase its likelihood of success. Dislocation of risk and
information, whereby decisionmakers are dislocated from the information
to manage and reduce these risks, can form significant barriers to innova-
tion (More, 1985, p. 206). Technologies tend to go through a shake-down
process in their early stages and go through a period of high levels of uncer-
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tainty associated with the technical and economic performance of a new
product or technique (Gertler, 1995, p. 3). It is the reduction in uncertainty
following use by early risk-takers that helps build and sustain a ‘bandwagon
effect’ in innovation diffusion (Mansfield, 1961) and obviously a concentra-
tion of early adopters provides the local or regional economy an advantage
in technological innovation more generally. High concentrations of
information and knowledge flows produce lower perceived and actual risks
and uncertainty associated with innovation. This in turn is often supported
by high levels of trust and reciprocity (Hansen, 1992, p. 103) and enables
local and regional economies to improve their chances of success leading to
improved innovative performance through the creation of such ‘commen-
sualistic environments’ (Ring, 1992).

What has been outlined here have been the key processes that provide the
fundamental conditions for the existence of a micro system of innovation
operating at a localised level. It should be stressed here that such localised
systems of innovation are not everywhere. Indeed there are many sub-
regions (and indeed regions) which lack these concentration and localisa-
tion benefits, because of low density, peripherality, lack of dynamic,
innovative firms and institutions and being simply knowledge and informa-
tion poor. Moreover, because of inflexibility associated with institutional
structures local economies can suffer from ‘lock-in’ arising from their
inability to change their technological trajectory (Asheim, 1995, p. 6). Such
a situation indeed both epitomises and lays bare the foundation of so much
that is associated with the ‘regional problem.’ Trying to untangle and
reverse these complex and multi-faceted problems remains extremely hard
and helps to explain why cumulative causation remains such an enduring
facet of regional policy. This is why commentators find examples of
regional success in terms of innovation so unhelpful in a policy sense (Wiig
and Wood, 1995, p. 3).

Globalisation: the death of regional systems of innovation?

Globalisation has often been hailed as bringing an end to cohesive and cre-
ative regions under the assumption that somehow every locality will merge
into a homogenous mass, with increasingly open economies, cheap trans-
port and virtually instantaneous communication between any part of the
world. However, in terms of the major advances being made in tele-
communications, only a limited number of major multinational companies
are using ICTs to allow researchers, technicians and engineers to commu-
nicate between different sites across the globe and the more widespread use
of ICTs in multi-site R&D is still some way off (Howells, 1995). The key
issue here remains the importance of face-to-face contact in research and
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technical communication and the essential tacit nature of much that is
being communicated.

However aside from whether there has been much, if any, globalisation
of research and technology in recent years, many researchers believe that if
it does occur it is more likely to further support and encourage regional
specialisation in terms of sectors, functions and technologies rather than
erode them (Howells, 1997, pp. 23–4). The use of expressions such as
global-localisation (Cooke et al., 1992), glocalisation and global technol-
ogy districts (Storper, 1992) highlight the view that the process of global-
isation will heighten the importance of place and specialisation. On this
basis, different systems of innovation will increasingly trade on their par-
ticular strengths and specialisms within a wider global regime (Niosi and
Bellon, 1994). This links in with Porter’s (1990, p. 75) view of the competi-
tive process where the four determinants of industry competitiveness (firm
strategy, factor conditions, demand conditions and supporting industries)
as a system operate most strongly at the national and local level.

However, although specialisation will occur, some observers note that
there will also be a process of geographical integration as more and more
places are drawn into what has become known as global networks. Thus the
functional status of individual localities within these global networks is
seen as becoming more complex, though less hierarchical than previously
(Amin, 1993, p. 291). How all these complex processes will be worked
through depends on the complicated interaction of Porter’s determinants
of industry competitiveness, but places and regions are likely to remain
important in the new geographical workplace.

Conclusions

This chapter has sought to establish the case for regional systems of innova-
tion. As stated in the introduction, this is not to suggest that RSIs should
supplant NSIs but rather provide an additional layer to such a systems
approach to innovation. The analysis, from a top–down perspective, also
sought to suggest that on one level regional systems of innovation have
much directly in common with national systems in terms of their mutual
components and nature of interactions, although on a smaller geographical
scale. Regions do display distinctive systems compared to each other not
only in the nature of the institutional arrangements, industry and technol-
ogy specialisation, but also in the overall level of innovativeness and the dis-
tinctiveness of the corporate organisation of firms within the region.

However, regional systems are more than just ‘proto’ national innovation
systems, instead they should be seen more as layers within a knowledge
system outlined by David and Foray. Moreover geographical distance,
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accessibility, agglomeration and the presence of externalities provide a
powerful influence on knowledge flows, learning and innovation and this
interaction is often played out within a more micro-geographical arena. To
this end, this analysis has sought to outline the key processes that might be
associated with the presence and dynamic operation of a more localised
system of innovation.

Equally regional and sub-regional systems of innovation should not just
be viewed as one layer down from national systems. They are increasingly
being framed within an international arena. Some have seen this as a threat
to the existence, or foreclosure, of regional (and indeed national) innova-
tion systems. However, it is likely that the impact of globalisation will not
entail a direct erosion of regional systems of innovation, indeed it is likely
to deepen regional differentiation in terms of innovation and economic
growth. Competition between regions will be heightened as they become
more open economies and innovation systems. The importance of geogra-
phy and distance will remain, although its impact will evolve under further
rounds of internationalisation, changes in the production system and via
changes in technology itself.

Note

Thanks go to all those who commented on an earlier version of this text pre-
sented at the Rome conference, especially Daniele Archibugi, Bengt-Åke
Lundvall and Keith Pavitt, and to contributions made by my colleagues at
CRIC working on the Innovation Systems and Innovation Policy project
Birgitte Andersen, Stan Metcalfe and Bruce Tether. The research has been
funded by the Innovation Programme, DG XIII of the European Commission
and by the UK Economic and Social Research Council through CRIC.
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6 Global corporations and national
systems of innovation: who
dominates whom?

    

1 Introduction

We shall show that the activities generating the skills and know-how that
give firms competitive advantage are less internationalised than all other
dimensions of corporate activity. Even very large corporations in most
cases perform most of their R&D at home. As a consequence, companies’
innovative activities are significantly influenced by their home country’s
national system of innovation: the quality of basic research, workforce
skills, systems of corporate governance, the degree of competitive rivalry,
and local inducement mechanisms, such as abundant raw materials, the
price of labour and energy, and persistent patterns of private investment or
public procurement.

We do not foresee any fundamental changes in future. The efficiency
gains from the geographical concentration of innovative activities will
remain, even if firms increasingly seek out unique skills in foreign countries.
The State will continue to provide infrastructure, incentives and institutions
that strongly influence the rate and direction of innovative activities in
locally based corporations. There are no mechanisms to ensure that
national systems of innovation converge in either their characteristics or
their performance. Nor are there any signs of the emergence of a European
system of innovation: the dominant system is likely to remain the German
one.

Other authors have come to similar conclusions, most notably Porter
(1990), based mainly on in-depth case studies, and Hu (1992) based on an
analysis of the nature and the behaviour of multinational firms.1 Our
research is based on systematic information on the world’s largest firms that
were technologically active in patenting in the USA in the 1980s. It consists
of 587 firms, of which 249 were US owned, 17 from Canada, 143 from Japan
and 178 from Europe (Patel and Pavitt, 1991). The key data that we have
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for each firm are its sales, principal sector of activity, country of origin, and
the US patents granted to it since 1969, including those granted to divisions
and subsidiaries with names different from the parent company. For each
company patent, we have the following information:

(i) The technical field. We have developed and used different levels of dis-
aggregation. Here we use 11 broad fields (see table 6.1), based on the
US patent classification.

(ii) The country of residence of the inventor. This is not necessarily the
country from which their patent application was filed, and is a more
accurate reflection of the country in which the technological activ-
ity was performed.

(iii) The country of the parent company.
(iv) The main product line of the company. See table 6.2 for the 17 sectors.

The advantages and drawbacks of patenting statistics as an indicator of
technological activities have been discussed extensively elsewhere.2 For the
purposes of our analysis, the main drawbacks are that US patenting does
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Table 6.1. Nationalities of the top 20 firms in US patenting in eleven broad
technological fields, 1985–90

Correlation of shares
of the top 20 in

Broad technological United West 1985–90 with their
field Japan States Europe shares in 1969–74

Industrial chemicals 1 11 8 0.66*
Fine chemicals 1 12 7 0.54
Defence related

technologies 0 14 6 0.37
Electrical machinery 6 10 4 0.68*
Telecommunications 6 10 4 0.70*
Motor vehicles 11 5 4 0.15
Raw materials-based

technologies 1 16 3 0.45
Materials 4 13 3 0.41
Electronic capital goods 8 9 3 0.51
Non-electrical machinery 9 8 3 0.41
Electronic consumer

goods 14 4 2 0.27

Note:
* = significant at the 5% level.



not fully reflect improvements in software technology, since the practice in
the USA of protecting software technology through patents is of recent
origin. On the other hand, our patenting database offers greater coverage,
comparability and detail than any other available measure of technological
activities. It also yields results that are consistent with those derived from
other measures (like R&D activities), when the two can be compared.

2 The continuing domestication of large firms’ innovative activities

2.1 The non-globalisation of large firms’ innovative activities

Our analysis confirms the conclusions of Porter (1990) that the rate and
direction of technological activities in large firms are strongly domesti-
cated. Table 6.3 shows that our large firms continue to perform a high pro-
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Table 6.2. The source of large firms’ patenting in the USA, according to
their principal product group, 1985–90

Abroad
Of which

Product group %age USA Europe Japan Other

Drink and Tobacco (18) 30.8 17.5 11.1 0.4 1.8
Food (48) 25.0 14.8 8.5 0.0 1.7
Building materials (28) 20.6 9.1 9.8 0.1 1.6
Other transport (5) 19.7 2.0 6.8 0.0 10.9
Pharmaceuticals (25) 16.7 5.5 8.3 1.1 1.7
Mining and petroleum (47) 15.0 9.7 3.5 0.1 1.6
Chemicals (72) 14.4 8.0 5.1 0.3 1.0
Machinery (68) 13.7 3.5 9.1 0.1 1.1
Metals (57) 12.8 5.4 5.7 0.1 1.6
Electrical (58) 10.2 2.6 6.8 0.3 0.4
Computers (17) 8.9 0.1 6.6 1.1 1.1
Paper and wood (34) 8.1 2.4 4.9 0.1 0.7
Rubber and plastics (10) 6.1 0.9 2.4 0.4 2.4
Textiles, etc. (18) 4.7 1.4 1.8 0.8 0.6
Motor vehicles (43) 4.4 0.9 3.2 0.1 0.2
Instruments (20) 4.4 0.4 2.8 0.5 0.8
Aircraft (19) 2.9 0.3 1.8 0.0 0.7

All firms (587) 11.0 4.1 5.6 0.3 0.9

Note:
Number of firms between brackets.
Source: Patel, P. (1995).



portion of their innovative activities in their home countries. According to
Cantwell (1992), the share of large firms’ innovative activities performed
outside their home country is significantly related to the share of foreign
production. About 25 per cent of our firms’ production is performed
abroad, compared to only 11 per cent of their innovative activities, which
shows that their foreign production is in general much less innovation
intensive than their domestic production. Surveys show that the purpose of
most foreign innovative activities is to adapt products and processes to local
factor endowments and consumer tastes (Casson ed., 1991).

Table 6.3 also shows that the main differences amongst countries and
regions are as follows:

Japanese firms have the least ‘globalised’ structure of innovative activ-
ities, and European firms the most, with one sixth of their innovative
activities located in the USA.

Within Europe, the degree of ‘globalisation’ of firms’ innovative activities
varies considerably, largely as a function of the (small) size of the home
country. However, only Belgian and Dutch large firms perform more
than half their innovative activities outside their home country, whilst
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Table 6.3. The source of large firms’ patenting in the USA, according to
their country of origin, 1985–90

% age share from Abroad of which

Firm nationality Home Abroad USA Europe Japan Other

Japan 98.9 1.1 0.8 0.3 1– 0.0
USA 92.2 7.8 16.– 6.0 0.5 1.3
Europe 82.0 18.0 16.7 16.– 0.4 1.0
Canada 66.8 33.2 25.2 7.3 0.3 0.5
Italy 88.1 11.9 5.4 6.2 0.0 0.3
France 86.6 13.4 5.1 7.5 0.3 0.5
Germany 84.7 15.3 10.3 3.8 0.4 0.7
Finland 81.7 18.3 1.9 11.4 0.0 4.9
Norway 68.1 31.9 12.6 19.3 0.0 0.0
Sweden 60.7 39.3 12.5 25.8 0.2 0.8
UK 54.9 45.1 35.4 6.7 0.2 2.7
Switzerland 53.0 47.0 19.7 26.1 0.6 0.5
Netherlands 42.1 57.9 26.2 30.5 0.5 0.6
Belgium 36.4 63.6 23.8 39.3 0.0 0.6

All firms (587) 89.0 11.0 4.1 5.6 0.3 0.9

Source: SPRU large firm database.



(West) German, French and Italian firms perform more than 80 per
cent domestically.3

Elsewhere in Europe is the preferred location of foreign innovative activ-
ities for most large European firms. Germany is the overwhelming first
choice, probably reflecting its position as both the largest market and
the largest European location of innovative activities.

UK large firms do not fit into this pattern. Although a large country, they
perform 45.1 per cent of their innovative activities abroad. Although a
European country, they perform more than a third in the USA.

In addition, table 6.2 shows that, with the notable exception of pharma-
ceuticals, the proportion of innovative firms’ activities performed domesti-
cally increases with the technology intensity of the industry and of the firm
(Patel, 1995, 1996). This probably reflects the influence of the following
factors:

1 at the industry level, the need to adapt ‘traditional’ products to local
tastes (e.g., food and drink, building materials), and to locate innovative
activities close to available raw materials (e.g., petroleum, food and
drink, building materials);

2 at the industry level, the smaller need to adapt high-technology products
(e.g., civil aircraft, automobiles) to local requirements;

3 at the industry and firm level, the concentration of innovative activities
in the home country probably reflects (a) the positive external economies
of links with the local science base and supply of skills, sources of
finance, and local suppliers and customers; (b) the efficiency gains
within firms from the close coordination of functional activities, and
integration of tacit knowledge, necessary for the launching of major
innovations (Rothwell, 1977; Patel and Pavitt, 1991).

Finally, foreign large firms generally establish technological activities in
host countries in fields reflecting the parent firm’s (and often home
country’s) strengths, rather than the particular technological strengths of
the host country. This is the case for firms from Japan, FR Germany, The
Netherlands, Switzerland and Sweden, although the pattern is inconclusive
for firms from France and the USA (Patel and Pavitt, 1991). From the side
of the host country, the technological activities of foreign large firms are
most strongly established in fields of relative national weakness in Canada,
France, FR Germany and the USA. Only in Belgium are the fields of
overall national and of foreign firms’ technological strengths closely corre-
lated, reflecting the unusually strong position of foreign firms there (Patel
and Pavitt, 1991).
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2.2 The dominance of national systems of innovation

In addition, we have found that country effects dominate over company
effects in explaining large firms’ technological performance. Cross-country
comparisons show that domestically controlled large firms’ technology
intensities (US patents/sales) – and their rates of growth of technological
activities – correlated significantly with those of other national firms, but
not with their own foreign technological activities4 (Patel and Pavitt, 1991).
In addition, table 6.1 shows that, in general, the global technological
competitiveness of large firms in major technological fields is the same as
that of their home country.5 US firms are relatively strongest in defence and
raw materials technologies, Japanese firms in consumer electronics and
motor vehicles, and European firms in chemicals and defence-related tech-
nologies. However, the relative European strength in non-electrical machin-
ery is not apparent, given the predominance of small firms. The last column
shows that European firms have been relatively more successful in
technological fields where the positions of the leading firms have not
changed radically over the past 20 years.6 Within Europe, the leading firms
again reflect the strengths of their home country: Germany in chemicals,
motor vehicles and defence-related technologies; France in defence-related
technologies and telecommunications, UK in defence-related technologies
and chemicals, and The Netherlands in electronics (Patel and Pavitt,
1994a).

We should be aware that R&D statistics overestimate the relative impor-
tance of large firms in national systems of innovation. In the late 1980s
(1986–90) our large firms’ share of total US patenting was about 45 per cent
(Patel and Pavitt, 1991). Although difficult to compare directly, this is much
smaller than their share of R&D activities, which in most countries is
heavily concentrated in firms with more than 10,000 employees. This is
because US patenting also reflects technological activities performed
outside R&D departments – in particular, the largely machinery-related
technological activities of small firms.

Table 6.4 shows that, in Europe, the overall share of large firms in total
innovative activities is higher than in the USA, but well below that in Japan.
Within Europe, the shares of large firms vary considerably amongst coun-
tries, from above 60 per cent in the Netherlands to below 30 per cent in Italy,
Norway and Finland. These international differences in the relative impor-
tance of large firms are not reflected in international differences in
technological performance, as measured by the share of business-funded
R&D activities in GDP (Patel and Pavitt, 1991). Rather, they reflect
differing sectoral patterns of national technological advantage, with high
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shares of large firms reflecting national advantage in industries where
technological activities are concentrated in large firms – chemicals, vehicles,
electronics – and low shares of large firms reflecting national advantage in
sectors where they are not – non-electrical machinery.

Table 6.4 also shows that foreign large firms are relatively much more
important sources of innovative activities in Europe than in either Japan or
the USA. Within Europe, foreign large firms vary from less than 1 per cent
of the total in Finland to more than 10 per cent in Sweden and the UK, and
more than a third in Belgium. Cross-country comparisons show no statis-
tically significant relationship between strong national technological per-
formance (as measured by industry-funded R&D as a percentage of GDP),
and the share of either national or foreign large firms in national technolog-
ical activities (Patel and Pavitt, 1991).

3 National systems of innovation

So far, we have shown that the level and pattern of large firms’ innovative
activities are strongly influenced by their home countries’ systems of
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Table 6.4. Large firms in national technological activities, 1985–90

Large firms
Other firms

Country National Foreign and institutions Total

Japan (143) 64.9 0.7 34.4 100.0
Europe* (178) 41.2 10.9 47.9 100.0
United States (249) 37.0 2.6 60.5 100.0
Canada (17) 7.6 13.5 78.9 100.0
Netherlands (9) 53.5 8.1 38.4 100.0
Germany (43) 43.0 9.9 47.1 100.0
Switzerland (10) 37.6 5.8 56.6 100.0
France (26) 31.5 9.3 59.2 100.0
UK (56) 28.8 17.7 53.5 100.0
Finland (7) 20.7 0.2 79.1 100.0
Sweden (13) 20.5 11.5 68.0 100.0
Italy (7) 19.0 9.0 71.9 100.0
Norway (3) 13.9 9.2 76.9 100.0
Belgium (4) 7.1 35.8 57.1 100.0

Notes:
( ) = number of firms based in the country.
* Europe is the aggregate of all the European countries in this table.



innovation, and that managements of high-tech firms probably have legiti-
mate reasons of efficiency for concentrating their innovative activities in
their home country. We shall now examine in more detail some of the key
features of what are now called ‘national systems of innovation’ (Lundvall
ed., 1992; Nelson ed., 1993; Patel and Pavitt, 1994b, Freeman, 1995), some
of which also appear in the ‘competitive diamond’ developed by Porter
(1990). We shall concentrate on factors that are not company specific,
whilst recognising that the discretionary choices and actions of managers
and workers do matter.

3.1 Public support for basic research

In the past, public policy for basic research has been strongly supported by
economic analysis. Governments provide by far the largest proportion of
the funding for such research in the OECD countries. The well-known
justification for such subsidies was provided by Nelson (1959) and Arrow
(1962): the economically useful output of basic research is codified informa-
tion, which has the property of a ‘public good’ in being costly to produce,
and virtually costless to transfer, use and re-use. It is therefore economically
efficient to make the results of basic research freely available to all potential
users. But this reduces the incentive of private agents to fund it, since they
cannot appropriate the economic benefits of its results: hence the need for
public subsidy for basic research, the results of which are made public.

This formulation was very influential in the 1960s and 1970s, but began
to fray at the edges in the 1980s. In an increasingly open and interdependent
world, it has been argued that the very ‘public good’ characteristics that
justify public subsidy to basic research also make its results available for use
in any country, thereby creating a ‘free-rider’ problem.7 In this context,
Japanese firms in particular have been accused of dipping into the world’s
stock of freely available scientific knowledge, without adding much to it
themselves.

But the main problem has been the difficulty of measuring the national
economics benefits (or ‘spillovers’) of national investments in basic
research. Table 6.5 shows that countries with excellent records in basic
research (e.g., USA and UK) have performed less well technologically and
economically than countries with less impressive records in basic research
(e.g., FR Germany and Japan, where business funded R&D is a larger share
of output). This should be perplexing – even discouraging – to the new
growth theorists who give central importance to policies to stimulate
technological spillovers, and where public support to basic research should
therefore be one of the main policy instruments to promote technical
change.
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Yet the experiences of FR Germany and Japan, especially when com-
pared to the opposite experience of the UK, suggest that the causal link-
ages run the other way: not from basic research to technical change, but
from technical change to basic research. In all three countries, trends in rel-
ative performance in basic research since World War Two have lagged rela-
tive performance in technical change (Patel and Pavitt, 1994b).8 This is not
an original observation. More than one hundred years ago, de Tocqeville
and then Marx saw that the technological dynamism of early capitalism
would stimulate demand for basic research knowledge, as well as resources,
techniques and data for its execution.9

At a more detailed level, it has also proved difficult to find convincing and
comprehensive evidence of the direct technological benefit of the informa-
tion provided by basic research. The reason is that the benefits that busi-
ness practitioners identify from public support for basic research are much
broader than the ‘information’, discoveries’ and ‘ideas’ that tend to be
stressed by economists, sociologists and academic scientists. Practitioners
attach smaller importance to these contributions than to the provision of
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Table 6.5. National performance in basic research (mean citations per
paper) and in technology (business-funded R&D as percentage of GDP)

Country Mean citations per Business financed R & D as 
scientific paper, 1981–90 percentage of GDP in 1985

Switzerland <7.33 2.16
Sweden <6.72 1.71
USA <6.65 1.44
Denmark <6.22 0.61
Netherlands <6.01 0.99
United Kingdom <5.62 0.96
FR Germany <5.47 1.65
Belgium <5.39 1.20
Canada <5.31 0.56
France <5.05 0.92
Finland <4.97 0.85
Norway <4.85 0.80
Japan <4.42 1.84
Italy <4.26 0.49
Ireland <3.94 0.35
Spain <3.17 0.26
Portugal <2.19 0.11

Source: Science Watch, 1991, and OECD.



trained researchers, improved research techniques and instrumentation,
background (i.e., tacit) knowledge, and membership of professional net-
works.10 In general terms, basic research and related training improve cor-
porate (and other) capacities to solve complex problems.11 Most of the
contributions are person-embodied and institution-embodied tacit knowl-
edge, rather than information-based codified knowledge. This explains why
the benefits of basic research turn out to be localised, rather than available
indifferently to the whole world (Hicks et al., 1996; Jaffe, 1989; Narin,
1992). For corporations, scientific publications are signals to academic
researchers about fields of corporate interest in their (the academic
researchers’) tacit knowledge (Hicks, 1995). And Japan has certainly not
been a ‘free rider’ on the world’s basic research, since nearly all the R&D
practitioners in their corporations were trained with Japanese resources in
Japanese universities.12

3.2 Workforce skills

Another factor in national systems of innovation is the skill profile of the
workforce. Table 6.6 shows that within Western Europe there are consider-
able differences in the level of training of the non-university trained work-
force. These broad statistical differences are confirmed by more detailed
comparisons of educational attainment in specific subjects, and their eco-
nomic importance is confirmed by marked international differences in pro-
ductivity and product quality (Prais, 1993). There is also partial evidence
that the USA resembles the UK, with a largely unqualified workforce,
whilst Japan and the East Asian tigers resemble Germany and Switzerland
(Newton et al., 1992).

These international differences in the technological competencies are
reflected in fields of national technological strength and weakness. US and
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Table 6.6. Qualifications of the workforce in five European countries

Level of qualification Britain N’lands Germany France Switz’l
Year 1988 1989 1987 1988 1991

University degrees 10 8 11 7 11
Higher technician diplomas 7 19 7 7 9
Craft/lower tech. dips. 20 38 56 33 57
No vocational qualifications 63 35 26 53 23
Total 100 100 100 100 100

Source: Prais (1993).



UK strengths in pharmaceuticals and software reflect the concentration of
their human capital endowments in clever graduates, whilst German and
Japanese strengths in automobiles, machinery and production engineering
reflect the additional endowment of skilled production workers and tech-
nicians.

3.3 Business-funded R&D

Empirical studies have shown that technological activities financed by busi-
ness firms largely determine the capacity of firms and countries both to
exploit the benefits of local basic research, and to imitate technological
applications originally developed elsewhere (Gibbons and Johnston, 1974).
Thus, although the output of R&D activities have some characteristics of
a ‘public good’, they are certainly not a ‘free good’, since their application
often requires further investments in technological application (to trans-
form the results of basic research into innovations), or reverse engineering
(to imitate a product already developed elsewhere). This helps explain why
international differences in economic performance are partially explained
by differences in proxy measures of investments in technological applica-
tion, such as R&D expenditures, patenting and skill levels.

Table 6.7 shows no signs of convergence amongst the OECD countries
in the proportion of business funded R&D spent on R&D activities. Japan,
Germany and some of its neighbours had already caught up with the US
level by the early to mid 1970s. At least until 1989, they were forging ahead,
so that the 1980s saw marked divergence (i.e., increases in the standard
deviation of the distribution), which could – unless the changed trends in
the early 1990s are an inflexion rather than a perturbation – have dis-
quieting implications for future international patterns of economic
growth.13

3.4 National systems of finance and management

In spite of their major implications for both science and economic policies,
relatively little attention has been paid to explaining these international
differences. The conventional explanations are in terms of either macro-
economic conditions – Japan has an advantage over the USA in investment
and R&D because of differences in the cost of capital (see Bernheim and
Shoven, 1992); or in terms of market failure – given lack of labour mobil-
ity, Japanese firms have greater incentives to invest in workforce training
(Teece ed., 1987).

But while these factors have some importance, they may not be the whole
story. Some of the international differences have been long and persistent,
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Table 6.7. Trends in business-funded R&D as percentage of GDP

1967 1969 1971 1975 1977 1979 1981 1983 1985 1987 1989 1991 1993

Japan 0.83 1.00 1.09 1.12 1.11 1.19 1.38 1.59 1.81 1.82 2.05 2.13 1.90
Sweden 0.71 0.69 0.80 0.96 1.07 1.11 1.24 1.45 1.71 1.73 1.65 1.69 1.86
Switzerland 1.78 1.78 1.67 1.67 1.71 1.74 1.68 1.67 1.79 1.92 2.05 1.79 1.79
USA 0.99 1.03 0.97 0.98 0.98 1.05 1.17 1.31 1.42 1.37 1.41 1.60 1.57
FR Germany 0.94 1.03 1.13 1.11 1.12 1.32 1.40 1.48 1.65 1.80 1.78 1.58 1.45
Finland 0.30 0.32 0.44 0.44 0.49 0.53 0.62 0.73 0.90 0.99 1.09 1.10 1.20
France 0.60 0.64 0.67 0.68 0.69 0.75 0.79 0.88 0.92 0.92 0.98 0.98 1.05
UK 1.00 0.92 0.81 0.80 0.80 0.82 0.91 0.86 0.95 1.02 1.04 0.99 1.04
Belgium 0.66 0.64 0.71 0.84 0.91 0.95 0.96 1.02 1.09 1.16 1.03 1.01 1.01
Denmark 0.34 0.39 0.41 0.41 0.41 0.42 0.46 0.53 0.60 0.66 0.71 0.86 0.87
Netherlands 1.12 1.04 1.02 0.97 0.87 0.86 0.83 0.89 0.97 1.11 1.06 0.91 0.86
Norway 0.35 0.39 0.41 0.49 0.49 0.50 0.50 0.61 0.80 0.88 0.81 0.77 0.80
Italy 0.33 0.38 0.44 0.43 0.37 0.40 0.43 0.42 0.49 0.49 0.56 0.61 0.63
Canada 0.40 0.39 0.38 0.33 0.32 0.39 0.49 0.46 0.57 0.57 0.55 0.58 0.58
Ireland 0.19 0.23 0.30 0.23 0.22 0.23 0.24 0.25 0.33 0.39 0.43 0.56 0.56
Spain 0.08 0.08 0.11 0.18 0.18 0.18 0.18 0.22 0.25 0.29 0.34 0.38 0.37
Portugal 0.04 0.06 0.09 0.05 0.04 0.09 0.10 0.11 0.11 0.11 0.12 0.12 0.12

Standard Deviation
All countries 0.46 0.46 0.43 0.43 0.45 0.47 0.48 0.52 0.57 0.58 0.60 0.57 0.55
Excl. US 0.47 0.46 0.43 0.44 0.45 0.47 0.49 0.52 0.57 0.59 0.61 0.57 0.55

Source: OECD.



and none more so (and nor more studied) than the differences between the
UK and Germany, which date back to at least the beginning of this century,
and which have persisted through the varied economic conditions associ-
ated with imperialism, labour corporatism and Thatcherite liberalism in
the UK, and imperialism, republicanism (including the great inflation of
1924), nazism and federalism in Germany. The differences in performance
can be traced to persistent differences in institutions (Keck, 1993; Walker,
1993), their incentive structures, and their associated competencies (i.e.,
tacit skills and routines) that change only slowly (if at all) in response to
international differences in economic incentives.

One of the most persistent differences has been in the proportion of cor-
porate resources spent on R&D and related activities.14 New light is now
being thrown on this subject by improved international data on corporate
R&D performance. Table 6.8 shows that, in spite of relatively high profit
rates and low ‘cost of funds’ as a share of profits, the major UK and US
firms spend relatively low proportions of their sales on R&D. Similarly,
despite higher ‘cost of funds’ as a share of profits, German and Japanese
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Table 6.8. Own R&D expenditures by world’s 200 largest R&D spenders
(1994)

Country
R&D as % of:

Profits/ Cost of funds/
( ) = No. of firms Sales Profits Costs of funds sales (%) profits (%)

Sweden (7) 9.2 73.4 194.3 12.5 37.8
Switzerland (7) 6.9 69.0 140.4 10.0 49.1
Netherlands (3) 5.6 103.8 201.0 5.4 51.6
Japan (60) 5.5 204.0 185.6 2.7 109.9
Germany (16) 4.9 149.0 202.9 3.2 73.4
France (18) 4.6 256.5 111.9 1.8 229.2
USA (67) 4.2 43.8 96.6 9.6 45.3
UK (12) 2.6 23.7 52.3 11.0 45.3
Italy (4) 2.3 n/a 34.0 n/a n/a
TOTAL (200) 4.7 72.1 119.1 6.5 4.1

Notes:
Profits = ‘Profit before Tax’ as disclosed in the accounts.
Cost of funds = (equity and preference dividends appropriated against current
year profits) + (interest servicing costs on debt) + (other financing contracts such
as finance leases).
Source: Company Reporting Limited (1995).



firms spend higher shares of profits and sales on R&D than UK and US
firms. As far as this (recently developed) data allow us to judge, these
differences are consistent across sector and stable across time.15

And they cannot be explained away very easily. In a matched sample of
firms of similar size in the UK and Germany, Mayer (1994) and his col-
leagues found that, in the period 1982–8, the proportion of earnings paid
out as dividends were two to three times as high as in the UK firms. Tax
differences could not explain the difference: indeed, retentions are particu-
larly heavily discouraged in Germany. Nor could differences in inflation or
in investment requirements. Mayer attributes the differences to the struc-
tures of ownership and control. Ownership in the UK is dispersed, and
control exerted through corporate take-overs. In Germany, ownership is
concentrated in large corporate groupings, including the banks, and systems
of control involve suppliers, purchasers, banks and employees, as well as
shareholders. On this basis, he concludes that the UK system has two draw-
backs:

‘(F)irst . . . the separation of ownership and control . . . makes equity finance expen-
sive, which . . . causes the level of dividends in the UK to be high and inflexible in
relation to that in countries where investors are more closely involved. Second the
interests of other stakeholders are not included. This discourages their participa-
tion in corporate investment.

UK-style corporate ownership is therefore likely to be least well suited to co-oper-
ative activities that involve several different stakeholders, e.g. product development,
the development of new markets, and specialised products that require skilled
labour forces.16 (p.191).

Similar (and independently derived) analyses have emerged in the USA,
especially from a number of analysts of corporate behaviour at Harvard
Business School (Abernathy and Hayes, 1980; Chandler, 1992). In addition
to deficiencies in the financial system, they stress the importance of
command and control systems installed by corporate managers. They point
to the growing power of business school graduates, who are well trained to
apply financial and organisational techniques, but have no knowledge of
technology. They maximise their own advantage by installing decentralised
systems of development, production and marketing, with resource alloca-
tions and monitoring determined centrally by short-term financial criteria.
These systems are intrinsically incapable of exploiting all the benefits of
investments in technological activities, given their short-term performance
horizons, their neglect of the intangible benefits in opening new options,
and their inability to exploit opportunities that cut across established divi-
sional boundaries. Managers with this type of competence therefore tend
to underinvest in technological activities.
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3.5 Competitive rivalry

We have found amongst our large firms no increasing or decreasing returns
to scale in R&D or patenting activities: in other words, firms’ R&D or
patenting increases more or less linearly with their sales or employment.
There is, therefore, no justification for either mergers or deconcentration in
order to increase the volume of innovative activities (Patel and Pavitt,
1992). Fields of relative technological strength in each of the three main
regions (Japan, USA, Europe) are associated with a relatively large number
of firms, thereby confirming another of Porter’s (1990) conclusions stress-
ing the importance of rivalry in domestic markets. Only for Europe is the
above-average size of firm associated with technological fields of interna-
tional competitive advantage. But even this is not a sufficient justification
for public policies to increase company size, which (like a relatively large
number of firms) may be as much the result of innovative dynamism as its
cause.

3.6 Inducement mechanisms and sectoral technological advantage

So far, we have compared trends in aggregate technological performance.
Table 6.9 shows trends in the three main regions’ technological strengths
and weaknesses, in the same broad technological fields as in table 6.1. For
each country-region and technological field, we have calculated an index of
‘revealed technology advantage’ (RTA) for 1963–8 and 1985–90.17 They
reveal markedly different patterns and trends amongst the three main, tech-
nology-producing regions of the world – USA, Europe and Japan. The
USA has seen rapid decline in motor vehicles and consumer electronics;
growing relative strength in technologies related to weapons, raw materials
and telecommunications; and an improving position in chemicals. In
Japan, almost the opposite has happened: growing relative strength in elec-
tronic consumer and capital goods and motor vehicles, together with rapid
relative decline in chemicals, and continued weakness in raw materials and
weapons. In Western Europe, the pattern is different again, and very close
to that of its dominant country – FR Germany: continuing strength in
chemicals, growing strength in weapons, continued though declining
strength in motor vehicles, and weakness in electronics.

In an earlier paper (Patel and Pavitt, 1994a), we have examined the
similarities and differences amongst 18 OECD countries’ technological
specialisations in greater and more systematic detail.18 We used correlation
analysis to measure both the stability over time of each country’s sectoral
strengths and weaknesses in technology, and the degree to which they are
similar to those of other countries. We found that, with a few exceptions
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(Australia, Ireland, Italy, Portugal and the UK), OECD countries have a
statistically significant degree of stability in their technological strengths
and weaknesses between the 1960s and the 1980s: ten at the 1 per cent level,
and a further four at the 5 per cent level, thereby confirming the path-
dependent nature of national patterns of accumulation of technological
knowledge. We also found very different strengths and weaknesses in
Japan, the USA and Western Europe: each is negatively correlated with the
other two, and significantly so in two cases out of three (the USA with the
other two regions). More generally, countries tend to differ markedly in
their patterns of technological specialisation.19 Less than one fifth are pos-
itively and significantly correlated at the 5 per cent level. Amongst these we
find FR Germany similar to Switzerland (chemicals and machinery), and
Canada similar to Australia, Finland and Norway (raw material-based
technologies). Japan has a unique pattern of specialisation, with no
significant positive correlations with other countries, but plenty of negative
ones.
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Table 6.9. Sectoral patterns of revealed technological advantage, 1963–8 to
1985–90

Country/region
USA Japan Europe*

Period 1963–8 1985–90 1963–8 1985–90 1963–8 1985–90

Fine chemicals 0.89 0.97 2.95 0.72 1.34 1.33
Industrial chemicals 0.93 0.98 1.62 0.92 1.29 1.19
Materials 1.04 0.95 1.02 1.42 0.86 0.83
Non-electrical

machinery 1.01 0.99 0.77 0.85 0.99 1.13
Motor vehicles 0.89 0.55 0.83 2.21 1.48 1.02
Electrical machinery 1.00 1.01 1.17 1.08 1.00 0.92
Electronic capital

goods 1.02 0.97 1.47 1.65 0.92 0.61
Telecommunications 1.03 1.04 1.06 0.97 0.91 0.94
Electronic consumer

goods 0.94 0.65 1.99 2.50 1.26 0.59
Raw materials-based

technologies 1.08 1.28 0.44 0.37 0.61 0.83
Defence-related

technologies 0.99 1.15 0.36 0.09 1.14 1.40

Notes:
* Europe = European Countries in table 6.3 + Austria, Denmark, Ireland,
Portugal and Spain.



These international differences in the sectoral patterns of technological
accumulation emerge from the localised nature of technological accumula-
tion, and the consequent importance of the local inducement mechanisms
that guide and constrain firms along cumulative technological trajectories.
We know from earlier debates about the relative importance of ‘technology
push’ and ‘demand pull’ that these inducement mechanisms are numerous,
and that their relative importance varies amongst sectors. It is nonetheless
possible to distinguish three mechanisms:

Factor endowments: examples include the stimulus of scarce labour for
labour-saving innovations in the USA; and the different technological
trajectories followed by the automobile industries of the USA, and of
Europe and East Asia, as a consequence of very different fuel prices.

Directions of persistent investment: especially those with strong inter-
sectoral linkages: examples include the extraction and processing of
natural resources (N. America, Australia and Scandinavia), defence
(USA, France, UK), public infrastructure (France) and automobiles
(Japan, Germany, Italy).

The cumulative mastery of core technologies and their underlying knowl-
edge bases: examples include Germany in chemicals and machinery,
Sweden in machinery, Switzerland in fine chemicals, Netherlands in
electronics; Japan in electronics and automobiles; the USA in chem-
icals and electronics; the UK in chemicals.

The relative significance of these mechanisms change over time. In the early
stages, the directions of technical change in a country or region are strongly
influenced by local market inducement mechanisms related to scarce (or
abundant) factors of production and local investment opportunities. At
higher levels of development, the local accumulation of specific technolog-
ical skills itself becomes a focusing device for technical change. At this
stage, firms become less dependent on the home country for creating the
appropriate market signals, and more so for its provision of high quality
skills and knowledge bases that local firms can exploit on world markets.

4 Conclusions and speculations

Our analysis shows that the technological competitiveness of firms
inevitably depends on national systems of innovation, and national systems
of innovation inevitably depend on government policy. The level of busi-
ness-funded R&D is influenced by national policies (e.g, competition,
macroeconomics), and also by the behaviour of national institutions (e.g.,
agencies funding basic research, banks and stock markets, systems of cor-
porate governance).20 Comparative (or competitive) advantage in high
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technology markets is not God-given, but made through learning activities
reflecting the conscious and interdependent decisions of business firms,
national governments and a range of national institutions. As a result, all
playing fields are inevitably bumpy, and there would be less technical and
economic progress if they were made completely flat.

Nor do we see this state of affairs changing in future. We shall now argue
that, based on past experience, private firms’ innovative activities will not
become globalised, State functions and activities will continue to be essen-
tial, national systems of innovation will not converge, and European
systems of innovation will be slow to emerge.

4.1 The (continuing) non-globalisation of corporate innovative activities

We do not foresee an even spread of corporate R&D and related technolog-
ical activities across the world, in spite of the following changes. First, as a
result of their increasing technology-based competitiveness, leading
Japanese companies (soon to be followed by those from Korea and Taiwan)
will increase their foreign production, in part in order to forestall protec-
tionist pressure. As a consequence, Japanese firms’ R&D outside Japan will
increase, in order to support local production, monitor important foreign
sources of science and technology, and respond to pressure from foreign
governments. Japan (and later its neighbours) will thus become more like
other OECD countries of equivalent importance (USA, Germany), with up
to 10 per cent of its corporate R&D outside Japan, compared to about 1
per cent today. Again like companies from these other countries, most of
this foreign R&D will be concentrated in relatively few countries.

Second, advances in information technology will increase the possibil-
ities for coordination, monitoring and exchange in routine and codified
activities across national boundaries. It may also accentuate the shift
towards the international sourcing of routine software production.
However, developments in information technology are unlikely to eliminate
the need for geographical proximity in the development and launching of
major innovations, given the continuing importance of fast decisions to
cope with uncertainty, and of the integration of tacit knowledge from
different functions – particularly R&D, production and marketing.

Third, large firms may designate certain foreign countries as the world
centre in specific product groups and technologies, if there are durable local
advantages; but – as the history of the US automobile industry shows – this
can create difficulties if such specialisation becomes a barrier to subsequent
transfer or integration of technological competencies across national
boundaries. In certain cases, large corporations may also shift their head-
quarters and nationality, if the technology-related advantages of the home
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base decline enough; but this is merely the movement from dependence on
one national system of innovation to another.

Finally, in spite of the increasing talk of ‘techno-globalism’, there is no
strong evidence that most of our firms are consciously re-structuring and
internationalisng their innovative activities. Between the early and the late
1980s, large firms did on the whole increase the proportion of their innov-
ative activities performed outside their home country. The increase was
biggest for European firms, was concentrated mainly in the USA, and more
than half came from mergers and acquisitions. The foreign shares of
Japanese and US firms increased much less, and mainly as a result of inter-
nal re-deployment, rather than mergers and acquisitions. Within Europe,
the trends varied greatly amongst countries. The increases were highest for
UK and Swedish21 firms, where most of the expansion of activity was in the
USA, as a consequence of mergers and acquisitions. Firms from all other
European countries except Germany and The Netherlands, increased their
international technological activities more in Europe than the USA. The
increases in foreign shares in German, French and Italian firms were rela-
tively small (Patel, 1995). After these increases, about 60 per cent of our
large firms still had no foreign technological activity at the end of the 1980s,
about a quarter were active in one or two foreign countries, and only about
15 per cent in more than two (Patel, 1996) – clearly not a process that can
reasonably be described as ‘globalisation’.

However, since the late 1980s, the shares of European firms’ technolog-
ical activities in the medical and (to a lesser extent electronics) fields in the
USA has increased considerably, mainly through local acquisitions, the
purpose of which has been to obtain access to the latest advances. It
remains to be seen how successful these firms will be in achieving the nec-
essary degree of integration of the (often tacit and person-embodied) skills
and know-how in these acquisitions, with the geographically distant
remainder of their technological activities.

4.2 The ‘Stateless corporation’?

Even Adam Smith’s ‘night-watchman’ state had irreplaceable functions
and these will not disappear with the advent of the global corporation. In
relation to innovation, there will be continuing need for a state-established
framework to monitor and enforce competition, to eliminate negative
externalities like pollution and accidents; there will also be the need to
provide essential public goods like education, training and basic research.
In addition, we are persuaded by the arguments of Hu (1992), that so-called
multinational or global corporations are – in terms of their ownership
structures and management hierarchies – mostly nationally based corpora-
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tions, producing and selling in many countries. Understanding and explain-
ing their behaviour requires specific knowledge of their home country, of
the host country and of the product markets in which they are active. We
would also stress the importance of the technologies in which they are
active. For example, we would expect pharmaceutical firms to have very
different policies to automobile firms for the international location of
R&D, given the importance of linkages to high quality academic research
and to national regulatory agencies in the former, and the importance of
integration amongst R&D, design, production and marketing in the latter.
In particular, we would expect R&D to be much less closely coupled to pro-
duction in pharmaceuticals than in automobiles.

4.3 Convergence of national systems of innovation?

Nor do we expect national systems of innovation to converge in terms of
their capacities to generate a given rate and direction of innovative activ-
ities. First, technological (and related managerial) competencies – includ-
ing imitative ones – take a long time to learn, and are specific to particular
fields and to particular inducement mechanisms.22 As we have seen in
section 4.6, sectoral patterns of technological strength (and weakness)
persist over periods of at least 20 to 30 years.

Second, the location and rate of international diffusion and imitation of
best practice depend (amongst other things) on the cost and quality of the
local labour force. With the growing internationalisation of production,
firms depend less on any specific labour market and are therefore less likely
to commit resources in investment in local human capital. In other words,
firms can adjust to local skill (or unskilled) endowments rather than
attempt to change them. National policies to develop human capital
(including policies to encourage local firms to do so) therefore become of
central importance.

Third, education and training systems change only slowly, and are
subject to demands in addition to those of economic utility. In addition
there may be self-reinforcing tendencies intrinsic in national systems of
education, management and finance. For example:

the British and US structure of human capital, with well-qualified gradu-
ates and a poorly educated workforce, allows comparative advantage
in sectors requiring this mix of competencies, like software, pharma-
ceuticals and financial services. The dynamic success of these sectors
in international markets reinforces demand for the same mix of com-
petencies. In Germany, Japan and their neighbouring countries, the
dynamics will, on the contrary, reinforce demands in sectors using a
skilled workforce;
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decentralised corporate management systems based on financial controls
breed managers in the same mould, whose competencies and systems
of command and control are not adequate for the funding of continu-
ous and complex technical change. Firms managed by these systems
therefore tend to move out (or are forced out) of sectors requiring such
technical change;23

the British financial system develops and rewards short-term trading
competencies by buying and selling corporate shares on the basis of
expectations about yields, whilst the German system develops longer-
term investment competencies in dealing with shares on the basis of
expected growth. These competencies emerge from different systems
of training and experience, and are largely tacit. It is therefore difficult,
costly and time-consuming to change from one to the other. And there
may be no incentive to do so, when satisfactory rates of return can be
found in both activities.

Needless to say, these trends will be reinforced by explicit or implicit policy
models which advocate ‘sticking to existing comparative advantage’, or
‘reinforcing existing competencies’.

4.4 A European system of innovation?

Finally, we see few signs of the emergence of a strong European system of
innovation. Certainly, responsibility for some of the incentives, pressures
and inducement mechanisms set out earlier have been, or are being, trans-
ferred from the national to the European level: in particular, competition,
trade, regulatory aspects of energy and the environment, and a variety of
(sometimes dubious) programmes to fund R&D and related activities in
firms (Sharp and Pavitt, 1993). But others are likely to remain stubbornly
national: education and training, corporate governance, natural resources,
consumers’ tastes and defence procurement. Nor are there strong signs of
the Europeanisation of scientific and technological activities, more strictly
defined. The European Union’s share of the total European R&D budget
remains very small. R&D networks still tend to be mainly national (Narin,
1992; Hicks et al., 1996), and (with the exception of The Netherlands) busi-
ness R&D is still mainly performed in the home country.

But as with monetary matters, so with technology. The closest thing to a
European system of innovation is likely to be the German system of innova-
tion. Germany alone accounts for more than 40 per cent of all Europe’s
technological activities (Patel and Pavitt, 1994a). Large firms from other
European countries (except the UK) choose Germany as their favourite
European location for performing R&D activities. And modified German
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systems of innovation exist in The Netherlands, Switzerland, Scandinavia
and (eventually) the candidate countries of Central Europe, with their
emphases on workforce skills, engineers as managers, relational systems of
corporate governance, and high levels of both scientific and technological
activities (Keck, 1993). We have set out above our reasons for doubting the
spread of this (or any other) system to the rest of Europe. But for reasons
of European cohesion, economic dynamism and well-being, we would
happily be proved wrong.

Notes

This chapter is based on research at the Centre for Science, Technology and Energy
and Environment Policy (STEEP), funded by the Economic and Social Research
Council (ESRC) within the Science Policy Research Unit, University of Sussex.
1 His main conclusion is also the title of his paper: ‘Global corporations are

national firms with international operations’.
2 See, for example, Basberg, 1987; Griliches, 1990; Pavitt, 1988; Archibugi and

Pianta, 1992.
3 High R&D spending firms with more than 50 per cent of their technological

activities performed outside their home countries include AKZO, Nestle,
Philips, Racal, ITT, Electrolux, SKF, Solvay, GKN, Wellcome, Roche, Sandoz.

4 An important exception to this general rule was the pharmaceutical industry.
5 See section 3.6 below for countries’ relative technological strengths and weak-

nesses
6 Or, put another way, European firms have not been challenged by Japanese

firms in chemicals with the same vigour and success as in electronics.
7 The analyses of Nelson and Arrow implicitly assumed a closed economy. Harry

Johnson (1975) later raised the international ‘free-rider’ problem, and then
avoided it by concluding that basic research was a cultural good with no eco-
nomic utility.

8 By 1990, FR Germany had overtaken the UK in citations per paper, and Japan
had amongst the highest rates of increase in papers and citations.

9 See de Tocqueville, 1840; and Rosenberg, 1976.
10 See, in particular, the studies of Brooks, 1995; Faulkner and Senker, 1995;

Gibbons and Johnston, 1974; Klevorick et al., 1995; Mansfield, 1995;
Rosenberg and Nelson, 1994.

11 According to one eminent engineer, this is done as follows: ‘we construct and
operate . . . systems based on prior experiences, and we innovate in them by
open loop feedback. That is, we look at the system and ask ourselves “How can
we do it better?” We then make some change, and see if our expectation of
“better” is fulfilled. . . . This cyclic, open loop feedback process has also been
called “learning-by-doing”, “learning by using”, “trial and error”, and even
“muddling through”. Development processes can be quite rational or largely
intuitive, but by whatever name, and however rational or intuitive, it is an
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important research process . . . providing means of improving systems which lie
beyond our ability to operate or innovate via analysis or computation’ (Kline,
1995, p. 63).

12 But what about the large Dutch companies that perform about half their R&D
outside The Netherlands, presumably employing researchers trained mainly
with non-Dutch tax-payers’ money? See table 6.3.

13 Some analysts have concluded that the OECD countries’ levels of productivity
stopped converging in the late 1970s. See Soete and Verspragen, 1993.

14 See table 6.7 above. Anglo-German differences can be traced back much
further. See Patel and Pavitt, 1989.

15 Preliminary regression analysis based on 165 of these firms, confirms that each
firm’s R&D intensity (R&D/sales) is influenced significantly by its principal
product and its profitability (profits/sales), but not by the share of sales taken
by Cost of Funds (CoF/sales).

16 In addition, the UK financial system is likely to be relatively more effective in
the arms-length evaluation of corporate R&D investments that are focused on
visible, discrete projects that can be evaluated individually – for example, air-
craft, oil fields and pharmaceuticals. It will be less effective when corporate
R&D consists of a continuous stream of projects and products, with strong
learning linkages amongst them – for example, civilian electronics.

17 RTA is defined as a country’s or region’s (or firm’s) share of all US patenting in
a technological field, divided by its share of all US patenting in all fields. An
RTA of more than one therefore shows a country’s or region’s relative strength
in a technology, and less than one its relative weakness. These measures corre-
spond broadly to the measures of comparative advantage used in trade analy-
ses.

18 For this analysis we use a more detailed breakdown, dividing technologies into
34 fields.

19 Archibugi and Pianta (1992) also show that OECD countries’ degree of
technological specialisation is increasing over time.

20 See, for example, Chandler (1992) on the US firms and Lawrence (1980) on
German managers.

21 According to Häkanson (1992), some Swedish firms’ R&D was located else-
where in Europe as part of a political campaign to join the European Union.

22 See, for example, US strength in chemical engineering, the initial development
of which was strongly influenced by the opportunities for (and problems of)
exploiting local petroleum resources. See Landau and Rosenberg, 1992.

23 See, for example, Geenen’s ITT in the USA, and Weinstock’s General Electric
Company in the UK (Economist, 1995; Chandler, 1992).
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7 Globalisation and financial
diversity: The making of venture
capital markets in France, Germany
and UK

 .    
. 

1 Introduction

Globalisation is widely equated with institutional convergence (Kluth and
Andersen, 1996, 1997). Finance is quoted as the first and foremost example
of how key economic institutions are conforming to common modes of
operation and design across the OECD. This chapter will advance the
opposite perspective. Taking various national schemes aimed at promoting
the allocation of capital to innovative SMEs as the point of departure, we
intend to demonstrate that financial institutions are indeed subject to
national trajectories of development even when attempting to cater for new
market and/or policy demands.

Europe’s lack of ability to create new jobs during the economic upturns
of the mid1980s and 1990s has largely been attributed to an inflexible indus-
try structure featuring paramount shortage of new market entrants partic-
ularly in the high-technology segment. European financial institutions have
been pointed out as a key source of industry structure rigidity. In response
a venture capital system, modelled along American lines, has been sug-
gested as the optimal way to ensure capital and managerial skills for
European high-technology entrepreneurs and SMEs. Consequently a
number of European-level initiatives has been launched, such as
‘Euroventures’ in the 1980s and ‘EASDAQ’ in the 1990s, to bring about a
functioning venture capital market.

While the venture capital approach has been dominant in political and
academic debate, national approaches to eliminate the lack of capital and
managerial skills for high-technology entrepreneurs and SMEs have been
extremely diverse and display a stronger allegiance to existing institutional
set-ups than to the original model operating in the US.
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This chapter will investigate various national approaches to the chan-
nelling of capital and managerial skills to high-technology entrepreneurs
and SMEs. France, Germany and the UK will be subject to scrutiny.

2 The political economy of national innovation systems

Societal complexity, as reflected in the fairly crude description of markets
and the State, has in particular been appreciated by the national systems of
innovation (NSI) approach. Christopher Freeman’s study on Japanese
technology policy introduced the concept NSI in modern evolutionary
economics (Freeman, 1987).

NSI denotes the structural and institutional factors affecting the manner
in which technological and organisational knowledge is created, imple-
mented, applied and diffused into the economy. Production structures and
institutions vary between countries and are subject only to gradual
changes. The process of change itself will follow national trajectories as
institutions are socially embedded. The character of change consequently
is evolutionary in the sense that it is a mechanism of mutual adaptation
rather than actors engaged in power struggles which constitute the basic
dynamics.

NSI both contains tangible and intangible elements. A company’s inno-
vative capacity is thus in part determined by its access to the right sources
of knowledge, managerial skills and finance. But in addition institutional
features in line with what David Soskice has labelled the National
Framework of Incentives and Constraints (NFICs) are of vital importance
(Soskice, 1991). Soskice advocates that NFICs create distinctive national
product markets and innovation strategies for firms. Or to use the words of
Dosi and Orsenigo:

[S]ocial rules, inherited norms and attitudes, the laws of organisation of the linkages
between and within various groups of economic agents do matter in determining
the set of admissible strategies and behaviours, and of observed innovative per-
formances. The specification of the institutional rules constraining individual
behaviour becomes therefore a crucial task in the analysis of the patterns of techni-
cal change, which accounts for the observed differences across countries within the
same technologies. (Dosi and Orsenigo, 1988)

Technology policies in most OECD countries have recently given far
greater emphasis to the role of institutions performing bridging, financing
and educational functions. The provision of techno-economic framework
conditions that enable companies to be at the forefront technology wise,
and hence remain competitive in increasingly fierce global markets, is a core
component of industrial policy. In light of this growing emphasis, it appears
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difficult for proponents of the NSI approach to maintain the evolutionary
image of institutional development as government policy is increasingly
geared towards designing or redesigning institutional properties of national
techno-economic framework conditions. Politics is thus a vital – although
hitherto ignored – element of national innovation systems.

As argued elsewhere (Kluth and Andersen, 1996; 1997), adaptation
strategies in face of pressures for globalisation follow distinct national tra-
jectories. When analysing the workings of markets in countries like France,
Germany and the UK, political economists have pointed to the historical
specificities of national institutional configurations (e.g., Shonfield, 1965;
Katzenstein, 1978; Zysman, 1983).

John Zysman’s study of financial systems remains the key institutional
political economy contribution to the body of research in the field
(Zysman, 1983). He identifies three roads to political-economic manage-
ment in industrial countries: (1) a State-led path with developmental objec-
tives in which the distribution of costs and gains is imposed by political
manipulation of the market; (2) a negotiated path with a corporatist tone
in which there are explicit bargains among elites representing segments of
society; and (3) a company-led approach with the government acting prin-
cipally as a regulator and umpire leaving political settlements to the market
while providing compensation to uncomplaisant losers. These systems of
overall political economic design both determine and are determined by the
role and functioning of domestic financial regimes.

National banking systems have been subject to immense pressure due
to the deregulation process and the prominence of the free capital move-
ment discourse. The effects of this on individual financial systems have
varied as national institutional features have influenced the character of
the adaptation process. As will be demonstrated later, German banking
consequently does not resemble American or British banking as an
outcome of globalisation even though the dominant discourse associated
with the globalisation of banking is biased towards British and American
styled systems.

Trajectories of institutional development can by and large be attributed
to institutional rigidity which in turn is caused by social embeddedness. But
institutions may be subject to changes and in any case are to be considered
as frameworks for actions for economic and political actors rather than the
sole source of development.

Institutions are historically rooted and culturally embedded, conse-
quently their impact on national economic operations extend beyond
macro-level economic policy. Institutions can be altered but the direction
of change cannot be fully determined in advance and generally institutional
properties exhibit a vast element of rigidity.
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3 Venture capital: global credit versus national innovation

Advanced economies depend heavily on capital. Since the nineteenth
century, banks have been crucial to all industrialised countries for the
financing of production. Credit is the lifeblood of a developed economy.
Banks lend to entrepreneurs and governments at home and increasingly
abroad. Growing interdependence of national financial markets – often
denoted globalisation – have prompted several scholars to argue that States
no longer have the tools at their disposal to manage their domestic
economies so as to accelerate growth and foster structural adaptation. It is
the argument of this chapter that the notion of States’ diminishing ability
to influence credit formation for the financing of economic development is
correct only in the sense that it applies to those parts of the national
economies which are full-fledged international in scope and able to borrow
at the international market. Hence the population of SMEs and entrepren-
eurs – which in most OECD countries have received increased attention in
relation to industrial policies up through the 1980s and 1990s – still rely on
financial mechanisms within the realm of national regulatory control.
These enterprises are believed to hold the potential for restructuring the
West´s mature economies and are seen as major generators of growth in
employment (see, e.g., Birch, 1987).

By looking at the financing of enterprises which still depend on national
credit institutions, it is possible to discern financial structures which vary
from country to country due to historical traditions. Patterns of variation
in the manner these domestically oriented financial institutions operate
individually and collectively (i.e., the division of labour as regards financing
different segments of the firm base) reveal that the globalisation of tech-
nology and economic activity does not necessarily lead to convergence.

Venture capital is a key source of long-term funds to SMEs with high
growth potential – often referred to as new technology based firms
(NTBF). Fast growing companies backed by venture capital produce many
new well-paid and highly skilled jobs, and are an important source of
applied technological innovation. Consequently venture capital is consid-
ered an important instrument assisting in spurring economic growth and
industrial renewal by the OECD countries (OECD, 1996).

The operating principles of venture capital may crudely be explained as
involving the following: entrepreneurs seeking venture capital present a
business plan to venture capitalists. Such a plan provides a detailed account
of the product, market, financial statements and projections of the
company. This plan serves as a starting point for evaluating a company’s
potential. Venture capitalists estimate that they invest in only between 1
and 5 per cent of the opportunities presented to them.
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Venture capitalists usually work closely with the entrepreneurs who have
created the businesses. Banks, pension funds, insurance companies, States
and non-financial companies (e.g., private persons, the so-called business
angels) are major players. Venture capital financing is broadly defined as
progressing through five stages from seed-investment, start-up, expansion,
mezzanine and buy-out/buy-in (Prakker, 1988; Harrison and Mason eds.,
1996). There is great variation as to at which stage different venture capital
funds invest. Most funds specialise in one particular stage and define their
strategy according to this. It follows that a particular investor seldom
remains as a holder through all stages of a company’s development.

It is thus estimated that the average period of investment by venture
capitalists is five years in the US and only three to four years in the United
Kingdom, whereas it is seven years in Germany. In addition German
venture capital firms, which are frequently associated with banks, often
continue to hold their shares after an initial public offering (IPO). Another
variation from country to country is the length of time from the start-up of
a company to initial public offering or acquisition by another operating
company. In the US the average length of this process is five to seven years.
At the other extreme we find Japan where the average period from start-up
to going public is 29 years (OECD, 1996).

At the cross-national level, different patterns can be observed both with
regards to the average period of investment by venture capitalists as in the
preferred stage of investment. Similarly there are several different types of
venture capital organisations that can be categorised according to their
management structure, their ownership and the manner in which they raise
funds. The OECD uses a three-point classification system as follows:

Independent funds. These are often privately held or publicly listed com-
panies.

Captives. These are venture capital subsidiaries of industrial corpora-
tions or financial institutions.

Public sector. These are venture capital organisations which are princi-
pally funded from government sources (OECD, 1996).

Each kind can be found in most OECD countries. It is however clear that
one type of organisation tends to dominate over the others according to the
country in question.

Global venture capital is thus far from homogeneous. Investment is still
predominantly domestic in character. Only 13.5 per cent of the total
invested by EVCA (European Venture Capital Association) members in
1990 was invested outside the venture capitalist’s home countries. This is
hardly surprising, as venture fund management requires tacit skills and is
ultimately a business learned by making investments within certain indus-
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tries – often confined to a limited geographical area. Indeed, European
venture capital is almost Channel capital: more than 80 per cent of the total
pool rest in those four countries bordering the English channel, and heavily
dominated by Britain in terms of funds raised. Industry structure differs
from nation to nation. There are more firms in the US, but the average size
of venture funds is larger in the UK and smaller in the rest of Europe.

About 85 per cent of the capital in the EVCA goes to management buy-
outs, buy-ins, LBO and to restructuring and expansion. In a European
context the term venture capital is a bit of a misnomer. Traditional concepts
such as Merchant capital or business development capital more accurately
reflects the investment strategies of Europe’s venture funds. Leading indus-
try tracker, Venture Capital Journal, thus cautioned readers in December
1989 that there is no accepted definition of venture capital even within a
single country, let alone world-wide. It can be quite misleading if one
regards European venture funds as classical US style venture capital.
Confusion has partly arisen because the venture capital industry is an
American invention. Venture capital has its origins in the US and was ini-
tially exported both physically and conceptually. Physically a number of
American venture funds have established close linkages with new funds in
other parts of the world and occasionally even assisted in setting them up.
Some American funds have even invested in promising European, Asian
and Israeli SMEs. Conceptually venture capital has been regarded by
policy makers all over the world as an outstanding method of ensuring
funds and managerial skills to particularly high technology entrepreneurs.

The relationship between finance and industry often appears problem-
atic in times of rapid economic and technological change due to increased
uncertainty about future market development. Arrow’s demonstration that
a market economy would tend to underinvest in research and development
gives rise to the issue of State intervention. This problem of underinvest-
ment can in essence be conferred back to the concepts of information and
risk aversion.

As rapid market changes makes information hazy agents face problems
of acquiring adequate information. This produces moral hazard in the
sense that both industry and finance becomes more reluctant to make long-
term contracts. The usual method of examining the market and making
decisions, i.e., ex ante behaviour of the market, thus becomes not even
approximately valid and may be fatal ex post to the decisions taken. This
situation tends to be self-perpetuating as the market itself is not able to
solve the problem due to asymmetric information among agents, caused by,
for example, monopolisation within the market. On the contrary, the
number of ‘poor risk takers’ increases, which again forces banks to claim a
higher premium among those remaining firms that have the ‘animal spirit’,

Globalisation and financial diversity 125



i.e., high risk-taking firms, to stay on the market (Williamson, 1983;
Svensson and Ulvenblad, 1995).

Should States compensate for this informational market failure by, e.g.,
positioning itself as a body of administrative financial guidance like MITI
in Japan? Should they try to restore the balance of the market by deregu-
lating and decentralising it as has been done in the US and in England with
the Big Bang and the Eurobond Market on a regional level? Or should
States opt for a third strategy aiming at developing market institutions in
the context of the existing set-up acting as information intermediaries thus
reducing uncertainty?

In the following section we look into the ways that Germany, the United
Kingdom and France have dealt with the problem of developing national
systems ensuring capital, credit and managerial skills to high-technology
start-ups and SMEs. Focus is on the broad strategic issues as outlined
above. The story of venture capital in Europe will hopefully provide impor-
tant insights as to how the properties of central institutions in national
innovation systems are sought in political struggles.

3.1 Germany

In Germany large banks and insurance companies are the dominant private
actors on the venture capital market. In 1994, banks accounted for 55 per
cent and insurance companies 12 per cent of Germany’s venture capital
funds, known as Kapitalbeteiligungsgesellschaften.

Financing innovation increasingly becomes a strategic edge for banks as
it means creating a clientele for future banking services. However, as the
OECD stipulates, the capacity of a financial system to back innovation
depends on its own capacity to adjust and innovate (OECD, 1994).

Traditionally banks apply methods for assessing companies solvency by
quantitative means employing different kinds of processes like cash flow or
track record analysis (comparison of consecutive annual reports). Today
these methods, relying exclusively on financial reports, are considered unre-
liable in relation to NTBFs. Qualitative methods are currently gaining
ground in relation to valuation of risks. Qualitative assessments reveal more
information about the enterprise than financial figures. Importance is
attached to management, customer base and organisation.

German banks especially have engaged in new modes of improving
assessment capabilities in relation to innovative projects. At the national
level Deutsche Bank has recently established a new venture capital subsidi-
ary for innovative technology-based firms. Although Deutsche Bank
possess vast internal human resources it has decided to employ external sci-
entists and technologists from the Fraunhofer Society (FhG) to support the

126 M.F. Kluth and J.B. Andersen



task of technological appraisal. This rather neatly sets the stage for the
German version of venture capital. Large organisations, be they private or
public, engage in long-term collaboration in order to address new problems.

The German federal system is characterised by a complex division of
labour between the Federal and Länder governments. One of the areas in
which Länders have their own responsibilities is technology policy. Hence,
it is instructive to look at the approaches employed to ensure finance and
managerial skills to NTBFs at the Länder level.

Bavaria is a good case in point. Bavaria has undergone rapid economic
development during the last 40 years. Only 15–20 years ago Bavaria was
considered an agricultural economy with little industry. Today Bavaria
hosts several of Germany’s high-tech companies and can be said to have
jumped from agriculture to a high-tech information-based society, and thus
skipped the traditional period of industrial development. As such one
could expect that the problem of financing technology-based firms would
be a particular problem in Bavaria, as they have limited tradition and time
to develop models for dealing with the special aspects of financing innova-
tion and high-tech projects. This seems, however, not to be the case.

The Bavarian response to bridging the so-called ‘equity-gap’ for high-
tech start-ups has notably been through the technology service organisa-
tion called Ostbayerisches Technologie Transfer Institut (OTTI) which is a
network of technology transfer institutes. It is a non-profit organisation
established in 1977. The foundation was laid at a time when the Federal
Ministry for Research and Development gave money to the establishment
of technology transfer organisations all over Germany. The concept behind
OTTI was formulated by Regensburg’s chamber of commerce for trade and
industry in concert with a number of other local actors. In 1989 OTTI
counted 548 members consisting of 447 companies, several private persons,
45 different financial institutions and officials from the Länder government,
all represented in the steering committee.

In 1989 OTTI took, in close cooperation with 31 local banks and
Sparekassen, the initiative to set-up a venture capital fund called ReFIT
Gmbh and Co. KG. The establishment of ReFIT was based on the experi-
ences OTTI had built up through its involvement with technology advice in
relation to R&D projects in Bavarian firms. Companies receive financial
guidance at ReFIT as well as comprehensive advice on all kinds of techni-
cal problems. At ReFIT companies get: financial support at the expansion
stage that requires large amounts of capital and access to people with prac-
tical experience in assisting and running start-ups or SMEs. The firm owner
continues as firm director and there are no requirements as to collateral or
other financial guarantees. Lastly, while ReFIT gets a share of firm profits,
ReFIT also gives financial assistance in cases of loss. Finally, ReFIT is in
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principle open to all persons wishing to start up technology-based firms
and existing companies which are R&D oriented in addition to smaller
enterprises at an early stage of development counting less than ten employ-
ees (Clement, 1994).

Other regional venture capital funds such as Innotec GmbH and Bayern
Kapital Risikobeteiligungsgesellscaft, also cooperate with local
Sparkassen, banks, chambers of commerce, the Bavarian Ministry of
Economic Affairs, and local RTOs like OTTI. The issue of risk assessment
is approached by knitting a close meshed network of locally based tech-
nologists, consultants, technology parks, technology transfer agencies,
public liaison officers, etc., which are consulted ad hoc or with short notice
in an informal manner. However, as these networks suffer from the limited
range of expertise to be found locally, they are trying to link up with supra-
regional – and eventually international – networks of external experts for
technology appraisal. In response FhG has set up a regional one-stop shop
service that is currently being tested (Interview in Munich, 1996).

Similar models for financing can be found in other parts of Germany. For
instance a networking model around technology transfer organisations,
banks, local chambers of commerce and the Länder government also oper-
ates in Baden-Württemberg, where the technology transfer organisation
Steinbeis-Stiftung utilises its vast know-how on technology projects in close
cooperation with local representatives of the financial community, etc.

Although Bavaria and Baden-Württemberg do not amount to all of
Germany, they bear witness to the operations of the country’s venture
capital industry. Looking at the adjusted percentage in the grand total of
R&D in Germany, it appears that more than half of total public R&D
expenditures are made by Federal government. Of the remaining (i.e.,
regional) more than half are performed by the three Länder Bavaria,
Baden-Württemberg and Nordrhein-Westfalen (MERIT, 1993, appendix).
Given that venture capital tend to cluster and concentrate in areas domi-
nated by above-average national level of R&D performance and innovative
start-ups, it seems likely that the bulk of the institutional ramifications of
venture capital operations in Germany can be deduced from these three
Länders. In other words, Bavaria and Baden-Württemberg may be seen as
the equivalent to California, New York or Massachusetts in the U.S where
almost two-thirds of that country’s venture capital pool is concentrated
(OECD, 1996).

It is estimated that only half a dozen classic US style venture capital firms
exist in Germany and the venture capital industry is dominated by former
bank credit managers (Bygrave and Timmons, 1992). Despite the recent
expansion of the German venture market it is still relatively small compared
to the overall size of the economy with cumulative investment equivalent to

128 M.F. Kluth and J.B. Andersen



about 0.2 per cent of GDP compared with over 1 per cent in the UK – it in
addition remains entirely focused on German investment opportunities. A
number of factors hamper the development of German venture capital.
Firstly, traditional lenders have tended to regard venture capital as a com-
petitive threat. Secondly, firms show reluctance to provide outside investors
with information concerning firms’ objectives and financial standing. This
attitude persists and is aligned to the belief among German firms that their
raison d’être is to generate cash surpluses in order to remain in business,
rather than maximising profit for distribution among shareholders. In sum
particularly Mittelstand firms harbour considerable aversion to external
equity investors (Abbott and Hay, 1995).

Today the recipients of venture capital are largely Mittelstand firms
which are politically and economically quite powerful in Germany. Perhaps
as a consequence of Mittelstand reservations, two major methods for
capital investment are employed: a direct investment in equity, or an invest-
ment using a stille beteiligung – or silent partnership. The two methods are
often combined. While equity investment is basically the same as in the
UK, the silent partnership is unique to Germany. An essential feature of
silent partnership is that it allows venture capital funds to make large
investments in firms without becoming active majority shareholders.

Accordingly evidence suggests that the German venture capital industry
is developing in a manner which is both more flexible and more closely
attuned to the needs of its customers than elsewhere in Europe. In addition,
the dominant role played by the bank-owned venture capital groups, sup-
ported by the Länder banks, is leading to quicker integration of the indus-
try into the financial infrastructure of the country (Abbott and Hay, 1995).

The main problems of this model vis-à-vis SME financing is the issue of
cost! Intimate relations between banks and industry are fairly time con-
suming and hence expensive to operate. A minimum of scale economies
needs to be applied by banks subject to resource scarcity in terms of man-
power. By joining up with multiple regional actors such as Research and
Technology Organisations (RTOs), Chambers of Commerce and other
financial institutions banks partially escape the costs of extending the inti-
mate bank–industry relations from the corporate to the SME level.

Venture capital in Germany is thus used as a device to strengthen basic
features of the political economy rather than changing it. The so-called
‘Mittelstand’ constituting German SMEs in manufacturing have tradition-
ally been tied to the corporate sector through intimate supplier networks
conducive for strong user–producer linkages. Yet many Mittelstand firms
have had to operate in a fairly volatile business environment as users of their
products may abandon them since they rarely enjoy mutual ownership links
as is the case in the corporate sector.
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3.2 The United Kingdom

The dominant organisational design of UK venture capital is that of inde-
pendent funds. An independent fund may be the offspring of corporations,
insurance companies, pension funds or wealthy individuals.

In the UK context mechanisms bridging entrepreneurs with the venture
capitalist are widely considered a prerequisite for a well-functioning
venture capital market. The way that entrepreneurs gain access to the
venture capitalist is through an intermediary, such as a banker or acquain-
tances providing introductions to venture capitalists. Entrepreneurs relying
on intermediaries have better chances of finding funding. Professional
intermediaries who are familiar with investors criteria also serve a valuable
role to the venture capitalist as a first filer of deals. The system of network-
ing through intermediaries is aided by and results from the geographical
clustering of entrepreneurial firms and their venture capitalists. In some
instances public agencies may act as intermediaries, most notably by estab-
lishing networks which match individual investors with entrepreneurs. The
way that venture capitalists maintain their visibility with the intermediaries
who present them with deals is often through an informal network of con-
tacts. Seen through these lenses UK venture capital is really not about
capital but about having the right addresses, in the sense that without a
well-established networking mechanism to convey the right information
there will be limited basis for a venture capital market.

Hence in contrast to Germany informal private investors commonly
referred to as business angels play a greater role in the British venture
capital market. We will consequently focus upon this kind of investor in
order to capture the institutional setting of British venture capital.
Different studies of informal investors reveal that the typical profile of the
business angel is that they are almost exclusively male and mostly middle
aged. They are highly educated and generally in business or engineering dis-
ciplines. The vast majority are experienced in business: many are them-
selves successful entrepreneurs; others are high-income business
professionals, e.g., accountants, consultants, lawyers and senior executives
in large companies often with a golden handshake (Harrison and Mason,
1996). Most business angels are experienced investors and prefer to act
independently. Confident in their own ability to make good decisions they
rely more on instincts than formal research. The task of matching
entrepreneurs with investors – bridging – is handled by informal networks
of trusted friends and business associates. Personal networks thus serve as
the main information channels through which business angels identify
investment opportunities. Accountants are the most frequent referral
source of information on investment opportunities, and studies suggest that
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the informal venture capital market in the UK is at least twice as important
to the SME sector as formal venture capital (Hermer et al., 1995).

Activity in the informal venture capital market is somewhat invisible.
Business angels are not listed in any directories, there are no public records
for their investments and many have a passion for anonymity. Nevertheless,
studies in the UK indicate that a majority of informal investors are
dissatisfied with their referral sources and believe that there is a need for
improved channels of communication. The fragmented nature of informal
venture capital markets has been described as a giant game of hide-and-
seek with everyone blindfolded (Gaston, 1989). One of the British ways to
overcome the sources of information asymmetry between entrepreneurs
and informal investors is by the establishment of business angel networks
(BANs). Examples of BANs seem first and foremost to be found in
Canada, the US and the UK. While BANs are found on both sides of the
Atlantic, at least one important difference can be observed with regards to
their mode of operation. Business angels in the US thus often invest as a
part of a syndicate in which there is typically a key individual – an archangel
– who brings the syndicate together by referring the deal to friends, busi-
ness associates or relatives. This type of networking or syndicated invest-
ments is rarely encountered in the UK (Harrison and Mason ed., 1996).

There are two types of BANs in the UK, those operating locally and
those operating nationally. In the UK, most BANs are operated by
Training and Enterprise Councils and Business Links. Yet, more than one-
third of the UK’s BANs operate nationally, the majority of which are
private sector operations. Two newer such examples are the established net-
works of NatWest Angels Network, operated by the National Westminster
Bank plc, and VentureNet, which is a subsidiary of Enterprise Support
Group, a private sector business consultancy firm. BANs typically operate
through the publication of investment bulletins containing descriptions of
companies seeking capital which are circulated among investors registered
with the network.

Evaluations of BANs in the UK are mixed as to their rate of success.
Some suggest a growing success of this type of organisation of informal
venture capital. Other studies point to the fact that BANs have had limited
success in terms of attracting investors, achieving awareness amongst active
and potential investors, entrepreneurs, etc.

Two aspects seem important in this respect. First, BANs require long-
term funding for marketing in order to accumulate a critical mass of
investors and entrepreneurs and to establish credibility. Second, the geo-
graphical context is important as BANs are most successful in, or close to,
major population centres and regions with significant captive venture
capital fund activity and high concentrations of ‘high-tech’ firms – as
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around Cambridge and Oxford Universities, where notably Cambridge
Science Park constitutes such an area.

Networking between BANs, particularly between local and national
ones, seem to be a viable solution to the problem of accumulating a critical
mass of investors and entrepreneurs, thereby improving the probability of
successful matches.

A major problem for the BAN approach is that evidence suggests that
they cannot be operated on a full cost-recovery scale. The main source of
revenue for BANs is the subscription fees levied on firms and investors.
However, subscribers are not likely to be willing to pay more than
£200–£300, thus the amount of revenue that can be generated from sub-
scription fees is limited and insufficient to cover the full operating costs of
the service. Thus, BANs have had to rely on government funding, or, in its
absence, sponsorship from the corporate sector and their host organisa-
tions (Universities and Chambers of Commerce). The UK government has
partly chosen to support some BANs as a way to develop a networking
component into the British venture capital market. The financial commit-
ment required to support BANs is minuscule compared with the costs of
alternative strategies for closing the equity gap. The key to developing
BANs is to achieve high visibility and credibility in the local/regional busi-
ness community, e.g., by conference arrangements of all kinds for profes-
sional and civic organisations, developing networks with organisations that
can be a source of high-quality referrals and maximising public relations
opportunities that will lead to articles in newspapers and magazines and
coverage on TV and Radio.

Institutional capital is naturally also, as indicated above, engaged in the
UK venture capital industry. National Westminster Bank has developed a
complex scheme called New Technologies Appraisal Service. Nat West’s
Service uses external technology or marketing experts which provide advice
and guidance both for bankers and managers of affected enterprises.
NatWest regards the establishing of an external network of experts as a
cheap and fast way for appraising innovative businesses while minimising
risks. Although this strategy resembles that of major German banks it is
notable that the UK bank first and foremost justifies the move on grounds
of cost efficiency (Hermer et al., 1995). Another trend separating the behav-
iour of UK institutional actors from their German counterparts follows the
focus on individuals as implied in the BAN approach. While German
venture capital participants emphasise technological viability, personal
qualities are of importance in the UK. As part of a risk assessment pro-
gramme the Yorkshire Enterprise Ltd has thus suggested psychometric
testing and personality profiling techniques.

The British BAN model as outlined above places banks, SMEs and
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public agencies in distinct political economy segments from which they
venture forth to meet as autonomous bargaining partners. As such it
introduces a strong network component, the character of which is a func-
tion of institutional properties, such as, for example: trust relations, soci-
etal perception (group versus individual), and notions of public
authority.

In sum the British approach for introducing venture capital relies on
market dynamics allowing for State intervention only in relation to per-
ceived market failures. While a number of successful funds operate in the
high-tech corridors connecting Oxford, Cambridge and London, a
national twist has been added to the original American formula in that
some of the virtues of Merchant Banking, involving specialised engage-
ments in high risk sectors not encompassing a technological dimension, are
replicated under the flashy ‘Venture Capital’ heading.

3.3 France

The present surge of venture capitalism in Europe is the second attempt to
develop such an industry. Previous efforts were made in the early 1960s by
the then General Doriot. The success of ARD in the US led to the establish-
ment of the European Enterprises Development Company S.A (EED),
with offices in Luxembourg and Paris. Its array of investors included:
Aktiebolaget (Sweden), Banco Español, Banque Nationale pour le
Commerce de Paris, Continental International Finance Corporation
(Chicago), Credit Lyonnais, Dresdner Bank A.G., Lehman Brothers,
Morgan Guarantee International Finance Corporation, Rotterdamsche
Bank N.V., Société Générale (Paris), M.M. Worms and Cie (Paris)
(Bygrave and Timmons, 1992).

Nowadays the French approach to problems of financing innovation
among SMEs is more along the traditional lines of French industrial poli-
tics. Beyond high-profile national champions, French State efforts to palli-
ate for an insufficiently supportive banking sector extend to SMEs. The
report on SMEs of the Industrial Commission of the Xth Plan could, in the
words of Jonah D. Levy, just as easily have been titled problems of SME
financing. Reading more like a banking analysis than an industrial analy-
sis, it focuses almost exclusively upon the various handicaps that French
SMEs suffer in their quest for investment capital (Levy, 1994). The plan-
ning document puts forward a lot of proposals ranging from reform of
inheritance and transmission taxes to the stimulation of venture capital and
unsecured stock markets targeted at SMEs. Additionally, each of the four
prime ministers during the second Mitterand term has put forward some
kind of plan to boost the financial position of French SMEs.
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On top of these general measures on behalf of SMEs, a variety of State
programmes emerged to channel capital to SMEs at critical moments in
their development. One such programme is the SOFARIS which is the
French company for venture capital insurance. SOFARIS is a financial
institution (government controlled corporation) which was set up in 1982
with the support of the government, the financial and banking community
and existing agencies offering some sort of venture capital insurance in
order to unite and manage most of the guarantee funds existing at that time.

The mission of SOFARIS is to manage the government financed guar-
antee funds used to assume some of the risk connected with granting loans
and owner’s equity contributions to SMEs. SOFARIS manages about ten
funds which try to meet the overall needs of SMEs and focus particularly
on three important stages in the life of enterprises: start-up, development
and transfer. Over the past ten years SOFARIS has guaranteed more than
FF 40 billion where 63 per cent went to development stages in SMEs. The
basic principles of SOFARIS is that the application for a loan is submitted
by the lending bank. The decision to grant the loan is made by the bank,
subject to approval by the regional office of the SOFARIS for amounts up
to FF 2 million. Above this amount, the decision is made by the regional
officer of the SOFARIS, and in the case of very large proposals, by the
SOFARIS’ directorate general (OECD, 1995, p. 28). SOFARIS is thus
essentially a hierarchically ordered organisation resembling traditional
French State agencies.

The French State has clearly been the driving force in identifying the
problems of capital allocation to innovative SMEs and consequently
attempted to devise a solution through the instruments traditionally
employed in national economic management. Once again the central plan-
ning institutions of the Republic, embedded in the offices and grand corps
of finance and the première, ‘crowd out’ the policy arena thus leaving all
other potential actors passive in anticipation of central initiatives.

4 European venture capital: the politics of institutional adaptation

Institutional import is a tricky business as it has been recognised by policy
and business communities alike in the world’s most well-established polit-
ical economies. Venture capital has its roots in an institutional setting in
which a Product Market Rationale has enjoyed relative supremacy. As in
the case of the Merchant Banks of London, which developed in response
to the needs of special financial services of UKs international traders, the
founding and growth of UK venture capital has been in response to a need
for special financial services in the technologically most innovative regions
of the country. Essentially venture capital is in itself an institutional adapta-
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tion as it introduces some of the micro-level virtues of the money market
rationale into political economies dominated by the product market ratio-
nale. Close finance–industry relations based on a mutual sense of purpose
(engineers wanting to make money) stretching over a fairly long time span
was what was needed by firms (SMEs) engaged in industries with high
R&D spending and market volatility.

Transferring such a system naturally proved easier to countries already
exhibiting a strong product market rationale as is the case in the UK. The
UK have led the European surge in raising and establishing venture capital
funds since the 1980s. And the maturation of the industry in Europe by the
end of the 1980s was most evident in the UK. France mimicked the UK
pattern in about three years with little success and two or three years later
Germany followed with banks dominating the scene.

However there are pervasive differences in the way business is conducted
in various European countries. The highly selective, educational systems
and cultures of France and the decentralised and negotiated patterns of
economic management in Germany have produced networks of relation-
ships at the top of the financial business and government institutions that
are unparalleled in the UK. Institutional infrastructures drawing on eco-
nomic, administrative and political culture thus assist in replicating core
features of economic regimes even when erecting entirely new business
systems.

In conclusion even the most global of industries – finance – essentially
subdued national preferences on institution design when responding to new
demands spurred by ‘international’ developments. The dynamics of
national institutional development are essentially political. Although
informed by institutionalised norms and ideals coming out of social (eco-
nomic) practice, the rigidity of national configurations should not be over-
estimated. National systems consequently exhibit varying levels of stability.
France thus seems prone to radical change while Britain and Germany
display a more harmonic development.
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8 Patterns of national specialisation
in the global competitive
environment

 

1 Introduction

National environments differ in their capability of stimulating, facilitating
or preventing innovative activities of firms, and historically national
economies and their institutional set-up have had a considerable influence
on the firms’ competitive success. A vast recent literature by formulating the
concept of the ‘national system of innovation’ has confirmed that the struc-
tural characteristics of a national economy, such as its specific production
structure, its technical infrastructure and other institutional factors, can
strongly influence firms’ innovative performances (Freeman and Soete,
1997; Lundvall ed., 1992; Nelson ed., 1993; Edquist ed., 1997). It has been
shown that differences in national systems are particularly important
between the United States, Japan and the EU, and between the European
countries themselves.

The concept of national specificities determining national performance,
however, has been recently challenged on the grounds that the current wave
of globalisation and sophistication of financial markets are aligning
national economies. The growing role of transnational corporations
(TNCs) in the current global competitive phase, as many point out, is
changing the face of the world economy in the direction of standardisation
and convergence of national structures and performances. A few even
predict that the nation state will soon be obsolete and that national diver-
sities, that were very important in the past, are likely to disappear in the
near future. The limiting case would be of a fully transnational economy
without any residual disparities across countries (Ohmae, 1990).

This chapter assesses the issue of the linkage between globalisation and
national specificities by looking at the dynamics of world trade and trade
specialisation of major economies. It is divided into four sections. As
pointed out, there is no doubt that a major trend toward globalisation of
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economic activity is under way: the more advanced countries have become
more interdependent through the internationalisation of production, the
spread of multinational corporations and the booming of capital mobility.
This has had a major impact on the dynamics of the world trading relations.
The first part assesses these radical changes in the world trading environ-
ment. The second important issue is related to the impact of the globalisa-
tion of economic activity on trade specialisation and performances at the
national level. In the past the firms and sectors integrated within the world
trade displayed in general very different national specialisation patterns to
cope with the challenge of structural competitiveness at world level
(Archibugi and Pianta, 1992; Guerrieri and Tylecote, 1997). By using an
original database and a conceptual framework where inter-industry
differences are very important in shaping national specificities, the second
and third sections try to assess the extent to which these differences in trade
specialisation between the EU, Japan and the United States, and between
European countries themselves, are still important and play a significant
role during the current globalisation phase. In the final section, the chapter’s
main findings are summarised and some overall implications are drawn.

2 The world trading environment in the global phase

Over the past decade, globalisation has exerted a significant influence on
the evolution of world trading relations, with relevant implications for
international competition at country and firm level. In this respect, three
facts could be stressed: (i) the simultaneous rise in foreign direct investment
and trade; (ii) the changing structure of world trade; (iii) the increasing
regionalisation of trade flows.

At the level of the world market, a first important trend is the extraordi-
nary rise in capital mobility, and especially of foreign direct investment.
Cross-over foreign direct investments (FDI) between Europe and the US,
between Japan and the US, and, to a lesser degree, between Japan and
Europe, has increased sharply. But also FDI related to developing
economies has increased substantially. In the second half of the 1980s
overall FDI grew at an average annual rate of more than 24 per cent, com-
pared with 14.3 per cent for exports of goods and non-factor services, and
10.8 for GDP at factor cost. During the first half of the current decade the
annual growth rate of FDI has been smaller (12,7 per cent), but it has still
remained significantly above those of world exports (3,8 per cent) and GDP
(4,3 per cent) (UNCTAD, 1996).

The surge of FDI as an important device for organising production and
distribution has been accompanied by new linkages with trade flows.
Foreign direct investment and trade in goods and services are becoming
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increasingly interrelated and to a certain extent they complement each
other. On the other hand, the rise of FDI and TNCs has meant that a large
share of world trade is accounted for by the exchange of goods and services
within a single firm and/or a corporate network based in different countries.
Thus a significant proportion of world trade is conducted on the basis of
corporate strategies that may or may not conform to the rules of the
market.

Another evident sign of the globalisation of economic activity has been
the change in the structure of the world trade, together with the overall
increase in the share of trade in world output, that has continued and
accelerated in all major groupings of economies. The weight of manufac-
tured products has increased over the past decade to cover more than 73
per cent of world trade, and conversely there has been a fall in the share of
agricultural products and raw materials (table 8.1). For the world as a whole
the increase of nearly 14 percentage points in the share of manufactured
products in total world exports between 1985 and 1995 has been compen-
sated for by a corresponding drop in the share of primary products.

The growth of trade and manufactured exports is the result of several
factors, such as recent liberalisation trends and the opening up of new areas

Patterns of national specialisation 141

Table 8.1. Weights of the sectoral groups in total exports*

Change in the share
1970 1979 1991 1995 1995 to 1970

Food items 9.8 8.0 5.2 4.6 �5.3
Fuels 6.5 14.8 6.8 4.7 �1.7
Other raw materials 2.9 1.8 1.0 0.9 �2.0
Food industries 7.2 6.2 5.7 5.5 �1.7
Resource intensive 10.1 9.2 7.2 6.6 �3.5
Agricultural P. and raw

materials 36.5 40.0 25.8 22.2 �14.2

Traditional 14.9 14.5 16.9 16.8 1.9
Scale-intensive 24.7 23.0 25.2 25.0 0.3
Specialised suppliers 10.9 9.2 10.4 10.5 �0.4
Science-based 9.5 10.9 18.9 21.5 12.1
Manufactures 60.0 57.6 71.4 73.8 13.9

Others 3.6 2.4 2.8 3.7 0.1

Note:
*Average value in each sub-period (in percentage).
Source: SIE, World Trade Data Base (see Guerrier: and Milana, 1988, pp. 192 and
206, note 6).



for investment in many countries and regions, as in the case of the NICs in
Asia. A sign of that is the slight increase, in the more recent period, of the
share of traditional labour-intensive industries (such as garments, furniture,
shoes, etc.) in the world trade of manufactures.

The dramatic acceleration of technological progress has also played an
important role, through: (i) the drastic decrease of the costs of information
and communication; (ii) the increasing range of product and process
innovations requiring new specialisations and exchange of goods and ser-
vices; (iii) the increasingly high cost of R&D and fixed costs, that encour-
ages the search for new foreign markets.

Among the manufactured exports, the shares of scale-intensive and
specialised suppliers have stayed about the same, while that of science-based
exports has increased more than twice, from 9.5 percentage points by 1970
to more than 21 percentage points by 1995.

Thus, there has been an evident shift towards industrial sectors
characterised by higher technological content, since science-based goods
are related in that they embody either directly, or indirectly, through the
intermediate goods used in their production, relatively intensive research
and development inputs (Scherer, 1992). Other common features are
equally important in shaping the competitive advantage of firms in the pro-
duction and trade of high-technology goods (OECD, 1992; Scherer, 1982):
(i) the cumulative effect of innovative advantage, characterised by steep
learning curves and significant dynamic economies of scale; (ii) the capa-
bility of generating positive external economies, in terms of hard-to-appro-
priate spillovers from one activity to another; (iii) strategic oligopolistic
environments, in which small numbers of large interdependent companies
compete through trade and transnational investment.

In industries with these characteristics, the relative advantage of one
country vis-à-vis others stems not only from differences in national factor
endowments, but as theory suggests and empirical evidence confirms, is
also largely a function of differential technological knowledge and capabil-
ity, which are created and reproduced through time. This has several
implications for the competitiveness of countries and firms as shown in the
next section.

Finally the rise in regional integration is another fundamental trend that
has accompanied the globalisation of economic activity and has
significantly influenced world trading relations. Three regional groupings
have emerged: (i) Europe, with the development of the Single European
Market and the European Economic Space; (ii) North America, with the
admission of Mexico into a North American Free Trade Area; (iii) and
Asia, including Japan and the NICs of different generations.

As is well known, there are no objective criteria to evaluate the economic
role of regional groupings. Despite the increasing attention devoted in
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recent periods to this trend (see Oman, 1995 for a survey), we are very far
from a consensus on the nature and impact of these regional evolutions.
Table 8.2 provides indicators related to intra-regional trade of the three
major regions at different years in order to assess the pattern of regional
integration especially in the past decade. Obviously, this exercise does not
pretend to provide any ultimate evidence, but only a rough indication on
the size and direction of current regional trends.

As expected, Europe boasts the highest level of intra-regional trade,
reflecting its advanced stage of integration. The completion of the internal
market and the recent widening to the EFTA countries has further consol-
idated intra-regional trade and investment in the EU. The case of NAFTA
is different: (i) the level of intra-regional trade is much smaller than that in
Europe; (ii) external markets, in Asia and Europe, continue to play a very
important role for NAFTA’s member countries. Finally, regional trends in
East Asia provide a third different pattern. Regional economic integration
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Table 8.2. Shares of intra-regional trade of the three regional groupings
(percentage)

IMPORT EXPORT

1970 1985 1995 1970 1985 1995

EUROPE*
Towards
NAFTA 12.3 9.1 9.1 9.6 11.3 7.8
ASIA 3.6 6.7 10.4 3.5 4.5 8.1
EUROPE 64.6 65.8 69.6 70.3 68.0 70.2

ASIA*
Towards
NAFTA 28.3 21.6 19.1 32.1 37.3 25.2
ASIA 30.0 40.2 51.5 32.0 32.8 48.8
EUROPE 14.5 11.9 15.5 17.0 14.0 16.0

NAFTA*
Towards
NAFTA 42.1 34.0 37.8 36.8 44.5 46.2
ASIA 17.4 30.9 33.2 14.0 17.2 22.7
EUROPE 24.9 21.5 17.8 28.8 20.3 18.0

Notes:
* Declaring area.
ASIA: Japan, NICs in ASIA (Hong Kong, Singapore, Korea, Taiwan), Malaysia,
Philippines, Thailand, Indonesia, China.
Source: SIE World Trade Data Base.



has been under way since the second half of the 1980s mostly as a result of
firm strategies and the restructuring of Japan and NICs economies’ (Urata,
1993). Moreover, in the case of Asia data uncover a rapidly increasing
regional orientation of trade in recent years.

To sum up, although data display great differences between the structure
and dynamics of the three regions, they confirm a consolidation of intra-
regional trade in the more recent period. On the other hand, the evolution
of the three regional groupings tends to reinforce a regional dynamics of
competition in the new global environment rather than strengthening pro-
tectionist trends in classical terms.

3 Trade specialisation of the United States, Japan and the European Union

As pointed out, the idea is that globalisation, international competition,
and regional integration naturally operate to produce convergence across
nations in the structures of production and of the economy at large in the
most advanced countries. Variations may be found from country to
country, because of different historical roots, but such differences fade over
time, giving way to common economic structures.

In terms of trade relations, this implies a significant trend towards con-
vergence of trade specialisation of major national economies in the new
global competitive environment. This section and the next assess whether
this trend exists and its nature.

To evaluate specialisation patterns of the EU, Japan and the United
States, our analysis uses a long-term approach (1970–95) trying to depict
overall stylised facts with regard to major changes in industrial trade
specialisation and innovation capabilities. In this respect, to analyse the
relationship between technological capability and international trade
specialisation of all major economies, following work by Pavitt (1984), a
taxonomy of industrial sectors is used with reference to different features
of technology (Guerrieri, 1993, 1997). It identifies six type of industries:
primary resource-intensive, supplier-dominated or traditional sectors, science
based, scale-intensive, specialised suppliers plus the group of food industries
that is considered separately. Each type represents a different style of
technological learning.

In the natural resource-intensive group the availability of abundant raw
materials strongly influences production localisation choice and countries’
comparative advantage (e.g., petroleum, refineries, non-ferrous metal basic
industries, pulp and paper); the group of ‘supplier-dominated’ (traditional)
sectors encompasses the more traditional consumer and non-consumer
goods industries such as textiles, clothing, furniture, leather and shoes,
ceramics, the simplest metal products. Both sectors are net purchasers of
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process innovations and innovative intermediate inputs from other suppli-
ers of productive equipment and materials since technical change mostly
comes from suppliers of machinery and other production equipment. So,
in both sectors technology is easily accessible, and international technology
transfers are relatively easy, and factor endowments have a major influence
on the generation of comparative advantages. Furthermore, firms’
competitiveness is notably sensitive to price factors, although in a few tradi-
tional sectors it is also influenced by ‘non-price factors’ such as product
design and quality.

Scale-intensive sectors, such as automobiles, certain consumer electronics
and consumer durables, and the rubber and steel industries, include typical
oligopolistic large firm industries, with high capital intensity, wide
economies of scale and learning, high technical or managerial complexity
and significant in-house technological accumulation through design and
production engineering operating experience. Process and product tech-
nologies therefore develop incrementally.

Specialised-suppliers, which include most producers of machinery, com-
ponents and software in mechanical engineering and control instrumenta-
tion (such as the machinery for specialised industries) are characterised by
high diversification of supply, high ‘economies of scope’, relatively medium
to small companies and a notable capacity for product innovation that
enters most sectors of scale-intensive and supplier-dominated groups as
capital inputs (Rosenberg, 1976; 1982; Von Hippel, 1988).

Finally, the so-called ‘science-based’ sectors include industries such as
fine chemicals, electronic components, telecommunications and aerospace,
which are all characterised by innovative activities directly linked to high
R&D expenditures and academic research; a large number of other sectors
heavily rely on them as capital or intermediate inputs, and their product
innovations generate broad spillover effects on the whole economic system
(OECD, 1992).

In these three categories of products (science-based, scale-intensive,
specialised suppliers) comparative and absolute advantages are dominated
by technological activities, as shown by many studies (Soete, 1987;
Fagerberg, 1988; Dosi, Pavitt and Soete, 1990; Amendola, Guerrieri,
Padoan, 1992; Lall, 1995).

The industrial taxonomy is completed by grouping all the other non-
industrial products into three broad economic categories (agricultural
product and raw materials, fuels, other raw materials) for a total of nine
product groups (see appendix).

One should point out that the above taxonomy is related to the findings
of the theoretical and empirical literature on technological change over the
past 15 years (Freeman and Soete, 1997). Technological capabilities and
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innovative activities are widely recognised as key factors driving the inter-
national trade performance and competitiveness of single countries.
According to recent innovation theory, innovative activity is a cumulative
process which is both country and firm specific, since it is differentiated in
both its technical characteristics and its market application. Processes of
technological change tend to assume varying sectoral features, in terms of
differences in technological opportunities, sources and appropriability
conditions. In this respect, the linkages between various industrial sectors
assume great importance, i.e., in terms of innovation user–producer rela-
tionships. Technological change also affects these structural linkages and,
through them, affects the competitiveness of each sector, and hence of the
industrial system as a whole. On the other hand, uncertainty, bounded
rationality and localised learning dominate microeconomic behaviour and
the dynamic world of technological change.

This taxonomy is applied to an original trade database (SIE – World
Trade) based on the United Nations and OECD statistical sources (450
product classes, 98 sectors and 25 commodity groups) for more than 80
countries (OECDs, NICs, ex-CMEA and LDCs), which allows us to
analyse the changing pattern of world trade at a rather disaggregated level.

In order to individuate the countries’ specialisation patterns and their
changes over time, we use the contribution to trade balance as an indicator
of countries’ trade specialisation or revealed comparative advantage.
Unlike the more-used Balassa indicator for RCA which is based exclusively
on exports, this indicator also takes imports into consideration as a
measure of a country’s specialisation.

The formula is the following:

(Xij�Mij) (Xi�Mi) (Xij�Mij)
CTBj� � * *  100[

(Xi�Mi)/2 (Xi�Mi)/2 (Xi�Mi)
]

with Xij = exports of product j of country i; Mij = imports of product j
of country i; Xi = total exports of country i and Mi = total imports of
country i.

In practice, values greater than 0 (less than 0) of the CTB indicator iden-
tify those sectors which give a contribution to the overall trade balance
which is higher (lower) than their percentage share in the country’s total
trade, thus revealing sectors of specialisation (despecialisation) in a country
(CEPII, 1983; Guerrieri, 1993).

At a glance, the pattern of specialisation of the EU countries as a whole
mostly reflects a relative stable pattern over time (table 8.3). European
industry maintained highly stable comparative advantages in many chem-
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ical and mechanical sectors belonging to specialised-supplier and scale-
intensive groups. In particular EU specialisation increased in basic metals
and mechanical engineering, such as machine-tools and machinery for
specialised industries; the latter, it must be recalled, continue to represent
vital investment goods for many manufacturing industries (Patel and
Pavitt, 1994). One should note, however, that in scale-intensive (chemical,
auto, electric and electronic consumer goods, etc.) and specialised-supplier
sectors (mechanical engineering) market shares of the EU were very high
in the past but have been significantly decreasing during the last one and
half decades, especially in the first half of the 1990s (Guerrieri, 1997).

In contrast to these areas of relative strength, EU specialisation patterns
reveal a declining trend in traditional sectors, and especially in the science-
based industries, particularly in microelectronics and in ‘information tech-
nology’ hardware. This weakness should not be underestimated, as
electronic products represent vital inputs in the current manufacturing
restructuring of all major countries.

In traditional and science-based sectors the EU has also suffered the
heaviest losses on both domestic and world markets (Guerrieri, 1997). In
traditional products (textile, apparel, leather, footwear, furniture, etc.) there
was a dramatic decrease in the EU market shares mostly to the advantage
of the NICs in Asia and, more recently, China; a loss that should be con-
sidered to a large extent unavoidable given the upsurge in these labour-
intensive sectors of a large group of new industrialising countries over the
past decade.

On the other hand, in science-based sectors the EU competitive position,
relatively strong in the past, experienced a net deterioration in the period
considered here. The EU countries suffered dramatic decrease in their
world market shares during the first half of the 1980s and especially in the
first part of the current decade (Guerrieri, 1997; Guerrieri and Milana,
1995). These negative trends affected all EU major countries, including
Germany, that confirms its specific weakness in this area (Guerrieri and
Milana, 1995).

Foodstuffs and the food industry constitute a special case as they
increased their positive contribution to the EU trade balance, thanks
mainly to the strong protectionist attitude of European agricultural policy
(CAP). Especially in the food industry, the competitive position of the EU
was very strong in the past and improved substantially in the period con-
sidered here through a huge increase in market shares (Guerrieri, 1997).

The relative stability of the EU specialisation patterns strongly contrasts
with the dynamic changes characterising the Japanese specialisation-com-
petitive position in the same period (table 8.3). In the early 1970s, the scale-
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Table 8.3. Patterns of trade specialisation*: United States, Japan and the
EU

Change in the share
1970–3 1980–3 1992–5 1995 to 1970

UNITED STATES
Agricultural products 10.3 10.8 3.9 �6.4
Fuels �3.0 �19.6 �6.4 �3.3
Other raw materials �1.4 �0.2 0.1 1.4
Resource-intensive ind. �5.8 �4.0 �0.5 5.2

Food ind. �3.2 0.7 2.0 5.3
Traditional ind. �9.6 �5.8 �9.5 0.1
Scale-intensive ind. �6.5 �3.1 �3.9 2.5
Specialised supplier ind. 9.8 7.6 3.6 �6.1
Science-based ind. 11.5 12.9 9.5 �2.1

Others �2.2 0.8 1.2 3.3

JAPAN
Agricultural products �24.8 �14.4 �12.5 12.3
Fuels �19.1 �44.9 �16.3 2.8
Other raw materials �11.8 �5.3 �2.9 8.8
Resource-intensive ind. �7.6 �7.5 �5.1 2.4

Food ind. �4.1 �3.4 �7.6 �3.6
Traditional ind. 9.7 3.9 �9.8 �19.5
Scale-intensive ind. 46.3 47.7 24.7 �21.6
Specialised supplier ind. 5.9 11.9 12.4 6.5
Science-based ind. 4.9 11.6 17.8 12.9

Others 0.5 0.3 �0.6 �1.1

EU (15)
Agricultural products �6.0 �3.4 �1.9 4.1
Fuels �8.1 �14.3 �4.2 3.9
Other raw materials �1.7 �1.2 �0.6 1.1
Resource-intensive ind. �1.8 �0.8 �0.5 1.3

Food ind. �1.0 1.1 0.8 1.8
Traditional ind. 3.1 2.3 �0.4 �3.5
Scale-intensive ind. 9.5 8.7 3.3 �6.2
Specialised supplier ind. 4.9 5.1 3.6 �1.3
Science-based ind. 1.4 1.8 �0.3 �1.7

Others �0.3 0.7 0.2 0.5

Notes:
Indicator of comparative advantage (>0) or disavantage (<0). For the formula see
text.
* Average value in each sub-period.
Source: SIE, World Trade Data Base.



intensive and traditional sectors represented the strong points (comparative
advantages) of the Japanese specialization patterns. Since then, the latter
has been characterised by a dynamic reallocation of productive resources,
oriented towards a sharp strengthening of special-supplier and science-
based sectors in the past decade. In contrast, scale-intensive sector
contributions to the trade balance have been decreasing, and traditional
sectors have greatly changed their role.

The difference in EU specialisation compared with that of the US is also
very pronounced (table 8.3). US comparative advantages have been and are
increasingly concentrated in R&D-intensity product groups (science-
based), confirming the high-level scientific research capability and the large
availability of ‘primary’ innovation of the US industry. The nature of the
relation, however, between the strengthening of US specialisation in R&D-
intensive products and the overall trade (industrial) US performance is far
from being clear. One should also note the sharp decrease in the positive
contribution to the US trade balance (ICTB) of the specialised-supplier
sectors, such as mechanical engineering, although they were able to main-
tain positive comparative advantage by the mid 1990s.

The above evidence clearly shows the growing heterogeneity and
differences in terms of performances and specialisations of the three major
advanced economic poles (Europe, US and Japan). It also displays that the
three areas continue to be characterised by significantly different patterns
of trade composition and specialisation. Each major area has a very
different sectoral pattern of technological and trade advantage (dis-
advantage), and these patterns show on average considerable stability over
time and no sign of convergence across the three economic areas.

It follows that in the new global environment, whilst market forces are
indeed very important, nations have continued to play a significant role in
corporate strategies, including those of transnational corporations. In other
words, the structural features of national economies such as production and
management organisation, technical infrastructure and other institutional
factors, have continued to exert a significant influence on firms’ per-
formances. Even more so that the new global competition has more and
more blurred the distinction between international and domestic policies,
determining both a diminished autonomy of national policies, as well as
wider cross-border spillovers of domestic (innovation, competition and
industrial) policies (Gourevitch and Guerrieri eds., 1993). The terms of
‘structural competitiveness’ and ‘national system of innovations’, as already
pointed out, have been used to assess these national specificities (Porter,
1990; Nelson ed., 1993; OECD, 1992; Edquist ed., 1997). Not surprisingly
they point out that differences in national technological capabilities endure.
The deep changes in the competitive positions of major countries and areas
during the past decade can be interpreted in this perspective.
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4 Individual European countries’ trade specialisation patterns

The EU overall trend is only an average pattern and masks the sharp
differences that have characterised the trade specialisation patterns of indi-
vidual EU countries.

Germany’s relatively stable pattern of specialisation is based on a rela-
tively wide range of industries including both scale-intensive industries
(especially motor vehicles and transportation equipment, chemicals and
related products) and specialised-supplier sectors (metalworking machin-
ery, special and general industrial machinery – mechanical engineering
generally) (table 8.4). In comparison with the other two more advanced
economic poles, the US and Japan, German specialisation shows relatively
poor performance in those science-base products of key importance for
‘primary’ innovation such as electronics (table 8.4). Furthermore, the
German economy registered a significant deterioration in its overall com-
petitive position in manufactured products, that has continued in the first
half of the 1990s and has been concentrated especially in the extra-EU
markets (Guerrieri, 1997).

The United Kingdom, on the other hand, had a distinctly negative trade
performance, having registered the largest net losses in market shares over
the period considered here, which have been spread across a wide range of
industries (Guerrieri, 1997). This deterioration in competitiveness is only
partially reflected in the unfavourable evolution of specialisation patterns
for the same period, especially in scale-intensive and specialised-supplier
sectors. Comparative advantage indicators maintained high positive values
in science-based sectors, especially in chemical and pharmaceutical indus-
tries where also the British competitive position was and has remained very
strong (table 8.4).

The French economy, unlike other European economies, is characterised
by an overall low level of trade specialisation (table 8.4). Many significant
qualitative and quantitative changes have been occurring in its comparative
advantage structure in the period considered here. Science-based (high
R&D-intensity) sectors have emerged as new strong points of French
specialisation, with a transfer of resources to these new activities largely
made through major public programs. But so far there has been limited
diffusion of technological skill and capabilities outside their sector of
origin. Thus, net losses have been experienced in most specialised supplier
sectors and involved many sophisticated goods belonging to the machinery
industries (Guerrieri, 1997).

Among the northern European countries, Sweden has been able to
achieve significant specialisation in a small set of technologically inter-
related industries, mostly producing capital and intermediate goods. The
list includes a wide variety of specialised-supplier industries (in mechanical
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Table 8.4. Patterns of trade specialisation*: Germany, France and the
United Kingdom

Change in the share
1970–3 1980–3 1992–5 1995 to 1970

GERMANY
Agricultural products �10.8 �6.8 �3.8 7.0
Fuels �5.8 �14.7 �4.9 1.0
Other raw materials �2.9 �1.7 �0.8 2.1
Resource-intensive ind. �6.4 �5.9 �2.2 4.1

Food ind. �5.7 �1.6 �1.6 4.1
Traditional ind. �2.9 �2.5 �5.5 �2.6
Scale-intensive ind. 16.9 18.0 10.0 �6.9
Specialised supplier ind. 14.5 10.8 8.5 �6.0
Science-based ind. 5.3 3.6 0.7 �4.6

Others �2.0 0.8 �0.3 1.7

FRANCE
Agricultural products �0.7 1.5 0.9 1.6
Fuels �11.1 �21.6 �5.7 5.3
Other raw materials �1.4 �0.8 �0.4 1.0
Resource-intensive ind. �3.5 �2.0 �2.2 1.3

Food ind. 2.8 3.8 2.9 0.1
Traditional ind. 3.0 �0.2 �3.7 �6.7
Scale-intensive ind. 11.3 13.1 3.8 �7.5
Specialised supplier ind. �0.2 2.7 �0.1 0.0
Science-based ind. �0.3 3.1 2.7 3.0

Others 0.0 0.4 1.9 1.8

UNITED KINGDOM
Agricultural products �9.9 �4.1 �2.2 7.8
Fuels �8.4 5.5 1.4 9.8
Other raw materials �2.4 �1.6 �0.5 1.8
Resource-intensive ind. �5.0 �2.7 �0.6 4.4

Food ind. �7.8 �3.0 �1.0 6.8
Traditional ind. 2.3 �4.2 �4.5 �6.8
Scale-intensive ind. 14.3 0.8 1.2 �13.1
Specialised supplier ind. 8.6 4.4 1.9 �6.7
Science-based ind. 6.8 3.9 3.8 �2.9

Others 1.5 1.0 0.4 �1.1

Notes:
Indicator of comparative advantage (>0) or disavantage (<0). For the formula see
text.
* Average value in each sub-period.
Source: SIE, World Trade Data Base.



engineering areas), and many types of scale-intensive goods (such as ship-
building), along with both a group of natural resource-intensive industries
(like pulp and paper) (table 8.5). Yet the evolution of the Swedish trade and
specialisation performance, especially in the most recent period, shows a
relatively negative trend. Swedish industry has been continuously losing
shares in world exports, which are spread across all the most sophisticated
technological sectors and which seem to indicate ongoing difficulties in the
restructuring and upgrading of trade and technological specialisation of
the Swedish economy (table 8.5).

Italy distinguishes its position in the EU by its highly heterogeneous
specialisation pattern with respect to the other major member countries.
Italy has done well in the set of industries where it has traditionally been
strong, especially in traditional goods (‘other industrial products’), and has
shown strengthening specialisation and competitiveness in a number of
mechanical engineering areas, particularly specialised-supplier sectors, like
special industrial machinery, and metal working machinery. This was the
result of the process of extensive restructuring in Italian industry in the past
decade, based largely on application and diffusion of mostly imported tech-
nology, which also allowed some so-called mature sectors to be revitalised.
In contrast, Italy is generally losing position in sectors where it has been
weak, as in many science-based goods (like electronics) and in scale-inten-
sive goods (especially chemicals and related products), with negative
implications for the future position of Italian industry in the world
economy (table 8.5).

The specialisation pattern of Spain, unlike that of Italy and other south-
ern member countries, has been characterised by significant changes which
have modified its comparative advantage structure in the period considered
here. Traditional industries, such as textiles, clothing, footwear and so on,
have encountered increasing difficulties from the new Asian competition
which drastically decreased their contribution to Spain’s specialisation. The
food industry, the other strong point of Spanish trade specialisation in the
1970s, has also suffered a decreasing trend in the last ten years, while scale-
intensive and, to a much lesser extent, resource-intensive goods, have
emerged and gradually consolidated over the past decade their capability
of providing sound comparative advantages. Finally, the highly external
dependence of Spain on science-based goods has been confirmed, especially
in recent years (table 8.5).

To sum up, although the variance of trade specialisation is diminished in
most EU countries, both inter-country and inter-industry differences
appear to be very important in the EU in shaping national specificities in
terms of national competitive advantage and disadvantage. Each major
European country has a very different sectoral pattern of technological and
trade advantage (disadvantage), and national patterns show on average
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Table 8.5. Patterns of trade specialisation*: Sweden, Italy and Spain

Change in the share
1970–3 1980–3 1992–5 1995 to 1970

SWEDEN
Agricultural products �2.8 �3.4 �3.3 �0.6
Fuels �3.2 �13.0 �5.5 �2.3
Other raw materials 2.5 0.6 0.5 �2.0
Resource-intensive ind. 5.4 5.3 8.0 2.6

Food ind. �3.7 �2.0 �3.2 0.5
Traditional ind. �1.6 �0.1 �3.1 �1.5
Scale-intensive ind. 2.8 7.9 5.7 2.9
Specialised supplier ind. 1.3 4.8 2.8 1.5
Science-based ind. �0.8 �0.4 �2.6 �1.8

Others 0.0 0.3 0.8 0.8

ITALY
Agricultural products �10.9 �6.3 �4.6 6.2
Fuels �14.1 �25.6 �6.0 8.0
Other raw materials �1.5 �1.0 �0.8 0.7
Resource-intensive ind. �0.1 �1.5 �3.5 �3.4

Food ind. �5.7 �2.7 �2.9 2.8
Traditional ind. 19.1 22.2 19.7 0.6
Scale-intensive ind. 6.3 4.5 �4.8 �11.1
Specialised supplier ind. 6.9 10.0 10.5 3.5
Science-based ind. 0.8 0.4 �4.3 �5.1

Others �0.8 0.1 �3.2 �2.4

SPAIN
Agricultural products 0.0 �2.5 1.1 1.0
Fuels �12.2 �33.6 �7.8 4.5
Other raw materials �1.9 �1.6 �0.6 1.3
Resource-intensive ind. 0.2 4.3 0.9 0.8

Food ind. 10.6 5.8 0.7 �9.8
Traditional ind. 16.4 15.2 2.6 �13.8
Scale-intensive ind. 3.5 16.0 9.4 5.9
Specialised supplier ind. �6.8 1.1 �1.4 5.4
Science-based ind. �8.5 �3.9 �5.3 3.2

Others �1.2 �0.7 0.4 1.6

Notes:
Indicator of comparative advantage (>0) or disavantage (<0). For the formula see
text.
* Average value in each sub-period.
Source: SIE, World Trade Data Base.



considerable stability over time. There is also a persistent significant
north–south difference in the specialisation patterns within the EU. Rich
countries in the north of the Community rely on specialisation patterns
characterised by relatively technologically advanced sectors, whereas in the
countries in the south labour-intensive traditional sectors still constitute the
key sources of their competitive advantages.

5 National specificities and global competition

The current wave of globalisation has revived debates about the effect of
growing economic interdependence on national economic diversities and
specificities. This chapter starts from this trend towards globalisation to
show the radical change produced by the latter on the dynamics of world
trading relations. In this respect, three facts have been stressed: the
simultaneous rise in foreign direct investment and trade, the changing
composition of world trade and the increasing regionalisation of trade
flows.

As to the impact of the globalisation of economic activity on trade
specialisation and performances at the national level, the evidence reported
in this chapter shows that the prediction of the end of national specificities
should be taken with great caution.

Certainly, the evidence here reported is indicative of complex trends in
trade performance and specialisation which cannot be unequivocally inter-
preted, but two trends should be stressed.

The first pertains to the growing heterogeneity and differences in terms
of performances and specialisations of the three major advanced
economies (Europe, US and Japan). The three areas continue to be
characterised by significantly different patterns of trade composition and
specialization. Each major area has a very different sectoral pattern of
technological and trade advantage (disadvantage), and these patterns show
on average considerable stability over time. All that seems to confirm that
domestic innovative activities are still a major determinant for specialisa-
tion and competitiveness, and that although technology may have become
more internationally mobile, geographical proximity continues to play a
very significant role for knowledge flows (Porter, 1990; Guerrieri and
Tylecote, 1997; Sjoholm, 1996).

The second point is that this is true also within Europe, where although
the variance of trade specialisation is diminished in most EU countries,
both inter-country and inter-industry differences appear to be very impor-
tant in shaping national specificities in terms of national competitive
advantage and disadvantage. Each European country succeeds not in iso-
lated sectors, but in clusters of sectors connected through vertical and hor-
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izontal relationships at technological and production levels. Furthermore,
each major European country has a very different sectoral pattern of
technological and trade advantage (disadvantage), and national patterns
show on average considerable stability over time. There is also a persistent
significant north–south difference in the specialisation patterns within the
EU.

In all cases firms and sectors integrated within world trade seem to
display in general very different national specialisation patterns to cope
with the challenge of global competitiveness at the world level.

To sum up the evidence reported here, seems to confirm the contentions
of those who have argued that while the trend towards globalisation might
appear to reduce the importance of nations, lower obstacles to trade and
fewer distortions to competition make nation-specific factors even more
important to firm and nation competitive success (Porter, 1990; Lundvall,
1993; Davies, 1996; Archibugi and Michie eds., 1997).

In other words, the current phase of global competition does not affect
only firms, but also national and regional systems. In the new environment,
whilst market forces are indeed very important, nations have continued to
play a significant role in corporate strategies, including those of transna-
tional corporations. Therefore, the structural features of national
economies such as production and management organisation, technical
infrastructure and other institutional factors, have continued to exert a
significant influence on firms’ performances. The terms of ‘structural com-
petitiveness’ and ‘national systems of innovations’ have been used to assess
these national specificities. They point out that differences in national
technological capabilities endure. On the other hand, if we assume that
uncertainty, bounded rationality and localised learning dominate micro-
economic behaviour and the dynamic world of technological change, then
at the national level the drive towards standardisation and convergence
could be rather limited, and several productive configurations may coexist
even over the long run. So, nation states and national economies are still
essential elements of economic analysis. The trade specialisation trends of
major countries and areas during the past decade can be interpreted in this
perspective.

Appendix: SIE, World Trade Data Base

The foreign trade statistics used in this chapter stem from the SIE, World
Trade data base, which provides detailed information on exports and
imports of 83 countries with respect to 450 product groups, 98 sectors, 25
broad commodity groups and five main product categories. The data base
includes trade statistics with respect to the 26 OECD countries, the newly
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industrialising countries (NICs), the other developing countries and the
former CMEA countries, and makes it possible to examine and analyse the
entire world trade matrix. The source for the basic trade statistics of the SIE
World Trade database are the tapes of the OECD and UN.

The SIE database is organised in different product group classifications
at various levels of disaggregation (450 product groups, 98 sectors, 25 cat-
egories, five branches) according to the three Standard International Trade
Classifications (SITC), Revised, Revision 2, Revision 3, defined by the
Statistical Office of the UN (1961, 1975, 1985 as to the periods 1961–75,
1978–87, 1988 on).

The broad product group classifications used in this chapter are based on
the 450 product groups of the SIE, World Trade. A summary list of the
product groups included in each class of products is provided below:

1 Food items and agricultural raw materials (41 product groups): food –
live animals – animal oil and fats – natural rubber – vegetable and
animal textile fibres – cork and wood – skins

2 Fuels (4 product groups): coal – petroleum oil – gas
3 Other raw materials (17 product groups): iron ore – ores of base metals

– other crude minerals
4 Food industry (36 product groups): meat and meat preparations – dairy

products – vegetable and fruit preparations – cereal preparations – sugar
preparations – other edible products

5 Science based (59 product groups): synthetic organic dyestuffs – radio-
active and associated materials – polymerisation and co-polymerisation
products – antibiotics and other pharmaceutical products – nuclear
reactors – automatic data processing machines and units – tele-
communications equipment – semiconductor devices – electronic micro-
circuits – electronic measuring instruments – electric power machinery
and apparatus – internal combustion piston engines – aircraft and asso-
ciated equipment – medical instruments – optical instruments – photo-
graphic apparatus and equipment

6 Scale intensive (88 product groups): organic chemicals – inorganic
chemical products – other chemical materials and products – medicinal
and pharmaceutical products – rubber manufactures – iron and steel –
television, radio, other image-sound recorder and reproducers – house-
hold type electrical equipment – ships and boats – railway vehicles and
equipment – road vehicles

7 Specialised suppliers (43 product groups): agricultural machinery –
machine tools for working metals – metal working machinery – other
machine tools for specialised particular industries – construction and
mining machinery – textile and leather machinery – paper and paper-
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board machinery – other machinery for specialised particular industries
– other general industrial machinery and equipment – electrical equip-
ment and components – measuring, checking, analysing instruments –
optical goods – other miscellaneous products

8 Resource intensive (18): paper and paperboard – petroleum products –
non-metallic mineral manufactures – non-ferrous metal products

9 Traditionals or supplier dominated (76 product groups): textile products
– articles of apparel and clothing accessories – leather manufactures –
footwear – wood manufactures – furniture – paper and printed products
– articles of ceramic materials – glass products – miscellaneous manu-
factures of metal (structures, tools, cutlery and other articles) – jew-
ellery, goldsmiths – imitation jewellery – musical instruments – sporting
goods – toys and games – other miscellaneous products

10 Residuals: other product groups n.e.s.

Note

The research leading to this paper has been supported by the TSER Project,
‘Technology, Economic Integration and Social Cohesion’, and the University of
Rome ‘La Sapienza’ within the project ‘Crescita e competitività internazionale in
un sistema di interdipendenze tecnologiche’ (Growth and international
competitiveness in a system of technological interdependences).
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PART III

Globalisation and economic
performance





9 The political economy of
globalisation

    

What is called globalisation is changing the notion of the nation state as power
becomes more diffuse and borders more porous. Technological change is reducing
the power and capacity of government to control its domestic economy free from
external influence.
Tony Blair, Leader of the British Labour Party, speaking to Executives of Rupert
Murdoch’s News Corporation.1

The plain fact is that the nation state as it has existed for nearly two centuries is
being undermined. . . . The ability of national governments to decide their exchange
rate, interest rate, trade flows, investment and output has been savagely crippled by
market forces.
Nigel Lawson, former UK Chancellor of the Exchequer.2

Introduction

The process of globalisation – whether just of technology or of the economy
more generally – has profound implications for the conduct of economic
policy. Yet there is still little clarity over what the term ‘globalisation’
signifies; over the extent to which the process it denotes has developed; or
over the implications of any of this for government economic policy.

The powerless state perspective characterises the world economy as a truly
global system which has undermined the ability of national governments to
implement effective independent policies (Ohmae, 1990, 1993, 1995).

This view has been challenged, for example, by Hirst and Thompson
(1996). However, most such critiques accept the basic premises that, firstly,
there has been some increase in globalisation – it is only the extent of the
increase which is questioned; and, secondly, that to the extent that the
degree of globalisation has increased, the scope for government action is
thereby diminished – again, it is only the degree to which government policy
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has become less effective which is disputed.3 We take a rather different
approach. On the first of the above two premises, we have argued elsewhere
that there has been some increase in globalisation, but that this process has
been both exaggerated and rather unspecified (see Kitson and Michie,
1995a, 1995b). But there is no logical reason for the second premise to nec-
essarily follow from the first; and we would argue that it does not. Certainly,
an increase in globalisation does make less effective various national eco-
nomic policy instruments. But this cannot be read off automatically; there
are certain aspects of globalisation which may allow national economic
policy to be pursued more effectively. More importantly, the degree of
difficulty in pursuing policy at the national level should be separated
analytically from the question of its desirability; even if the implementation
of policy has become more difficult, this does not in itself necessarily make
it any less desirable or important. And there are certainly aspects of policy
– such as the creation of international institutional arrangements, or the
pursuit of competitive advantage – where policy at the national level has
become more important and desirable. If the pursuit of such policy has
become more difficult then the appropriate conclusion might be the precise
opposite of the one normally asserted or accepted in such discussion.
Rather than government intervention having become outdated, it may be
that to see through the necessary policy will require more far-reaching and
radical intervention on the part of national governments than would have
been the case in the previous, easier circumstances.

This chapter thus argues that there are indeed trends towards increased
globalisation, and that these changes are having an adverse impact on the
economic performance of some countries – there are 'winners and losers’.4

This indicates a need for increased intervention by nation states to main-
tain and improve economic performance in an increasingly integrated
world economy. Although the analysis in this chapter is primarily con-
cerned with the performance of industrialised countries, many of the pro-
cesses will also apply to developing countries.

The chapter is organised into three parts. Section 1 considers the trends
and patterns of economic globalisation, and of the globalisation of tech-
nology. Section 2 considers the link between increased openness – in terms
of the growth in international trade – and economic performance. Section
3 considers the implications for national economic policy. We then con-
clude by considering whether the apparent contradiction between the
globalisation of technology, on the one hand, and national systems of
innovation, on the other, has any parallels with the literature on the
implications of the globalisation of the economy more generally for
national economic policy.
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1 Trends and patterns in globalisation

The concept of globalisation has been applied to a wide variety of variables
– including social, political and cultural. Here we adopt a narrower focus,
setting the globalisation of technology within the context of economic
globalisation and in particular the growth of international trade.

Economic globalisation

A number of recent studies have suggested that the world economy is no
more open to world trade now than it was before the World War One (Hirst
and Thompson, 1996; Wes, 1996). Although this may be correct in the case
of certain individual nations, it is wrong for the world economy as a whole.
That said, the process of increased global integration has been erratic and
has been punctured by periodic crises, the formation of regional trading
blocs and shifting world economic leadership (see Kitson and Michie,
1995a).

During the 1870 – 1913 period there was an almost continual increase in
world trade and world output. As shown in table 9.1 world trade increased
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Table 9.1. Growth of world output and world trade, 1870–1990
(annual % growth rates, calculated peak to peak)

Output Trade

Pre-WW1: 1870–1913 2.7 3.5

Inter-war: 1913–37 1.8 1.3
1913–29 2.3 2.2
1929–37 0.8 0.4

Post-war: 1950–90 3.9 5.8
1950–73 4.7 7.2
1973–90 2.8 3.9

Sources: Authors’ calculations from the following:
World Trade – based on volume of world exports from:
1870–1913 – Lewis (1981), appendix III, table 4;
1913–1950 – Maddison (1962), table 25;
1950–1991 – Wells (1993), appendix.
World Output – based on constant price GDP series from:
1870–1950 – Maddison (1991), table 4.7 (computed from annual growth
rates of sixteen countries);
1950–1990 – Wells (1993), appendix.



by an average of 3.5 per cent per annum whereas world output increased by
an average of 2.7 per cent per annum. There were cyclical variations in
trade5 and output and significant differences in national growth rates but
only in four years did world trade decline (1885, 1892, 1900 and 1908) and
only in three years did world output decline (1876, 1893 and 1908).

The interdependence between world trade and growth is indicated by the
high positive correlation between the two variables. Additionally, despite
some significant downturns during the early 1890s and at the turn of the
century, the world economy was becoming progressively more open.
Evidence of the volatility of the growth rates of output and trade is pre-
sented in table 9.2 which gives figures on absolute dispersion (the standard
deviation) and relative dispersion (the coefficient of variation). The long-
term perspective suggests that trade growth during this period was less
volatile than during the disrupted period of the 1930s and the post-Bretton
Woods period but was relatively more volatile than during the Bretton
Woods period itself. Similarly, output growth was less volatile than during
the turbulent 1930s but was more volatile than during the entire post-World
War Two period, including post-1973.6

Discontinuities in growth and trade characterise the interwar period,
with the relative stability of the 1920s followed by the turbulence of the
1930s. As shown in table 9.1, during the 1913–29 period world trade grew
at an average annual rate of 1.3 per cent, whereas output grew at an average
annual rate of 1.8 per cent. Much of this slow growth can be explained by
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Table 9.2. The growth and volatility of world output and world trade,
1870–1990

Output Trade

Mean Mean
average standard Coefficient Average Standard Coefficient
growth deviation of growth deviation of
rate (%) (%) variation rate (%) (%) growth

Pre-WW1: 1870–1913 2.8 2.1 0.75 3.6 2.5 0.71

Inter-war: 1924–37 2.1 4.8 2.26 2.2 7.5 3.48
1924–29 3.7 0.8 0.22 5.7 2.2 0.39
1929–37 1.3 5.9 4.53 0.5 8.5 16.65

Post-war: 1950–90 3.9 1.8 0.45 5.9 4.6 0.78
1950–73 4.7 1.6 0.34 7.5 4.2 0.56
1973–90 3.1 1.6 0.53 4.5 4.9 1.09

Sources: As table 9.1.



the disruptions and dislocations of World War One. The international
trading system was in considerable disarray and only recovered slowly; by
1924 the volume of world trade was only 7 per cent above the 1913 level.
From 1924 onwards output and trade grew at a faster rate and experienced
less volatility than in the pre-1913 period.

During the 1930s, or more precisely from 1929, the world economy
suffered severe disruptions. The Great Depression of 1929–32 was the most
severe depression in the world economy since the Industrial Revolution.
During these three years world trade collapsed at an average annual rate of
9.9 per cent and world output declined at an average annual rate of 6.2 per
cent. The disintegration of the world trading system was reflected in a
movement towards a more closed world economy, a reversal of the 1920s
trend towards increased openness. From 1932 there was a world recovery,
albeit one with large inter-country variations (see Kitson and Michie,
1994). During the period 1932–7, world output grew at an average annual
rate of 5.2 per cent and world trade at 5.8 per cent, although this failed to
return trade to its 1929 level. For the 1919–37 period as a whole, as shown
in tables 9.1 and 9.2, growth of output and trade was very slow and, as
expected given the experience of the Great Depression, highly volatile.

During the 1950–90 period world output and trade grew at a faster rate
than in any of the previous periods. As shown in table 9.1, world output
grew at an average annual rate of 3.9 per cent and world trade grew at an
average annual rate of 5.8 per cent. Only in one year (1982) did world output
fall;7 and only in four years did world trade fall (1952, 1958, 1975, 1982).

The post-war period can be broadly divided into two sub-periods. The
Bretton Woods period, from 1950 to 1973, and the post-1973 period. The
former witnessed a rapid growth of trade (average annual growth of 7.2 per
cent) and output (average annual growth of 4.7 per cent), with a significant
rise in the openness of the world economy. The openness indicator
increased at an average annual rate of 2.4 per cent during this period, three
times the increase during the pre-1913 period. In part this can be explained
by a catching-up process as the world economy adjusted from the disloca-
tions of World War Two: it was not until 1968 that openness reached the
level achieved in 1913. It also reflects, however, the increasing integration
of the world economy based on an effective and stable international trading
system. This integration promoted openness despite the growing contribu-
tion of non-tradable activity to domestic output in advanced economies.8

As shown in table 9.2, trade and output were less volatile during this period
than during any other period apart from the late 1920s. Moreover, compari-
son with the 1920s is not strictly appropriate as the Bretton Woods period
was significantly longer – the stability of the system over 23 years being
added testimony to its success.
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The collapse of the Bretton Woods system ushered in a period of slower
growth of world trade and output. From 1973 to 1990, world trade grew at
an average annual rate of 3.9 per cent, around half that achieved in the
Bretton Woods period, and output increased at an average annual rate of
2.8 per cent. Within this period there were major setbacks in the mid-1970s
and the early 1980s; the former caused by the first OPEC shock and the
latter by ‘OPEC 2’ and the ‘monetarist’ shock of the deflationary policies
being adopted in a number of the leading industrialised countries.9 The
impact of these disruptions was to severely impede the openness of the
world economy. The post-World War Two trend towards a more open
world economy was halted from the mid 1970s and only resumed from the
mid 1980s.

The issue of regionalism requires clarification and elaboration. The key
issues are, firstly, to what extent has the degree of regionalism in the world
economy increased; secondly, would such regionalism destroy or create
trade; and, thirdly, would it distort or promote multilateralism?
Regionalism can perhaps best be defined in terms of preferential regional
trade agreements (RTAs) amongst groups of countries, or trade within
broadly defined geographic regions such as Europe and North America. It
does seem to have emerged in the world economy in a significant way in two
periods: firstly in the 1930s and then again in the 1980s.

During the early 1930s the chaos in world markets led to an increased use
of discriminatory trade policies and the de facto formation of trading blocs,
usually centred on a dominant country. For countries such as the UK,
France, The Netherlands and Italy, a growing proportion of trade during
the 1930s was conducted with their respective Empires. Furthermore, cur-
rency blocs also grew in importance as countries sought exchange rate
stability and made extensive use of exchange rate agreements and dis-
criminatory exchange controls. However, despite the formation of trading
blocs – or perhaps because of it, due to the dispersed location of Empires
and Colonies – trade did not actually become regionalised on a geograph-
ical basis; the world did not see the development of ‘natural’ trading blocs.

The first post-World War Two wave of regionalism was from the mid
1950s with the establishment of the original European Economic
Community (EEC) and European Free Trade Area (EFTA). The 1980s saw
pressure for the formation of RTAs led by the United States which nego-
tiated a series of agreements culminating in the formation of the North
American Free Trade Area (NAFTA).10 It is too early to discern the impact
of the NAFTA agreement on intra-bloc trade. The evidence for the
European Community (EC, now European Union), however, does show a
rise in intra-bloc trade since 1960 although most of the increase occurred
in the period up to 1973 with a later spurt from the mid 1980s (Lloyd,

168 Michael Kitson and Jonathan Michie



1992).11 The intra-bloc share of the EFTA countries (the original six
members) showed a moderate increase up to the mid 1970s, followed by a
decline of a similar magnitude.

An alternative measure of regionalisation is the regional share of world
trade. Looking at the shares of world imports of the three principal RTA
blocs since 1960 shows that the combined shares of the European
Community and EFTA have not increased significantly over the period (the
total for all three regions jumps upwards in 1989 with the formation of the
Canada–United States free trade agreement). The share of the EC/EU has
increased but this reflects the expansion of membership (Lloyd, 1992).

In addition to the explicit role of RTAs, regionalism can occur through
the increased geographic concentration of trade. Attention has been
focused on the development of a tripolar world economy dominated by
North America, Europe and Japan and the ‘Asian Tigers’. There have been
contrasting trends in intra-bloc trade since 1960 in these three areas:
increasing in Europe and Asia but falling in North America since 1969
(Lloyd, 1992).12 The share of world imports of the three areas accounted
for nearly four fifths of world imports in 1989 – although it is noticeable
that this dominance dates at least from the start of the period. The share of
Europe has averaged over 40 per cent, although there was a fall from the
mid 1970s until the mid 1980s. The share of North America has been rela-
tively stable at around 16 per cent, although there was an increase in the
early 1980s. The most significant change has been the rapid growth of the
Asian share of world imports, almost doubling over the period. The evi-
dence provides some indication that both RTAs and the development of
geographical blocs has led to an increase in regionalism as both a defensive
and aggressive response to intensified international competition.

The leading nation in the world economy has shifted during different
epochs of international economic development. The pre-World War One
era saw Britain, the first industrialised economy, as the dominant economic
power. Increasingly, however, its relative position declined – the ‘diminished
giant’ syndrome (Bhagwati and Irwin, 1987) – with the rising economic
might of the US, Germany and others as 1914 approached. Table 9.3 indi-
cates that Britain’s share of the output of the world’s capitalist countries
(measured as the aggregate output of Maddison’s 16 capitalist countries)
declined from 21.5 per cent in 1870 to 15.3 per cent in 1913 whereas the US
share rose from 24.5 per cent to 40.8 per cent over the same period.13 In
addition, Britain’s share of exports from these countries declined from 37.2
per cent in 1870 to 27.0 per cent in 1913 (table 9.4).14 During the same
period the output of the US increased rapidly so that by 1913 its share of
the output of the capitalist countries was more than two and a half times
that of the UK. Furthermore, although Britain remained the largest
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exporter in 1913, its share of total exports was only 8 percentage points
greater than that of the US and only 6 percentage points greater than that
of Germany.

During the inter-war period Britain attempted to reimpose its hegemony,
but its long-run relative decline continued. By 1929 the US share of the
capitalist world’s GDP was four times that of Britain and it had overtaken
Britain as the world’s leading exporter.15 Britain could not maintain its
leading role in the international monetary system; indeed, it has been
argued that this, combined with the reluctance of the US to assume leader-
ship, resulted in global instability which exacerbated the depth and dura-
tion of the great depression (Kindleberger, 1973).16 What is certainly true is
that the post-World War Two ‘Golden Age of Capitalism’ was underpinned
by the strength of the US economy, with the dollar thereby being able to act
as the anchor to the international monetary system. As indicated in tables
9.3 and 9.4, by 1950 the US accounted for over half of GDP, and a third of
exports, of the capitalist countries. However, the growth of the world
economy and the emergence of other economies, in particular Germany
and Japan, was to undermine the US’s relative position. In 1973, when the
Bretton Woods system collapsed, the US share of output had fallen by 10
percentage points since 1950 and its share of exports had fallen to less than
the combined total of Germany and Japan.

Table 9.4 indicates that the US share of exports has declined since 1973
whereas the Japanese share has increased significantly. In terms of shares
of world manufactured exports, as shown in table 9.5, Japan has certainly
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Table 9.3. GDP shares of ‘world’ capitalist countries (%
benchmark years)

UK US Germany Japan

1870 21.5 24.5 8.6 5.0
1913 15.3 40.8 8.9 5.0
1929 11.8 46.1 7.5 6.2
1950 11.1 51.3 6.5 5.1
1973 7.9 41.5 8.7 13.9
1989 6.9 41.0 7.8 16.7

Notes:
1 ‘World’ is Maddison’s 16 capitalist countries.
2 GDP data are measured in 1985 US relative prices and adjusted to
exclude the impact of boundary changes.
Source: Authors’ calculations from Maddison (1991).



caught up with, if not overtaken, the US, and while the European Union
(EU) had, as recently as 1980, a share almost double that of Japan, it has
since fallen significantly. On this measure, the balance of forces appears
now to be very much a tripolar one. Looking at the distribution of world
income shows Europe, the US and Japan as the three clear concentrations.
Although Japan accounts for a far lower share of world income than does
either the EU or the US, Japan’s GDP per head was 119 per cent of the EU
average in 1990, with a faster growth rate than in either the US or the EU.

Breaking down manufacturing trade into high, medium and low tech,
Japan can be seen from the figures reported in table 9.6 not only to have
captured a growing proportion of OECD trade, but particularly so in high
tech trade, with a concomitant decline in the US’s share of total manufac-
turing trade in the OECD, other than in low tech trade. These changes in
relative shares have been accompanied over the past 20 years by a fall in
OECD manufacturing employment of 8 per cent. Yet manufacturing
employment actually rose in Japan over the same period by 2 per cent and
was barely unchanged in the US. It is the EU which has had the big manu-
facturing job losses, amounting to 20 per cent over the past 20 years, with
the worst case being the UK, suffering a 35 per cent fall. This in turn is
reflected in the poor EU employment rates and correspondingly high
unemployment.

The globalisation of technology

In this section we evaluate trends in the globalisation of technology or
‘techno-globalism’. A distinction can be made between three separate pro-
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Table 9.4. Export shares of ‘world’ capitalist countries (%
benchmark years)

UK US Germany Japan

1870 37.2 11.0 16.6 0.2
1913 27.0 19.1 21.1 1.2
1950 20.5 32.7 5.6 1.9
1973 8.8 23.5 14.5 9.1
1987 8.4 20.1 14.4 13.4

Notes:
1 ‘World’ is Maddison’s 16 capitalist countries.
2 Export data are measured in 1985 prices and exchange rates.
Source: Authors’ calculations from Maddison (1991).



cesses which are often subsumed within the catch-all general term
technological globalisation (on which, see Archibugi and Michie, 1995,
1997). Firstly, the international exploitation of national technological
capabilities: firms try to exploit their innovations on global markets either
by exporting products which embody them or by licensing the know-how.
Secondly, collaboration across borders among both public and business
institutions to exchange and develop know-how: firms are expanding their
non-equity agreements to share the costs and risks of industrial research
(see Hagedoorn and Schakenraad, 1990; 1993). Metcalfe (1995) points out
that the scientific community has always been international in scope,
although public research centres and academia have recently increased
their proportion of cross-border linkages substantially. Thirdly, the genera-
tion of innovations across more than one country, which refers particularly
to the activities of multinational corporations, as discussed by Cantwell
(1995) and Patel (1995).

On the first two of these dimensions to the globalisation of technology,
it is hardly controversial that they have increased in importance. Trade and
patent flows, international technical agreements and scientific co-author-
ships have all shown a dramatic increase over the past two decades or so.
On the third category of the extent to which multinational corporations
have increased their technological operations in host countries, the evi-
dence itself is less well established. Patel (1995), taking into account the pat-
ented inventions of more than 500 of the world’s largest enterprises, shows
that the vast majority of inventions are developed in the firms’ home nation.
According to him, multinational corporations — the companies which by
definition are globally oriented – tend to be loyal to their own home-based
country when they have to locate a strategic asset such as technology.
However, these results presented by Patel appear at odds with those of
Cantwell (1995). From a historical perspective, Cantwell shows that the
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Table 9.5. Exports: shares of world exports of manufactures (%)

1980 1986 1992

Japan 11.2 14.1 12.3
US 13.3 10.8 12.8
EU 21.9 19.4 17.6
Intra-EU 24.1 22.9 26.1
Rest of world 29.4 32.8 31.2

Source: Kitson and Michie, 1995a.



share of innovations generated by firms in host countries has increased
considerably.

Patented inventions, however, capture the most formalised part of
technological knowledge only. Multinational corporations might be keener
to decentralise forms of knowledge which do not belong to the core of their
business strategy. Companies might be more willing to locate abroad facil-
ities which are less critical to their strategy, such as software, engineering,
design and so on. Less-developed countries offer an adequately trained
workforce but at salaries which are much lower than in the developed coun-
tries while information technologies make the geographical location of
high-tech jobs less relevant. This justifies the widespread concern that
industrial countries could lose skill-intensive jobs to the benefit of the
South.

On what might induce companies to centralise or decentralise their
technological activities, Howells and Wood (1993) suggest that the advan-
tages of centralisation include: the benefits of economies of scale and scope
which are associated with larger R&D operations; the minimum efficient
size which is associated with indivisibilities of certain scientific instruments
and facilities; the increased security over in-house research, which amongst
other things reduces the risk of competitors copying or leap-frogging in key
research fields; and the ability to create a well-established dense local
innovation network with higher-education institutes, contract research
companies and other support agencies. The main advantages they see asso-
ciated with decentralisation are: a more effective and applicable R&D effort
focused on the actual needs of the business and operational units; improved
communications or coupling between R&D and other key corporate
functions; less problems in ‘programme dislocation’ when a project is
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Table 9.6. Shares of OECD trade in manufactures (%)

1970 1980

High Medium Low High Medium Low
Total tech tech tech Total tech tech tech

US 20.3 31.1 21.7 13.4 17.4 26.3 15.4 13.3
Japan 11.0 13.2 8.5 13.2 15.0 21.1 16.9 7.1
Germany 18.9 17.7 23.1 15.0 20.6 16.2 24.7 17.9
France 9.3 7.7 8.5 10.7 10.3 8.7 10.0 12.1
Italy 7.3 5.5 7.1 8.5 8.6 5.1 7.7 12.8
UK 10.4 10.5 11.9 8.9 8.9 10.2 8.5 8.5

Source: Kitson and Michie, 1995a.



transferred from R&D to production; and better responsiveness to various
local market needs. To this list might be added: to keep a window open on
the technological developments of other countries; and to take advantage
of the fields of excellence of the host country.17

2 Trade and economic performance

From the above it should be clear that the world economy is indeed becom-
ing more integrated, but that the notion of a fully globalised economy is a
misleading simplification. The pace and extent of globalisation has varied
during different international policy regimes and has been interrupted by
intermediate developments, such as the formation of regional trading blocs.

Conventionally, it has been argued that ‘globalisation’ implies either that
it is no longer feasible for individual countries to pursue national trade poli-
cies in face of globalised financial markets or that it is unnecessary since
trade deficits will only be the result of individuals’ decisions to save or dis-
save, which can be readily financed by global financial markets, and that
these trade imbalances will therefore in time be self-correcting.18 This has
been accompanied by a positing of national economic policy objectives as
being to seek ‘stability’ and ‘convergence’. Stability is interpreted, per-
versely, as stability of policy instruments – interest rates, exchange rates,
fiscal balances, and so on – despite the fact that stability in these will
provoke or exacerbate instability in real economic variables. Convergence
is interpreted, again perversely, as the convergence of policy instruments –
interest rates, tax rates and government expenditure – to the lowest level,
despite the fact that such convergence may generate divergences in real eco-
nomic variables.

Contrary to the developing orthodoxy, we would argue that increased
economic integration increases the need for the active use of economic
instruments, including where appropriate unilateral trade policies (see
Kitson and Michie, 1995b), in order to target real variables such as output
and employment.

More specifically, the distributional impact of exchange rate movements
increases as economies become more open on capital and current accounts,
with any given exchange rate movement causing a greater redistribution of
income within the domestic economy.19 Additionally, increased interna-
tional integration may constrain the growth and weaken the economic
structure of some trading nations.

Although the hysteresis literature suggests that shocks will affect the
growth level and not the growth rate, here we adopt an alternative Kaldorian
view, whereby shocks can also affect the growth rate. Kaldor’s approach
(1970, 1982), incorporating the Harrod foreign trade multiplier (Harrod,
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1933), emphasises that the trade cycle reflects fluctuations in export
demand. Additionally, he argues that investment is best modelled as an
induced component of aggregate demand, being determined by the income
changes which are in turn induced by the Harrod foreign trade multiplier.
Whereas exports are an injection into the foreign trade multiplier, imports
are a leakage. Thus, a high dependence on imports – a high import pro-
pensity – may constrain the growth of a domestic economy. Moreover, vari-
ations in trade performance in an increasingly integrated world economy
may lead to persistent divergences in growth rates, with success in interna-
tional trade becoming cumulative as increasing demand for net exports
allows countries (or, more specifically, the firms and industries within them)
to exploit economies of scale, improving their competitiveness and leading
to further improvements in their trade performance. Conversely, weaker
trading nations may fail to maintain balance of payments equilibrium at a
high level of economic activity, with deflationary policies then pursued in an
attempt to maintain external balance. The combined impact of poor trade
performance and domestic deflation is likely to lead to a cumulative
deterioration in relative economic growth as countries fail to exploit the
increasing returns associated with a high level of economic activity. These
twin processes of virtuous cycles of growth and vicious cycles of decline
illustrate that the benefits of trade integration may not be evenly spread
(Sawyer, 1994, discusses these processes of vicious cycles and uneven
spreading of benefits as among the factors which have made full employ-
ment a relatively exceptional state of affairs under capitalism).

A cumulative causation approach may be taken to suggest that
economies may be permanently locked-in to a slow or a fast growth path.
This would be misleading as well as inconsistent with the ‘stylised facts’ of
growth (Kitson, 1996). Although cumulative processes may generate forces
that encourage divergences in growth, other forces may temper or amelio-
rate such effects. The international transfer of technology may allow the
adoption of new techniques – improving the performance of weak
economies. Furthermore, successful countries and regions may get ‘locked-
in’ to certain techniques of production or become overcommitted in certain
sectors (Setterfield, 1992), constraining their future growth performance –
a typical example being the UK’s overcommitment to traditional industries
at the end of the nineteenth century. Additionally, a change in policy regime
may improve the growth path of a relatively weak economy, and if particu-
larly successful may create the conditions for a virtuous cycle of growth.
Thus, although a cumulative causation approach indicates the forces that
generate divergences in growth, such divergences will be affected, probably
bounded, and potentially reversed, by the institutional, policy and
technological regime.
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With trade integration increasing the potential costs and benefits which
will result from one nation’s competitive advantage or disadvantage,
increasing globalisation makes national institutions and policies more
important rather than less. The costs of falling behind are exacerbated.

3 Implications for economic policy

Thus we would argue that increased globalisation of trade and technology
increases the need for active government economic, trade, industrial and
technology policies. A failure to formulate a cohesive policy framework can
lead to an individual country suffering from externally generated shocks
and/or being locked into slow growth due to an inability to effectively
compete in an increasingly integrated world economy.

A first requirement is a stable macroeconomic policy regime – where
stability is judged by real variables, such as output and employment growth
rather than stability of nominal variables such as prices of money supply
growth (or its new-Keynesian descendent, nominal GDP). Fiscal, mone-
tary and exchange rate policies should aim to ensure a continuous and
sustainable expansion of aggregate demand, with flexibility to counteract
external shocks. The potential permanent impact of temporary shocks on
the output level, which will be particularly important in economies highly
dependent on skills and sophisticated capital equipment, indicates the
importance of counter-cyclical policies. In addition it shows the danger of
deflationary policies to counter inflation which may permanently harm
long-run growth potential.

A second requirement is an effective industrial and technology policy.
The importance of nation-specific factors in developing technological
innovation has been highlighted by Freeman (1987) and Nelson and
Rosenberg (1993) amongst others. The concept of a national system of
innovation is defined and applied differently (Archibugi and Michie, 1997),
although it usually embodies education, innovation and R&D policies, as
well as historical and cultural factors. Thus the ability to utilise increasingly
globalised technology, will depend on national systems, or as Abramovitz
(1986) has stressed, ‘social capability’.20 Metcalfe (1995) differentiates
between two broad categories of government action, firstly, financial incen-
tives to companies to attract companies’ innovative activities and, secondly,
public supply of infrastructures to make a country attractive for the deploy-
ment of such activities. The latter approach, which includes investment in
education, communications and university–industry partnerships and so
on, have increased in importance and are likely to be more effective than
the financial incentive approach. The effectiveness of financial incentives
may be greater in attracting lower-tech activities which are more cost sen-
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sitive and more internationally mobile. Additionally, the positive external-
ities from a public investment strategy are likely to be greater, an issue
prominent in the new growth theory literature.

A third requirement are policies that enhance social capability. Crafts
(1995), in analysing growth in Western Europe during the period 1950–73,
stresses the importance of institutional reform. Eichengreen (1996) argues
that European countries achieved high growth during the post-World War
Two period through the formation of institutional arrangements that pro-
moted high investment and wage restraint, to the long-term advantage of
firms and workers. Since the collapse of the ‘golden age’ in the early 1970s
there has been a failure in the industrialised countries to reform institutions
in order to reduce distributive conflict whilst maintaining high investment
and job generation rates.

While globalisation may result in national action having greater payoffs
– and national inaction greater costs – it could still be the case that although
globalisation makes national action more rather than less important, at the
same time it makes it more difficult, or less feasible. Has the process of
globalisation removed discretion over domestic economic management?
Our answer would be no. The state’s involvement in domestic economic
activity varies widely – with significant differences in government expendi-
ture, taxation, size of the welfare state, the extent of income distribution
and industrial and labour market policies. Furthermore, there is little evi-
dence that there is any trend towards economic policies converging. Among
the larger economies, the gap between the lowest and highest shares of
government has increased since 1980, and this was during a period when
the average public spending/GDP ratio increased (The Economist, 1995).

The aspect of globalisation that has had the greatest impact on domestic
policy has been the internationalisation of capital markets. Yet, even here
the impact has been mixed. The free movement of capital has limited the
scope for independent exchange rate and monetary policies. This has had
benefits – the UK’s attempt to maintain an overvalued exchange rate in the
ERM, with all that entailed for output and employment, was scuppered by
the volume of speculative currency flows. Glyn (1995) has argued that the
free movement of capital is likely to constrain an expansionary domestic
programme as the reaction of foreign exchange markets will lead to large
initial depreciation which will ‘front-load’ the impact on real wages. Such
terms of trade effect on real wages may have adverse effects but this will
depend on the structure of wage bargaining and, in particular, the speed of
response to rising import prices. Furthermore, a large depreciation will
increase the demand for tradables (exports and import substitutes) which
will increase output and employment and may allow real wages to increase
in the medium term. Additionally, an expansionary fiscal policy may be
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easier due to increased financial integration allowing countries to finance
public borrowing without significant adverse impact on domestic interest
rates.

Conclusions

The purpose of this chapter has been to consider the broader economic
environment within which technological globalisation and policy need to
be analysed. We find several parallels between the processes of economic
and technological globalisation. Firstly, both processes – of economic and
technological globalisation – tend to be rather poorly defined; when
unpicked the processes are found to be much more complex than a simple
and single term such as ‘globalisation’ might imply.21 Secondly, then, much
of the ‘globalisation’ claims are rather exaggerated (mainly due, no doubt,
to the term being rather poorly specified).22 Thirdly, though, another pos-
sible reason for such claims being exaggerated is that some of the develop-
ments which have been interpreted as constituting evidence of increased
globalisation have rather constituted an increase in regionalisation (see
Kitson and Michie, 1995b; and Archibugi and Michie, 1995) – and this
increase in regionalisation could be considered to represent in some
respects a move away from globalisation. Fourthly, the globalisation that
has occurred has not necessarily meant a reduction in national
differentiation; on the contrary, it has been accompanied by an increase in
technological specialisation (Archibugi and Michie, 1995) and by global
winners and losers in terms of economic growth (Kitson and Michie,
1995b). And, fifthly, national economic, industrial and technology policy is
made more important rather than less by any increased openness of
national economies which means that any loss of competitive advantage is
translated all the more rapidly into declining market share, output, employ-
ment and living standards. Policy may be more difficult to implement in
face of global pressures, but far from implying a need for less government
policy, such globalisation implies that policy action may need to be more
interventionist and far-reaching than was the case in the past, if the neces-
sary goals are to be achieved in these more difficult conditions.

Notes

1 Quoted in the Financial Times, 20 March 1996.
2 Quoted in the Economist, 7 October 1995, p. 15.
3 Thus: ‘Many over-enthusiastic analysts and politicians have gone beyond the

evidence in over-stating both the extent of the dominance of world markets and
their ungovernability. . . . we have a myth that exaggerates the degree of help-
lessness in the face of contemporary economic forces. . . . It is not the case cur-
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rently that radical goals are attainable: full employment in the advanced coun-
tries, a fairer deal for the poorer developing countries, and more widespread
democratic control over economic affairs for the world’s people.’ Hirst and
Thompson, 1996, pp. 6–7, emphasis added – to highlight the fact that the logic
of the ‘globalisation is making national governments irrelevant’ thesis is not
being challenged, only the degree to which the process has gone. As explained
in the text, we do not accept this logic. It may well be that radical goals are less
attainable today than previously, but to decide whether or not this is so would
require an evaluation of factors other than the degree of globalisation.

4 This chapter is concerned with ‘winners and losers’ in the context of aggregate
national economic performance. There is, of course, the related issue of
‘winners and losers’ within nations, and how globalisation has affected the
growth of inequality and unemployment amongst low-skilled workers in the
industrialised countries (see Wood 1994, 1995; and for a more sceptical view see
Eatwell, 1995, and Singh and Zammit, 1995; for a related argument to Woods’s,
see Galbraith, 1996, commented on by Michie, 1996).

5 For instance the growth of trade accelerated from the early 1900s to 1913.
6 Eichengreen (1994) examines the volatility of GDP across countries during the

operation of different exchange rate regimes. He concludes that ‘There is no evi-
dence that output volatility increased with the shift from pegged to floating rate
regimes after 1972: if anything the opposite may have been true’ (p. 172). This
conclusion may be dependent on Eichengreen’s use of standard deviations (of
detrended series) as the measure of volatility, since the transition to floating
exchange rates led to lower growth of world output (see table 9.1) and a lower
mean growth rate for most industrialised countries.

7 As pointed out by Wells (1993), on the more demanding criteria of per capita
output there are six years of absolute decline.

8 During the post-World War Two period there was an increase in service sector
activity in both the private and public sectors, much of which was not interna-
tionally tradable.

9 Japanese economic policy also shifted towards austerity in 1981. It is true that
the Japanese budget deficit continued to increase, but this was due to depressed
tax revenue (see Itoh, 1994, p. 37).

10 See Bhagwati (1993) who argues that the US, frustrated at the slow progress of
the GATT talks, turned to regionalism instead.

11 The intra-bloc share of the original six members of the EC also increased up to
the early 1960s but subsequently it declined until the early mid 1980s. This pos-
sibly reflected the trade diversion impact of new members to the bloc.

12 The intensity of intra-regional trade index constructed by Anderson and
Norheim (1993, table 2.2), for various benchmark years, shows a continuous
rise for Western Europe during the post-World War Two period, a rise for
North America until 1979 followed by a subsequent decline, and a decline for
Asia since 1958. The apparent contradiction of the latter with the intra-bloc
share evidence is probably due to the intensity index adjusting for the fast
growth of the Asian economies.

13 These data do not cover the whole world economy. They are useful, however, in
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providing internally consistent comparisons over time of the changing shares
of output between the group of countries covered.

14 As with the GDP data, the export data series will underestimate the total of
world exports. Using more comprehensive series (Lewis, 1981), the share of UK
merchandise exports is seen to have declined from 18.9 per cent in 1870 to 13.7
per cent in 1913. Although these shares are lower, the rate of decline is very
similar.

15 Maddison’s (1962) figures for the whole world economy indicate that in 1929
the US had 14.7 per cent of world export markets whereas the UK had 8.6 per
cent.

16 This argument has been challenged by Eichengreen (1992) who argues that the
problems of the interwar monetary system were primarily due to lack of coop-
eration amongst central banks rather than the absence of an effective hege-
monic power.

17 An extensive survey of companies’ headquarters and host facilities has
identified the type of work undertaken in overseas R&D laboratories (Pearce
and Singh, 1992). The most frequent activities carried out in host countries are
to derive new production technology and to adapt existing products to the local
markets to make them accepted by local communities. Even the taste of Coca-
cola, the most typical standardised product of the global economy, is not quite
the same in the USA, Japan and Italy (see Ohmae, 1990).

18 For a discussion and criticism of this idea that trade deficits have been made
unimportant, see Coutts and Godley (1992) and McCombie and Thirlwall
(1992).

19 See Frieden (1994, p. 82) who also argues that it is the internationally oriented
economic groups within any country which will in general prefer fixed exchange
rates, while domestically based groups will prefer floating rates.

20 The level of social capability will vary over time and across countries. Moreover,
the notion of ‘social capability’ is itself open to many interpretations; some
believing it can be increased by rectifying market failures and improving incen-
tive structures, others stressing macroeconomic stability, institutional reform
and improved regulation.

21 For an analysis of the various processes involved in economic ‘globalisation’ see
Kitson and Michie (1995a); and for a suggested taxonomy for analysing the
globalisation of technology, see Archibugi and Michie (1995).

22 This is argued with regard to economic globalisation in Michie (1996) and with
regard to technological globalisation in Archibugi and Michie eds., (1997).
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10 The geographical sourcing of
technology-based assets by
multinational enterprises

 .    

1 The changing nature of foreign direct investment

Until about a decade ago, the received theory of foreign direct investment
(FDI)1 asserted that firms established foreign value-added activities in
order to exploit their home-based competitive (or ownership-specific (O))
advantages, and to benefit from the internalisation of cross-border inter-
mediate product markets. To be sure, there was some natural resource
seeking foreign direct investment (FDI), designed to gain access to agricul-
tural products, raw materials and minerals not available, or not available on
such advantageous terms, in the investing country. Multinational enter-
prises (MNEs) also invested in developing countries to take advantage of
low cost and/or more productive unskilled or semi-skilled labour. However,
in each of these cases, as with market and efficiency seeking FDI, the main
objective of the investing firms was to seek out the location specific assets
of foreign countries, which could be used in conjunction with their own
mobile O specific assets, which, in turn, were assumed to reflect the avail-
ability and quality of created assets in their home countries.

World economic events of the last decade – particularly the globalisation
and liberalisation of markets, a new generation of technological and organ-
isational advances and the emergence of third world countries as significant
sources of FDI – have changed the economic environment for MNE activ-
ity. While, as with exports and licensing arrangements, international pro-
duction continues to be a means of capturing economic rent on the O
advantages of the investing companies, increasingly firms are investing
abroad to protect or augment their core competencies. In such cases, they
are ‘buying into’ foreign created assets (notably technological capacity,
information, human creativity, and markets), some of which are pro-
prietary to particular foreign firms and others which are more generally
accessible to corporations but immobile across geographical space.2
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Most frequently, the modality of created asset seeking FDI takes the
form of the acquisition of foreign firms, rather than greenfield investment.
Since the early 1980s, about three-fifths of all intra-triad FDI has taken the
form of mergers and acquisitions.3 At the same time, there has been a spec-
tacular increase in cross-border non-equity strategic alliances, especially
within the knowledge and information-intensive sectors (Hagedoorn,
1996). The recognition that firms cannot fully reach their global objectives
without cooperating with other economic entities, particularly in foreign
countries, has led to the coining of the term alliance capitalism to describe
the kind of market economy now emerging (Dunning, 1995, 1997). More
than anything, created asset-seeking FDI reflects the widening geograph-
ical sources of knowledge capital throughout the world, but particularly
within the advanced industrial countries. It is prompted both by the fact
that the supply of many products is requiring multiple and very different
kinds of knowledge, and by the need of firms to share the costs, and/or
increase the rate, of innovative and related activities to maintain, or
advance, their global competitive positions.

2 MNEs technological activities in host countries: some evidence

Scholarly opinion about the significance of the foreign sourcing of the com-
petitive advantages of firms is divided. In their earlier work, Raymond
Vernon (1966) and Richard Caves (1971) both contend that the competi-
tive advantages of firms largely reflected the resource competencies and
market conditions of their home countries. More recently, Michael Porter
(1990), has vigorously avowed the view that firms need a strong home base
from which to launch and upgrade their global activities, although he also
acknowledges that firms may not only have multiple home bases but some
of these may be outside their countries of origin. Porter’s concept of the
home base essentially relates the need of corporations to cluster their asset-
creating activities in those countries and, indeed, in regions or districts
within countries which exhibit a competitive advantage in these activities.4

Hence, it is quite consistent that a UK pharmaceutical company may have
its home base for research and development in tropical diseases, for
example, in Malaysia, or a computer software company may have its home
base in a region of low labour costs such as Bangalore in India, or for a
Japanese company to locate its home base for bio-technology R&D in
California.

Other scholars – notably Rugman (1991), Rugman ed. (1993), Rugman,
Broeck, and Verbeke eds. (1995) and Dunning (1992) – have been less con-
cerned with the geographical allocation of a firm’s asset-creating value
added activities, which is frequently designed to capture the economies of

Geographical sourcing of technology-based assets 185



scale or take advantage of location-bound specialised resources and capa-
bilities (Dunning, 1993), than with the extent to which its presence in a
foreign country enables it to augment its existing global competitive advan-
tages. This it may do both by a feedback of information and knowledge,
experience and expertise created within its network of subsidiaries, and by
tapping into the knowledge and information created by other firms or of
non-market institutions in the regions or countries in which their subsidi-
aries are located. Such knowledge augmentation may result from both
formal bilateral alliances with foreign suppliers, customers and competitors
(Rugman, 1995; D’Cruz and Rugman, 1993), and from being part of an
agglomeration of interrelated knowledge creating and learning activities,
e.g., in the form of techno-cities, science parks, R&D consortia and indus-
trial clusters.5

Over the years, there have been a large number of attempts to assess the
extent to which firms perceived they gained a competitive advantage by
tapping into foreign located created assets. In the late 1950s and 1960s,
several studies showed that there was a sizeable feedback of knowledge and
information from foreign subsidiaries to their parent company.6 In one of
the first post-World War Two surveys on FDI in the USA, Ajami and Ricks
(1981) found that the search for advanced technical and management
know-how was one of the key factors which was then attracting FDI to the
US. Later studies, e.g., Pearce and Singh (1991), Pearce and
Papannastassiou (1995) and Kim and Lyn (1990) have supported this
contention, with respect to FDI in both the United States and Europe.

More recently, Kuemmerle (1996), in a survey of 32 leading MNEs in the
pharmaceutical and electronics industries found not only that a sizeable
proportion of R&D was undertaken outside their home countries, but that,
between 1980 and 1995 this proportion had risen. A study of corporate
patenting in the United States of 167 of the largest European and American
Industrial firms over the period 1901–90 confirms that over the last decade
a rising proportion of foreign technological activity has been designed to
provide a further source of technology that can be utilised internationally
(Cantwell and Piscitello, 1996, pp. 29–30). In their investigation of Japanese
FDI in the US, Kogut and Chang (1991) found that Japanese firms were
attracted to R&D intensive sectors – particularly via the establishment of
joint ventures. Earlier, Kogut (1990) had concluded that one of the main
reasons for Japanese FDI in the biotechnology and electronics sectors in
the US had been to tap into US technological advantage. David Teece
(1992) came to the same conclusion with respect to FDI in Silicon Valley
in California; while Paul Almeida (1997) suggests that, relative to their
indigenous counterparts, foreign firms tend to be more concentrated in US
regions which are knowledge intensive.

Thesedataareconfirmedbymoremacro-dataonpatentsandR&Dexpen-
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ditures. Cantwell and Hodson (1991) have shown that the proportion of
patents registered in the US by the foreign subsidiaries of the world’s largest
industrial enterprises increased on average from 20 per cent in 1970 to 41.5
per cent in 1987. Such ratios significantly varied both between sectors and
countries, but it can be concluded that the contribution of subsidiaries to the
technological advantages of their parent organisations was inescapable.

The proportion of R&D expenditures of US MNEs accounted for by
their foreign affiliates rose from 7.5 per cent in 1977 to 13.2 per cent in 1993
(see the results of the US Department of Commerce survey in Dalton and
Serapico, 1995), while that of Swedish MNEs rose from 14.0 per cent in
1978 to 24.7 per cent in 1994 (IUI, 1996); and that of Japanese MNEs from
1.44 per cent in 1989–90 to 2.51 per cent in 1992–3 (Kumar, 1996). The per-
centage of total R&D expenditure accounted for by foreign affiliates rose
from 7.5 per cent in 1977 to 15.0 per cent in 1992 (Dunning and Narula,
1995). Data on the percentages of R&D expenditure in the UK by foreign
owned firms tell a similar story for Pearce and Singh (1992).

Finally, mention might be made of some current research by Birkinshaw
and Hood (1996) which, after reviewing a large number of contemporary
studies on the product and process activities of foreign subsidiaries, con-
cludes that there is a distinct correlation between the age and experience of
foreign subsidiaries and their likely contribution to the competitive advan-
tages of the organisations of which they are part.

3 A survey of 150 of the world’s largest industrial enterprises

Our own contribution to the debate on the sourcing of technological
advantages by MNEs is based upon the opinions of business executives
(usually the director of foreign operations) of some 150 of the world’s
largest industrial enterprises. These opinions were obtained by way of a
questionnaire completed in 1994 and 1995.7 Between them, these enter-
prises accounted for about 40 per cent of the total FDI stock of all enter-
prises in the manufacturing and petroleum industries in 1993–4. Some
details of their industry and country distribution are set out in tables 10.1
and 10.2. Earlier papers by one of the authors (Dunning 1996; Dunning
and Lundan, 1997) gave some general results of this survey. This chapter is
concerned with the perceived significance of FDI as a modality for the
sourcing of the technological assets of the investing firms.

In table 10.1, industrial sectors are grouped by level of technology
deployed, sales, and degree of multinationality are reported for each
sector.8 Two separate measures are reported for multinationality, one based
on an average of the percentage of the global assets and employment of the
sample firms accounted for by their foreign subsidiaries and the other on
the latter’s propensity to engage in foreign R&D activity.
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Within the high-technology sectors (HTS) grouping, aerospace compa-
nies are shown to have the lowest percentage of foreign value added activ-
ity – viz 6.4 per cent assets and employment and 2.7 per cent R&D. These
low totals are directly related to the strategic nature of the industry and its
close ties with national governments. The computer sector, with the next
lowest foreign assets and employment of 28.4 per cent and R&D ratio of
8.5 per cent, is partially explained by the United States and Japanese dom-
inance of this sector. There are strong agglomerative economies associated
with research pockets located in the United States, most notably Silicon
Valley in California; and there is also a tendency for the majority of
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Table 10.1. Distribution of 150 leading industrial MNEs by sector, 1994–5

No. of Global
Degree of multinationality

Sector companies sales (Bln$) Sales % Assets and employ* R&D*

High technology
Aerospace 5 73.1 2.9 6.4 2.7
Pharmaceuticals 6 43.9 1.8 49.7 28.4
Chemicals 16 189.9 7.6 50.5 23.4
Computers 9 213.9 8.6 28.4 8.5
Electronics 20 389.1 15.6 38.9 24.8
Total 56 909.9 36.4 34.8 17.5

Medium technology
Industrial

equipment 8 73.8 3.0 38.4 11.0
Motor vehicles 12 580.0 23.2 34.3 7.5
Petroleum 14 498.4 19.9 47.8 24.3
Total 34 1,152.2 46.1 40.2 14.3

Low technology
Food and drink 22 246.7 9.9 46.7 30.5
Paper 10 39.0 1.6 24.4 8.1
Building materials 5 16.4 0.7 48.0 39.7
Metal and metal

proc. 14 107.3 4.3 36.3 22.8
Other 9 28.5 1.1 57.3 45.6
Total 60 437.9 17.5 42.5 29.3

Total all sectors
in 1994–6 150 2,500.0 100.0 40.3 22.0

Note:
* ‘Assets and employment’ and ‘R&D’ totals for each technology grouping are
averages of industry values.
Source: Survey conducted by the authors in 1994–5.



Japanese R&D, other than scanning activities, to be located in Japan. At
the other end of the spectrum are firms in the pharmaceutical sector which
have over 28 per cent of their R&D facilities and 50 per cent of their assets
and employment located outside their home countries. This finding is con-
sistent with research of Kuemmerle (1996) and demonstrates the need in
this industry for global knowledge augmentation to remain competitive.
Similar patterns are observed in the chemical and electronic sectors.

Turning to firms in the medium-technology sectors (MTS), auto produc-
tion (as reflected in assets and employment) is more likely to be located near
end product markets, while R&D is located near home production.
Somewhat surprisingly, in view of quite recent penetration of foreign
markets by Japanese firms, a Japanese MNE had the highest foreign R&D
component of over 20 per cent. Due to the nature of its product and refining
processes, petroleum companies recorded the highest levels of both mea-
sures of multinationality.

In the low-technology sectors (LTS), the above average degree of multi-
nationality associated with the food and drink and building materials
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Table 10.2. Distribution of 150 leading industrial MNEs by region or
country of origin, 1994–5

No. of Global
Degree of multinationality

Region/country countries sales (Bln$) Sales % Assets and employ* R&D*

Developed
countries 134 2,455.4 98.2 42.3 22.8

Large European 46 959.9 38.4 49.6 31.0
of which Germany 13 359.6 14.4 43.6 23.1
of which UK + UK/net 23 400.3 16.0 58.0 36.7
of which Other 10 200.0 8.0 36.9 28.3

Small European 20 131.1 5.2 55.0 33.1
of which Sweden 7 32.0 1.3 68.5 53.0
of which Switzerland 5 68.9 2.8 59.9 33.2
of which Other 8 30.2 1.2 40.2 16.3

United States 34 728.1 29.1 36.1 13.2
Japan 26 606.4 24.3 27.0 5.8
Other developed

countries 8 30.0 1.2 31.3 18.3
Developing

countries 16 44.7 1.8 20.1 13.9

Total all countries
in 1994–5 150 2,500.0 100.0 40.5 22.0

Note and Source: As for table 10.1.



sectors primarily reflects the importance of having products both tailored
to end user requirements and made near their point of final consumption.
On the other hand, paper is more a commodity product, and research is
mainly located near the home production area.

Table 10.2 classifies our sample firms by their country of nationality.
MNEs headquartered in developed countries accounted for an over-
whelming percentage of global sales (viz 98.2 per cent). More specifically,
firms from large European countries accounted for 38.4 per cent of sales,
those from smaller European countries for 5.2 per cent, United States com-
panies for 29.1 per cent and Japanese companies accounted for 24.3 per
cent of sales.

Though approximately ten percentage points lower than the United
States and 15 percentage points lower than their large European counter-
parts, the Japanese asset and employment multinationality of Japanese
firms’ average of 27.0 per cent is more similar to these countries than its rel-
ative R&D percentages. In 1993–4 Japanese firms undertook only 5.8 per
cent of their R&D expenditures outside of the border, while their equiva-
lent percentages for the United States and large European firms were 13.2
per cent and 31.0 per cent respectively. In general, Japanese firms appear to
use foreign R&D for global scanning purposes, rather than to replicate
their domestic innovative activities or to engage in specialised R&D best
suited to the resource capabilities of most countries.

Firms from smaller European countries, e.g., Sweden and Switzerland
and the UK recorded the highest degree of both indices of multinational-
ity, while Germany had near average levels for assets and employment and
R&D (22.0 per cent).

In table 10.3 we present a frequency distribution of the foreign located
R&D of the sample firms, classified by their degree of technological inten-
sity. It reveals that on average in 1993–4 foreign-based R&D accounted for
22.0 per cent of global R&D by the 106 MNEs (who accounted for 54.6 per
cent of sales) which provided data on the subject. The MTS sector appears
to be underrepresented when one looks at the sales of the respondent firms
answering the questions; however, no such problems were accounted for in
the other two categories.

As expected, within the HTS and the MTS categories, the more technol-
ogy intensive MNEs also engaged in proportionately the most foreign
R&D. This holds for the number of firms, sales revenues and R&D percent-
age. The results recorded from firms in the LTS were somewhat unexpected.
The surveyed firms foreign R&D percentage was 27.2 per cent – a figure
considerably more than that recorded by firms in the HTS and MTS (18.2
per cent and 14.8 per cent respectively – this evidence is however consistent
with the data reported in the chapter by Pavitt and Patel, in this volume).
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Table 10.3. Percentage of R&D undertaken outside home country by technology grouping

Percentage of
foreign

High technology Medium technology Low technology All technologies

located R&D Sales (Bln$) % No Sales (Bln$) % No Sales (Bln$) % No Sales(Bln$) % No

Under 2.5 19.40 0.78 2 ,111.00 4.44 4 24.47 0.98 10 ,154.87 6.19 16
2.5–4.9 111.65 4.47 8 ,37.60 1.50 2 25.60 1.02 5 ,174.85 6.99 15
5.0–9.9 139.00 5.56 3 ,36.04 1.44 3 3.70 0.15 1 ,178.74 7.15 7
10.0–19.9 73.60 2.94 9 ,117.30 4.69 9 24.96 1.00 4 ,215.86 8.63 22
20.0–39.9 204.87 8.19 11 ,8.10 0.32 2 100.75 4.03 7 ,313.72 12.55 20
40.0–59.9 198.01 7.92 8 ,7.00 0.28 1 19.60 0.78 8 ,224.61 8.98 17
60%– 0.00 0.00 0 ,47.20 1.89 2 55.80 2.23 7 ,103.00 4.12 9

Total 746.53 29.86 41 ,364.24 14.57 23 254.88 10.20 42 1,365.65 54.63 106

No R&D data 163.37 6.53 15 ,787.96 31.52 11 183.02 7.32 18 1,134.35 45.37 44

Grand total 909.90 36.40 56 1,152.20 46.09 34 437.90 17.52 60 2,500.00 100.00 150

Percentage of firms responding to the R&D question: 70.67
Overall average R&D percentage: 22.01
High-technology average* 18.2
Medium technology average* 14.8
Low-technology average* 27.2

Note:
*Average values represent all firms in the particular technology sector.
Source: As for table 10.1.



One explanation could be that many LTS are multi-domestic requiring
research to be conducted near the sources of production and/or consump-
tion.

Finally, we would observe that there is a close correlation – of +0.70 –
between the degree of multinationality of a firm (percentage of global
assets and employment accounted for by their foreign affiliates) and the
proportion of their global R&D undertaken outside their national bound-
aries. The correlation coefficient for firms in the above-average technology
intensive sector was + 0.68; for those in the average technology-intensive
sector, +0.56; for those in the below-average technology-intensive sectors
+0.75.

4 The hypotheses and methodology

The main instrument for obtaining the data analysed in this chapter was a
questionnaire circulated in 1994 and 1995 to the 500 largest industrial firms
listed by Fortune in August 1993.9 In that questionnaire, four sets of ques-
tions were asked about the geographical sourcing of technological assets.
In each of the four questions, the respondent was asked to rank, on a scale
of 1 to 7, his or her perception of the importance of FDI or cross-border
alliances in the sourcing and/or augmenting of assets. The respondent was
informed that a rank of 1 would indicate that he or she perceived all the
advantages were derived from their firm’s domestic operations and none
from their foreign operations. By contrast, a rank of 7 would indicate that
the respondent perceived all the advantages were derived from their firm’s
foreign operations; while a rank of 4 would indicate that home and foreign
sourcing of technological advantages were equally balanced.

The four sets of questions referred to:

(1) The access to:
(1a) professional, scientific and administrative personnel and
(1b) process and product technology and innovative capacity. Separate

ranks were requested for each of these created assets, and these
were then averaged.

(1c) organisational structures and competencies and managerial capac-
ity and competitiveness. Again, separate ranks were obtain and
averaged.

(2) The impact of consumer demand on:
(2a) the upgrading of product quality and
(2b) making for more product innovation. The results were averaged.

(3) The effect of inter-firm rivalry (i.e., is your main competition from
domestic or foreign owned firms?)

(4) The perceived value of local technological links with:
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(4a) related firms (industry agglomerative economies associated with
cluster of suppliers, customers, competitors, etc.)

(4b) universities and/or public or semipublic bodies, e.g., research con-
sortia in the host countries, in relation to those in the home country.

In each case, it is worth noting (although we did not ask the firms to give
us information on this point) that any augmenting of knowledge or motiva-
tion to upgrade technological competitiveness might result either directly
from the activities engaged in by the foreign subsidiaries, or from the ability
of such subsidiaries to tap into external sources of knowledge by being part
of a cluster of related activities (Porter, 1990).

A fifth question of interest concerned the relationship between modality
of international involvement and the sourcing of technological advantages.
In particular, we wished to test the hypothesis that, ceteris paribus, deeper
forms of cross-border involvement, e.g., FDI and strategic alliances, are
more likely to generate a feedback of technical knowledge and expertise
than that of shallower forms of involvement, e.g., exports and sub-
contracting. This we did by seeing whether the firms in our sample, which
perceived FDI as a critical mode for acquiring technological advantages,
also ranked the foreign sourcing of these related assets more highly than
those which perceived that their main mode of augmenting such advantages
was by non-equity alliances and/or exports.

In two earlier papers (Dunning, 1996; Dunning and Lundan, 1997), it
was demonstrated that the degree of multinationality of a firm was by far
the most significant contextual variable affecting the extent to which firms
perceived that they acquired competitive advantages from their foreign
activities. In some cases, too, the country of origin of the MNEs was seen
to be significant. However, neither of these papers considered how the
sourcing of technological advantage might vary according to industrial
sector. This being so, in the first part of our field study, described in this
section, we present a series of tables which set out the perceived significance
of the foreign sourcing of the four kinds of technological advantage earlier
identified, classified by the main industry of the respondent firms – as
identified by the respondents. In table 10.4, we relate the sourcing of
technological advantage of all firms according to 13 industrial sectors. In
tables 10.5 and 10.6 we performed an in-depth look at the degree of multi-
nationality within each industry and how it affects the sourcing of
technological advantage. (Table 10.5 presents this information based on an
assets and employment measure of multinationality, while table 10.6 uses
R&D criteria). In tables 10.7, 10.8, 10.9, 10.10 and 10.11, we adopt a rather
different procedure by setting out the ranking of technological advantage
according to the perceived significance of three modalities of international
involvement in acquiring competitive advantage.
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Table 10.4. The sourcing of technological advantage of sample firms by industrial sector

Access to assets Consumer demand Linkages

(3) Inter
(1a) Human (1b) Tech & (1c) Managerial (2a) Product (2b) Product firm (4a) Related (4b)

Sector resources R&D cap. & org. quality development rivalry firms Education

High technology
Aerospace (2.17 (2.20 (2.07 (2.50 (2.00 (4.80 (2.80 (1.80

(0.66) (1.10) (1.22) (1.22) (0.71) (2.17) (0.45) (0.84)
Chemicals (3.34 (2.59 (3.83 (3.66 (3.44 (4.81 (4.38 (3.56

(1.05) (0.66) (0.89) (0.98) (1.03) (1.05) (1.15) (0.81)
Computers (3.07 (3.11 (3.15 (3.33 (3.78 (4.56 (3.78 (2.67

(0.93) (1.24) (1.49) (1.00) (1.09) (1.67) (1.09) (0.87)
Electronics (3.26 (2.88 (3.58 (3.61 (3.63 (4.70 (4.35 (3.47

(0.89) (0.81) (1.21) (1.33) (1.38) (1.78) (1.50) (1.47)
Pharmaceuticals (3.72 (3.58 (3.78 (3.25 (3.50 (4.33 (4.50 (3.83

(1.43) (1.74) (1.24) (0.99) (1.22) (1.86) (1.22) (1.17)

Medium technology
Industrial equipment (2.98 (2.44 (3.33 (2.88 (2.75 (4.88 (3.00 (2.63

(0.97) (1.27) (0.84) (1.12) (1.04) (1.64) (0.93) (0.92)
Motor vehicles (3.33 (3.00 (3.67 (3.00 (3.17 (3.75 (3.83 (3.67

(1.14) (1.31) (1.15) (1.52) (1.90) (1.66) (1.03) (1.58)
Petroleum refining (2.58 (2.68 (2.57 (3.08 (3.25 (5.07 (3.93 (3.14

(0.80) (0.97) (0.96) (1.06) (1.41) (1.49) (1.21) (0.77)

Low technology
Food, drink, tobacco (3.49 (3.11 (3.80 (3.27 (3.50 (4.41 (4.64 (3.60

(1.60) (1.73) (1.76) (1.53) (1.65) (1.97) (1.76) (1.79)
Paper (3.06 (3.22 (2.89 (4.28 (4.11 (4.33 (3.67 (2.67

(1.32) (1.28) (1.36) (1.62) (1.76) (1.66) (1.66) (1.32)
Building materials (3.40 (3.30 (3.67 (3.80 (4.00 (5.00 (4.80 (4.00

(0.91) (1.20) (1.11) (1.30) (1.58) (1.87) (1.10) (1.58)
Metals & metal prod. (2.92 (2.68 (3.05 (3.29 (3.43 (4.64 (4.21 (3.23

(1.04) (1.17) (1.21) (1.01) (1.28) (1.15) (1.12) (1.09)
Other (3.37 (3.39 (3.26 (3.81 (4.00 (4.56 (3.89 (3.56

(1.38) (1.54) (1.37) (1.19) (1.31) (2.19) (1.62) (1.51)

Note:
Figures represent average respondent scores ranging from a rank of 1 (all advantage derived from domestic operations of the firm and none from its
foreign operations) to a rank of 7 (all advantages derived from foreign operations of the firm and none from its domestic operations). Figures in
brackets represent the standard deviation around each of the arithmetic means.
Source: As for table 10.1.



Table 10.5. The sourcing of technological advantage of sample firms by industrial sector and degree of multinationality of
sales and assets

Access to assets Consumer demand Linkages

(1a) Human (1b) Tech & (1c) Managerial (2) Overall (2a) Product (2b) Product (3) Inter- (4a) Related (4b)
Sector resources R&D cap. & org. quality development firm rivalry firms Education

High technology
Aerospace Low 1.66 1.50 1.50 2.17 1.50 1.50 4.00 2.50 1.50

High 2.75 3.00 2.67 3.83 3.75 2.50 6.50 3.00 2.50
Chemicals Low 3.33 2.62 3.67 3.54* 3.38* 3.25 4.75 4.00 3.38

High 3.45 2.64 4.10 4.33* 4.21* 3.85 5.00 4.86 3.71
Computers Low 2.67* 3.00 2.39** 3.00 3.00 3.67 5.17 3.33 2.50

High 3.89* 3.33 4.70** 4.11 4.00 4.00 3.33 4.69 3.00
Electronics Low 3.14 2.68 3.48 3.87 3.50 3.70 3.91** 3.82 3.91

High 3.56 3.25 3.87 4.29 3.94 3.75 5.88** 5.12 5.88
Pharmaceuticals Low 2.72* 2.50** 2.89* 2.78* 2.67 2.67 4.33 3.67 3.33

High 4.72* 4.67** 4.67* 3.78* 3.83 4.33 4.33 5.33 4.33

Medium technology
Industrial equipment Low 2.67 2.12 3.00 2.50 2.50 2.50 4.00 2.50 2.25

High 3.29 2.75 3.67 2.83 3.25 3.00 5.75 3.50 3.00
Motor vehicles Low 3.50 3.25 3.83 3.22 3.25 3.33 3.33 3.83 4.00

High 3.13 2.60 3.53 2.73 2.60 2.80 4.00 3.80 3.20
Petroleum refining Low 2.45 2.57 2.38 2.76 2.79 3.14 5.00 3.86 3.00

High 2.75 2.91 2.72 3.53 3.50 3.20 5.33 4.00 3.17

Low technology
Food, drink, tobacco Low 2.65** 2.06** 3.07* 2.70** 2.72* 2.89* 3.78** 3.78** 2.88*

High 4.26** 4.11** 4.37* 4.33** 4.00* 4.11* 5.44** 5.44** 4.56*
Paper Low 2.95 3.50 2.67 4.50 4.25 4.00 3.75 2.75 1.75**

High 3.46 3.38 3.33 4.08 4.12 4.00 4.50 4.25 3.75**
Building materials Low 3.17 3.17 3.44 3.78 3.33 3.67 4.67 4.67 4.00

High 3.75 3.50 4.00 4.67 4.50 4.50 5.50 5.00 4.00
Metals & metal prod. Low 2.57* 2.64 2.67 3.19 3.36 3.86 5.29** 4.29 3.00

High 3.53* 3.00 3.67 3.83 3.58 3.33 4.00** 4.17 3.40
Other Low 2.83* 2.38** 3.08 3.75* 3.25 3.50 3.75** 3.25** 3.00*

High 4.60* 4.83** 4.22 5.22* 4.75 5.00 6.67** 5.67** 5.00*

Note:
Figures represent average respondent scores ranging from a rank of 1 (all advantage derived from domestic operations of the firm and none from its
foreign operations) to a rank of 7 (all advantages derived from foreign operations of the firm and none from its domestic operations). High and low
sector means were statistically compared using a t-test to determine if significant differences existed.
* Significant at the 0.10 level.
** Significant at the 0.05 level.
Source: As for table 10.1.



Table 10.6. The sourcing of technological advantage of sample firms by industrial sector and degree of multinationality of
R&D

Access to assets Consumer demand Linkages

Sector (1a) Human (1b) Tech & (1c) Managerial (2) Overall (2a) Product (2b) Product (3) Inter- (4a) Related (4b)
resources R&D cap. & org. quality development firm rivalry firms Education

High technology
Aerospace Low 1.67 1.50 1.50 2.17 1.50 1.50 4.00 2.50 1.50

High 2.83 4.00 2.30 4.67 4.00 2.00 6.00 3.00 1.00
Chemical Low 3.50 2.69 3.83 3.54* 3.50 3.25 5.25 4.25 3.50

High 3.26 2.57 3.90 4.33* 4.07 3.86 4.42 4.57 3.57
Computers Low 3.46 3.75 3.42 3.00 3.00 3.25 5.50 4.00 2.50

High 3.00 2.00 3.67 3.33 3.50 3.00 2.00 3.00 3.00
Electronics Low 2.81 2.57 3.10 4.05 3.71 4.00 5.00 4.00 2.86

High 3.61 3.33 3.89 4.11 3.75 3.50 5.83 5.17 3.33
Pharmaceuticals Low 2.08* 1.75* 2.30** 2.17 2.00* 2.00 4.50 3.50 3.00

High 5.25* 5.50* 5.00** 4.00 4.00* 4.50 4.50 6.00 5.00

Medium technology
Industrial equipment Low 2.62 2.12 3.00 2.50 2.50 2.50 4.00* 2.75 2.50

High 3.91 3.50 4.17 3.17 4.00 3.50 6.50* 3.00 2.00
Motor vehicles Low 2.87 2.50 3.33 2.53 2.60 2.60 3.00 3.40 3.60

High 4.38 3.83 4.56 4.33 4.17 4.70 4.33 4.66 4.33
Petroleum refining Low 2.07 2.00 2.13 2.17 2.25 2.25 4.80 3.40 3.20

High 2.58 2.75 2.50 3.33 3.12 3.25 5.26 3.75 2.50

Low technology
Food, drink, tobacco Low 2.62** 2.10** 2.93** 2.73 2.80 3.10 3.60** 3.80** 2.50

High 4.08** 3.75** 4.50** 3.83 3.58 3.67 5.67** 5.00** 4.40
Paper Low 2.17 2.83 1.78 4.33 4.33 4.33 3.67 3.33 2.00

High 4.00 4.00 3.89 4.33 4.00 3.67 4.33 4.00 3.33
Building materials Low 3.00 3.00 3.00 3.00 3.00 3.00 3.50 4.00 2.50

High 3.67 3.00 4.00 5.33 5.00 5.00 7.00 6.00 5.00
Metals & metal prod. Low 2.30* 2.40 2.40 2.73** 2.80** 2.80** 5.00 4.40 2.40*

High 3.50* 3.10 3.60 4.00** 3.94** 4.20** 4.00 4.40 4.00*
Other Low 2.89 2.50* 3.22 4.11 3.67 4.00 3.00** 3.67 3.33

High 4.73 5.00* 4.67 4.83 4.75 5.00 6.50** 5.50 5.50

Note:
Figures represent average respondent scores ranging from a rank of 1 (all advantage derived from domestic operations of the firm and none from its
foreign operations) to a rank of 7 (all advantages derived from foreign operations of the firm and none from its domestic operations). High and low
sector means were statistically compared using a t-test to determine if significant differences existed.
* Significant at the 0.10 level.
** Significant at the 0.05 level.
Source: As for table 10.1.
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Table 10.8. The sourcing of technological assets of sample firms by country and degree of multinationality: (b) R&D

Large Other Small Other United Other

Developed Europe Germany UK net Lr. Euro Europe Sweden Switzerland small E. States Japan developed Developing

Access to Low 3.21 3.21 3.56 3.13 2.50 3.40 4.00 3.94 3.06 3.01 1.98 2.17 1.80

assets High 3.52 3.52 3.47 3.98 3.13 4.25 3.83 4.58 3.77 3.31 2.67 3.56 3.30

Consumer Low 3.71 3.71 4.00 4.33 2.25 4.17 6.00 5.00 4.00 3.27 2.29 6.00 3.00

demand High 4.94 4.94 4.40 5.00 6.50 4.57 5.00 2.50 4.33 4.13 2.67 4.67 3.30

Inter-firm Low 3.50 4.83 5.50 5.00 4.00 5.88 6.00 6.33 5.00 4.07 2.43 4.50 4.30

rivalry High 5.24 5.80 5.40 6.22 5.25 5.13 5.00 2.50 7.00 4.33 3.17 4.00 2.30

Linkages Low 2.66 3.44 4.08 3.60 3.13 4.13 4.83 3.83 4.33 3.07 2.50 1.33 2.50

High 4.42 4.28 3.90 4.67 3.25 5.00 4.50 5.00 5.00 3.50 3.83 4.67 3.67

Overall Low 2.88 3.80 4.28 4.00 2.97 4.43 5.18 4.75 4.10 3.36 2.30 3.54 2.91

High 4.42 4.59 4.29 4.95 4.15 4.77 4.58 3.65 5.03 3.80 3.08 4.22 3.04

Population (m) 770.9 308.8 80.6 73.0 155.2 53.3 8.7 6.9 37.7 253.1 124.5 30.8 376.4

GNP/

capita ($000) 22.6 20.1 23.0 18.4 19.5 23.3 27.0 36.1 20.1 23.2 28.2 19.8 3.7

GNP (Bln$) 17,460 6,219 1,856 1,343 3,020 1,240 235 249 756 5,882 3,510 609 1,387

Note:

Figures represent average respondent scores ranging from a rank of 1 (all advantage derived from domestic operations of the firm and none from its foreign

operations) to a rank of 7 (all advantages derived from foreign operations of the firm and none from its domestic operations).

Source: As for table 10.1.



Table 10.9. Importance of FDI as a means of accessing foreign technological advantage, 1994–5

FDI – not important FDI – important

Sector sales/ R&D/ Sector sales/ R&D/
Number Sales total sales Asst & em/ sector Number Sales total sales Asst & em/ sector

Sector of firms (Bln$) (%) sector (%) (%) of firms (Bln$) (%) sector (%) (%)

High technology
Aerospace 4 42.9 19.4 8.2 2.5 1 30.2 1.3 1.0 3.0
Chemicals 2 18.2 8.2 37.3 22.5 13 146.7 6.5 52.1 22.2
Computers 2 7.6 3.4 30.0 7.0 7 206.3 9.2 27.9 9.3
Electronics 5 28.7 13.0 39.8 28.2 15 360.4 16.0 38.5 22.6
Pharmaceuticals 1 3.4 1.5 54.0 36.0 5 40.5 1.8 48.9 25.8
Total (sum/average) 14 100.8 45.5 33.8 19.2 41 784.1 34.9 41.9 16.6

Medium technology
Industrial equipment 1 2.3 1.0 85.0 – 7 71.5 3.2 31.7 11.0
Motor vehicles 1 30.0 13.5 20.0 3.0 11 550.0 24.5 36.1 8.1
Petroleum 2 34.1 15.4 7.5 0.0 12 464.3 20.6 55.2 31.3
Total (sum/average) 4 66.4 30.0 37.5 1.5 30 1,085.8 48.3 41.0 16.8

Low technology
Food and drink 4 12.7 5.7 16.5 0.3 17 229.6 10.2 55.2 40.6
Paper 3 17.7 8.0 17.2 1.5 5 21.3 0.9 28.0 10.8
Building materials 1 4.0 1.8 62.5 50.0 4 12.4 0.6 44.4 34.5
Metal and metal proc. 4 17.2 7.8 37.8 26.0 10 90.1 4.0 35.6 20.9
Other 4 2.7 1.2 52.0 49.0 5 25.9 1.1 59.4 43.3
Total (sum/average) 16 54.2 24.5 37.2 25.4 41 379.3 16.9 44.5 30.0

Total all sectors 34 221.4 100.0 31.7 18.3 112 2,249.2 100.0 43.6 23.9

Note:
For each technology category (HTS, MTS, LTS), sector percentages for asset and employment and R&D are averaged. For the
‘Total all sectors’ row, a weighted average (by number of firms) is calculated.
Source: As for table 10.1.



Table 10.10. Importance of alliances as a means of accessing foreign technological advantage, 1994–5

Alliances – not important Alliances – important

Sector sales/ R&D/ Sector sales/ R&D/
Number Sales total sales Asst & em/ sector Number Sales total sales Asst & em/ sector

Sector of firms (Bln$) (%) sector (%) (%) of firms (Bln$) (%) sector (%) (%)

High technology
Aerospace 1 30.2 3.3 1.0 3.0 4 42.9 2.8 8.2 2.5
Chemicals 8 66.9 7.3 52.1 20.9 7 98.0 6.3 47.3 24.1
Computers 1 1.6 0.2 30.0 4.0 8 212.3 13.7 28.2 9.4
Electronics 2 0.8 0.1 45.5 45.5 18 388.3 25.1 38.1 21.0
Pharmaceuticals – – – – – 6 43.9 2.8 49.7 28.4
Total 12 99.5 10.8 32.2 18.4 43 785.4 50.7 34.3 17.1

Medium technology
Industrial equipment 4 44.8 4.9 44.0 11.0 4 29.0 1.9 32.8 11.1
Motor vehicles 4 158.9 17.3 33.8 4.7 8 421.1 27.2 35.1 9.2
Petroleum 7 345.7 37.6 55.3 21.3 7 152.7 9.9 41.6 26.8
Total 15 549.4 59.7 44.3 12.3 19 602.8 38.9 36.5 15.7

Low technology
Food and drink 13 186.0 20.2 48.2 31.1 8 56.3 3.6 44.3 29.2
Paper 6 19.2 2.1 34.7 16.7 3 19.8 1.3 11.5 1.8
Building materials 4 12.5 1.4 39.9 29.5 1 3.9 0.3 80.5 60.0
Metal & metal proc. 5 43.7 4.7 58.2 46.0 9 63.6 4.1 22.6 9.5
Other 3 10.3 1.1 53.8 10.0 6 18.2 1.2 58.2 54.5
Total 31 271.7 29.5 47.0 26.7 27 161.8 10.4 43.4 31.0

Total all sectors 58 920.6 100.0 46.3 23.4 89 1,550.0 100.0 37.1 20.4

Note:
For each technology category (HTS, MTS, LTS), sector percentages for asset and employment and R&D are averaged. For the
‘Total all sectors’ row, a weighted average (by number of firms) is calculated.
Source: As for table 10.1.



Table 10.11. Importance of trade as a means of accessing foreign technological advantage, 1994–5

Trade – not important Trade – important

Sector sales/ R&D/ Sector sales/ R&D/
Number Sales total sales Asst & em/ sector Number Sales total sales Asst & em/ sector

Sector of firms (Bln$) (%) sector (%) (%) of firms (Bln$) (%) sector (%) (%)

High technology
Aerospace 4 67.4 3.8 3.2 2.7 1 5.7 0.9 16.0 –
Chemicals 9 86.6 4.8 54.4 18.6 6 78.3 11.8 42.2 28.8
Computers 6 154.0 8.6 28.1 11.0 3 59.7 9.0 29.0 3.5
Electronics 6 60.2 3.4 46.9 38.3 14 329.0 49.4 35.1 16.25
Pharmaceuticals 5 29.8 1.7 50.0 28.4 1 14.1 2.1 48.4 –
Total (sum/average) 30 398.0 22.2 36.5 19.8 25 486.8 73.1 38.7 16.2

Medium technology
Industrial equipment 6 67.8 3.8 31.8 11.2 2 6.0 0.9 58.0 10.0
Motor vehicles 9 566.0 31.5 33.8 4.4 2 11.2 1.7 35.5 14.0
Petroleum 10 422.7 23.6 60.3 34.8 4 75.7 11.4 20.0 3.3
Total (sum/average) 25 1,056.5 58.9 42.0 16.8 8 92.9 13.9 37.8 9.1

Low technology
Food & drink 16 202.0 11.3 44.5 28.0 4 35.5 5.3 57.7 38.0
Paper 7 34.7 1.9 22.5 11.2 1 2.0 0.3 27.5 1.0
Building materials 3 8.9 0.5 43.2 29.5 2 7.5 1.1 55.2 60.0
Metal & metal proc. 8 71.3 4.0 38.9 20.9 6 36.0 5.4 32.1 26.0
Other 6 23.2 1.3 45.5 26.0 3 5.3 0.8 73.0 75.0
Total (sum/average) 40 340.1 19.0 38.9 23.1 16 86.3 13.0 49.1 40.0

Total all sectors 95 1,794.6 100.0 40.9 21.2 49 666.0 100.0 41.4 24.0

Note:
For each technology category (HTS, MTS, LTS), sector percentages for assets and employment and R&D are averaged. For the
‘Total all sectors’ row, a weighted average (by number of firms) is calculated.
Source: As for table 10.1. 



The second part of our empirical work attempts to quantify the
significance of groups of contextual variables as determinants of the geo-
graphical sourcing of technological advantages. Here we shall consider four
dependent variables, which correspond to the four technological advan-
tages that we identify above; and in each case, for each of the firms in the
sample. We regress these advantages against four contextual variables,
which we hypothesise may be expected to influence the geographical sourc-
ing of these advantages. These contextual variables are:

ii(i) Degree of multinationality of the firm. We used two indices of multi-
nationality viz (a) the average of proportion of assets and employment
accounted for by foreign affiliates and (b) the average percentage of
global R&D conduced outside home countries of firms. We would
hypothesise in each case that there would be a positive relationship
between the sourcing of technological assets and the degree of multi-
nationality.

i(ii) Sales of the firm. Here we hypothesise that there would be a positive
relationship and expect that larger firms have the resources to seek out
and better exploit foreign technological assets.

(iii) Degree of technological intensity of industry (measured by R&D as a
percent of sales). Here we hypothesise that there is justification for
both a positive or negative relationship and expect a positive relation-
ship for science-based sectors like pharmaceuticals and negative rela-
tionship for sectors which are multi-domestic in nature, e.g., food and
drink. A priori, the strength of these competing forces cannot be deter-
mined.

(iv) Size of firm’s home country (measured by population). Here we would
hypothesise that there would be negative correlation between this vari-
able and the extent to which firms acquire new or augment existing
assets from foreign sources.

i(v) Income of firm’s home country. Here we again would hypothesise a
negative relationship as we would expect firms from wealthier nations
to have less need of foreign technological assets than firms from poorer
nations.

This gives us eight regression equations, using two separate measures
of (i).

5 Findings: based on technology intensity

In table 10.4, we set out data on the sources of technological assets accord-
ing to the industry of the respondent firms. Bearing in mind that our earlier
studies had concluded that the degree of multinationality was the most
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significant variable determining the sourcing of assets, this table provides
the respondents’ scores for the sourcing of technological assets by individ-
ual industry. Standard deviations are also reported so that statistical
comparisons can be made between industries; between types of competitive
advantage; and between groups of firms based on the level of technology.
Because of the large number of relationships set out, we confine our
observations to the more significant of those identified.

Types of technological advantage Overall, almost three quarters (75/104)
of the mean responses in table 10.4 were within the 3.0 to 4.9 range. Only
the inter-firm rivalry dimension had sector averages greater than the above
range. In fact, regardless of sector, inter-firm rivalry consistently scored the
most important ‘foreign’ influence in upgrading technological assets. Out
of the 12 sectors here, motor vehicles was the only one that had a value
below 4.0. The next most important dimension, viz linkages with local
firms, indicates that firms seek external rather than internal sourcing to
obtain competitive advantage. This result is consistent with the intentions
of Porter’s (1990) findings that firms seek out areas of agglomerative
economies associated with industry clusters in order to gain and/or main-
tain competitive advantage. One half of the sectors (6/12) had an average
score of 4.0 or higher for the linkage dimension. With regard to the direct
access to asset dimension, firms consistently reported deriving greater
advantage from foreign managerial and organisational attributes than from
foreign technology and R&D and human resources.

Sector comparisons Overall, there was no clear suggestion that (apart
from pharmaceuticals) HTS firms perceived they gained more advantage
from foreign sources than others, rather the converse. However there was
the greatest variability within the HTS, the highest and lowest values for the
entire sample being recorded for the foreign sourcing of technological
assets range. It ranged from 3.6 in the case of the pharmaceutical industry
to 2.2 in the case of the aerospace industry. Statistical differences are
observed at the 0.05 per cent level between the aerospace sector and most
others. The aerospace industry is closely aligned with government activities
and, as might be expected, we find that its firms look mostly to domestic
sources to obtain their needed technology. Pharmaceutical firms (3.8)
significantly differed from those in petroleum refining (2.6) with regard to
managerial and organisational capabilities. Pharmaceuticals (4.3) also
differed from those in the industrial equipment sector (4.9) with regard to
inter-firm rivalry. In both cases, pharmaceuticals derived a greater portion
of their technological assets from foreign sources. With regard to inter-firm
rivalry, on average, firms in all industrial sectors viewed foreign competi-
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tion to be a more important inducement to raising technological standards
than domestic competition.

Technological advantages and asset and employment multinationality

In table 10.5, we sought to quantify the amount and direction of firm vari-
ability as it relates to the foreign sources of competitive advantage for each
sector. Because of considerable firm size variation ($0.39bln. to $138.2bln.)
and home country differences (GNP ranged from $42 to $5,882bln.), we
expected this level of disaggregation to prove particularly revealing.
Because the study’s objective is to assess the competitive advantage derived
from foreign source assets, we believed that the degree of multinationality10

of a firm would make an ideal variable to create two sub-populations for
each source of competitive advantage for each sector. Multinationality in
this table is defined to be the average percentage of a firms’ assets and
employment deployed in foreign countries. Mean values were computed for
each of the sources of the four groups of technological advantage identified
in the previous section. These mean values were then statistically compared
to determine if there are significant differences between the HM and LM
firms.

High-technology sectors (HTS) Within the HTS, the extent to which
firms believe that they gain technological advantage from their foreign
operations varies a great deal, e.g., within the aerospace sector values’ range
from 1.50 to 6.50. On average, apart from aerospace firms, all the HM firms
perceived they gained upwards of 40 per cent of their technological advan-
tage as a direct result of their foreign operations. The aerospace category
revealed no statistical differences for any broad grouping of competitive
advantage, e.g., access to assets; consumer demand influences; inter-firm
rivalry; and external linkages. This finding could be attributed to the fact
that all firms in this sector recorded low degrees of multinationality and
that governments encourage homogeneity in the sector. Similarly, both HM
and LM firms cited that they derived the majority of their advantages asso-
ciated within the access to assets, consumer demand and the linkages cate-
gories from domestic sources. For the inter-firm rivalry category – as might
be expected – HM firms rated their main competition as coming from
foreign firms.

Within the chemical industry, the product quality criteria (3.38 LM and
4.21 HM) and the overall measure of consumer demand (3.54 LM and 4.33
HM) showed significant differences, while no significant differences were
observed for the other three categories. HM firms, on average, rated
efficient production, upgrading product quality and creating more product
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innovation as originating from foreign rather than domestic activity. By
contrast, LM firms cited competitive advantage as stemming primarily
from their domestic operations. Firms in both the HM and LM groups per-
ceived they derived the majority of their technology advantage from
domestic sources, but cited competition and linkages with foreign firms as
yielding significant competitive gains.

Within the computer industry, only two variables – viz managerial and
organisational capabilities (4.70) and linkages to related firms (4.69) – out
of the nine tested had scores that indicated HM firms received the major-
ity of their competitive advantages from foreign sources. Partially explain-
ing these findings is that computer firms with a significant foreign
deployment of assets are attracted to areas like Silicon Valley and learn
from varied managerial practices around the world. Relative to their HM
counterparts, LM computer firms viewed that inter-firm rivalry (5.17) was
more likely to be derived from foreign sources.

Within the electronic industry, two classes of firms appear with respect
to their perception of the source of inter-firm rivalry. HM firms (5.88) sense
that the vast majority of their competition comes from foreign-owned
firms, while LM (3.91) firms see other domestic firms as their greatest rivals.

Within the HTS, pharmaceutical firms show the greatest difference
between the HM and LM categories. Each of the access to assets variables
shows HM firms seeing the vast majority of their technological advantages
coming from foreign sources, while the low multinationality firms see the
opposite: absolute differences ranged from 3.00 to 1.78, and all were
significant. HM firms also indicate that about one-half of consumer
demand factors, contributing to their global competitive strengths,
emanate from foreign sources, while LM firms perceive more of it coming
from domestic sources (a score of approximately 2.70).

Medium-technology sectors (MTS) In the MTS, there were no significant
differences in the rankings assigned by the HM and LM firms, and with the
exception of inter-firm rivalry, the average response to each question indi-
cated that firms received the majority of their competitive advantages from
domestic sources. One possible explanation for this rather unexpected
similarity is that the auto and petroleum industries are mature industries,
and made up of large firms which tend to closely imitate each others’ behav-
iour.

Low-technology sectors (LTS) In the LTS, the food, drink and tobacco
industry displays the greatest difference between HM and LM firms. In
fact, there are significant differences between every variable, with HM firms
obtaining one-half or more of their technological advantages from foreign

208 John H. Dunning and Clifford Wymbs



sources, while LM firms derive most of their advantages from their home
location. Some of the most pronounced differences occurred for the vari-
ables technological capabilities (2.07), product quality (1.28), inter-firm
rivalry (1.66) and inter-firm linkages to related firms (1.66). A possible
explanation is that at one end of this group are firms from developing coun-
tries which are small and which focus on quasi-monopolies in internal
markets, while, at the other end, are large firms which manufacture and sell
products in consuming countries throughout the world.

Paper companies’ HM and LM firms had significant differences only for
the education variable (1.75 LM and 3.75 HM). Firms with greater multi-
nationality also appear to have increased their ability to tap into foreign-
based environmental agencies and research consortia.

Metal and metal products showed significant differences for the variables
skilled workers (2.57 LM and 3.53 HM) and inter-firm rivalry (5.29 LM
and 4.00 HM). Like computers, LM firms’ value for inter-firm rivalry was
greater than those of HM firms. This could result because HM firms may
be larger in size and have somewhat protected home markets, while LM
firms may be selling most of their products in competitive international
markets. There were no significant differences observed for the building
materials category.

(b) Technological advantages and R&D multinationality

The above exercise was repeated in table 10.6 but the percentage of foreign
R&D was substituted for the percentage of foreign assets and employees as
a measure of multinationality.11 With this new criteria, we were able to test
two alternative hypotheses. The first is that more foreign-based R&D
reduces the need for external foreign resources; and the second that more
R&D is a way of tapping into such resources.

High-technology sectors (HTS) Within the HTS, aerospace, computers
and electronics had no significant differences between HM and LM firms. In
the chemical sector, HM and LM firms exhibit significant differences in the
sourcing of competitive advantage with regard to consumer demand attrib-
utes. This is a similar finding to that shown in table 10.5. The pharmaceuti-
cal sector exhibits significant differences between HM and LM firms for all
the access to assets categories, as in table 10.5. However, the absolute
differences are much more pronounced in table 10.6. The absolute difference
between HM and LM firms is 3.20, approximately 50 per cent greater than
the absolute difference recorded when assets and employment were used as
a measure of multi-collinearity. In fact, the biggest difference for the entire
table occurred for the technology variable (1.75 LM and 5.50 HM).
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Medium-technology sectors (MTS) With one exception – inter-firm
rivalry in the industrial equipment sector (4.00 LM and 6.50 HM) – no
significant differences were recorded for industrial equipment, motor vehi-
cles and petroleum refining.

Low-technology sectors (LTS) In table 10.6, consumer demand values for
HM firms were considerably lower than their counterparts shown in table
10.5. For example, the overall mean for HM food, drink and tobacco value
was 3.83 as compared with 4.33 in table 10.5. This suggests that a firm
which derived considerable value from foreign consumer demand opera-
tions might not have answered the R&D question. For metal and metal
products, HM and LM firms had significant differences for the overall con-
sumer demand categories (2.73 HM and 4.00 LM) and the other two sub-
categories. The R&D measure of multinationality better identified
significant differences than that of assets and employment for the consumer
demand and linkages categories. HM firms derived just over one-half of
their competitive advantage from foreign countries for these variables,
while low R&D firms were much more domestic country focused. No
significant differences were recorded for the paper and building materials
categories.

Overall, the evidence suggests that more R&D is a way of tapping into
foreign resources. This is particularly true for the pharmaceutical sector
(thus confirming the findings of Kuemmerle, 1996), but there are some
exceptions, most noticeably computers. Also inter-firm rivalry shows fewer
differences than shown in table 10.5 between HM and LM firms.

6 Findings: based on geography

Earlier in this chapter we hypothesised that the extent to which a firm might
derive its technological advantages from foreign sources was likely to be
negatively associated with a country’s income level and with its size, as mea-
sured by its population. In fact, as table 10.7 reveals, first world MNEs,
other than those from Japan, consistently ranked their propensity to source
their technological assets outside their home countries higher than those
from developing countries. The contrasts were particularly noticeable
between developing and small European MNEs. One reason for this may
be that, as table 10.2 has shown, in all our country groupings, the former
tends to be the least multinational and the latter the most multinational,
both in respect of assets and employment and R&D. The differences also
seem to be most marked in respect of access to foreign assets, and least
marked in respect to consumer demand pressures and inter-firm rivalry
(especially in the case of LM firms).
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Relating the sourcing of technological advantages to the population of
the country confirms that MNEs from smaller countries are more likely to
rely upon foreign countries, than are those from larger countries.12 Again
however, Japanese firms seem to be outliers in that, while their home
country boasts a larger population than that of any of the European coun-
tries, the benefits perceived by the former to be derived from their foreign
operations are consistently below those acknowledged by their European
counterparts.

Among developed countries, the foreign sourcing of technological
advantages for Japan appears very different from the rest of the countries
and regions. Japanese firms, on average, are perceived to derive most of
their technological advantages from their home country. This is particu-
larly true for the categories access to assets and consumer demand, where
firms from the rest of the world consistently indicate that over one-half of
their technological advantage is derived from foreign sources, while
Japanese firms, including the HM group, indicate that between a quarter
and a third are so procured. Large European MNEs appear to be most
similar to their United States counterparts in securing their managerial and
technological skills (access to assets variable) from foreign countries. Also,
as expected, small European MNEs obtained greater technological advan-
tage from foreign sources than any of the other groupings. Table 10.7 also
reports indicators for country and region size (population) and economic
activity (GNP) as possible weights to the high and low measures. (Note,
country totals were reported only if a firm answered a questionnaire.) The
United States and large European countries are about the same size and
represent about two thirds of the economic activity.

Table 10.8 demonstrates that the difference between developed and
developing countries in the sourcing of foreign technological advantage are
even more pronounced when R&D, rather than assets and employment, are
used to measure multinationality. Once again, for firms from developed
countries, Japanese firms appear to gain the least amount of technological
advantages from foreign sources in the developed country category. Within
the low R&D category for the variable access to assets, Japanese firms
reported an extremely low average of less than 2.0.

7 Findings: based on mode of involvement

We now turn to consider how far the mode of international involvement
appears to influence the extent to which firms perceive they access and/or
augment their technological assets from foreign sources. Tables 10.9, 10.10
and 10.11 respectively measure the importance of FDI, strategic alliances
and trade in firms gaining competitive advantage. The focal modality was
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deemed of above-average importance for a firm if the respondent assigned
it a rank of 5, 6 or 7, and deemed of below-average importance if a rank of
1, 2, 3 or 4 was given.

For every industry in table 10.9 except aerospace, FDI was viewed by the
great majority of firms as a critical modality for enhancing their technolog-
ical capabilities. Sales associated with firms which believe FDI is important
are ten times greater than for firms which do not believe it is important.
Even excluding aerospace from the HTS, the old, well-established MT
industries of industrial equipment, motor vehicle and petroleum have the
greatest requirements for FDI. This is consistent with the findings of
Birkinshaw and Hood (1996) that there is a distinct correlation between the
age and experience of foreign subsidiaries and their likely contribution to
the global competitive advantage of their parent companies. In most cases,
the percentage of foreign R&D undertaken by firms that view FDI as
important is higher than those that do not. Somewhat surprisingly, the
same statement cannot be made for the degree of multinationality which is
much more industry specific. The degree of multinationality, whether mea-
sured by assets and employment or R&D, did not vary according to the
importance attached by firms to FDI as a means of accessing foreign assets
or markets.

In table 10.10, the significance of non-equity alliance relationships are
analysed. On average, the firms that ranked alliances as being of above-
average importance had a lower percentage of their assets and employment
located in foreign countries and a higher percentage of their R&D in
foreign countries. Based on the ratio of firms which view alliances as rela-
tively important to those which do not, the HTS of (4/1) aerospace, (8/1)
computers, (18/2) electronics and (6/0) pharmaceuticals, and MT industry
of (8/4) motor vehicles, all have ratios greater than 2, and benefit the most
from tapping into the tangible and intangible assets of foreign countries via
alliances. Revenues from firms in these sectors that view alliances as of
above-average importance are approximately ten times greater than the
ones that do not. The chemicals (7/8), industrial equipment (4/4) and petro-
leum (7/7) sectors all have ratios of approximately 1 and also benefit from
alliances. The one surprising result was for firms in the metal and metal
products sector, where the two multinationality measures for those which
regarded alliances of above-average importance were approximately 50 per
cent (22.6 per cent/58.2 per cent) and 20 per cent (9.5 per cent/53.8 per cent)
of those which ranked the importance of alliances at 4 or less.

Table 10.11 shows that approximately three quarters of the firms
accounting for approximately 73.6 per cent of the revenues view trade as
relatively unimportant in tapping into tangible and intangible assets of
foreign countries. Firms in the HTS that view trade as unimportant have
higher levels of assets and employment in foreign markets than those firms
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Table 10.12. Assets by mode of sourcing

Technological assets Organisational assets

FDI Alliances Trade FDI Alliances Trade

HTS
Aerospace 2.25 2.25 2.00 2.00 2.08 3.00
Chemicals 2.54 2.57 2.92 3.90 3.81 3.78
Computers 3.13 3.13 3.50 3.08 3.08 4.33
Electronics 2.77 2.81 2.68 3.82 3.65 3.14
Pharmaceuticals 3.30 3.58 4.00 3.47 3.78 4.00
MTS
Industrial equipment 2.57 2.00 2.25 3.24 2.92 3.17
Motor vehicles 3.09 3.19 1.75 3.67 3.92 2.17
Petroleum 2.92 2.79 2.50 2.81 2.52 2.00
LTS
Food and drink 3.44 4.00 2.62 4.04 4.75 4.00
Paper 2.60 3.17 2.00 2.30 3.11 2.00
Building materials 3.13 3.00 2.75 3.58 4.00 3.67
Metal & metal proc. 2.40 2.00 2.58 2.77 2.54 3.11

Other 3.20 3.83 5.00 3.20 3.78 4.67

Quality and innovation
assets Linkage to foreign bodies

FDI Alliances Trade FDI Alliances Trade

HTS
Aerospace 4.00 2.63 3.50 3.00 1.75 3.00
Chemicals 3.73 3.93 3.33 3.53 3.43 3.83
Computers 3.44 3.44 4.00 2.50 2.50 3.00
Electronics 3.47 3.44 3.04 3.53 3.28 3.07
Pharmaceuticals 3.10 3.25 4.00 3.80 3.83 4.00
MTS
Industrial equipment 3.00 2.62 2.00 2.43 2.50 3.00
Motor vehicles 3.14 2.75 3.25 3.82 3.75 2.50
Petroleum 3.00 3.43 2.50 3.25 3.00 3.00
LTS
Food and drink 3.47 3.62 2.75 3.59 3.62 3.50
Paper 4.10 2.67 2.00 2.60 3.00 4.00
Building materials 3.75 5.00 4.00 4.25 5.00 4.50
Metal & metal proc. 3.20 2.94 3.25 2.90 2.88 3.00

Other 2.70 4.08 4.75 3.60 4.00 5.50

Note: Figures represent average respondent scores ranging from a rank of 1 (all
advantage derived from domestic operations of the firm and none from its foreign
operations) to a rank of 7 (all advantages derived from foreign operations of the
firm and none from its domestic operations).
Source: As for table 10.1.



that view trade as important. Firms in the LTS show the exact opposite
relationship, with higher levels of assets and employment in foreign coun-
tries associated with the importance of trade. In the MTS, the petroleum
industry exhibits the same characteristics of the HTS, while the motor
vehicle and industrial equipment firms are more like those in the LTS. The
trade relationship is not as clear with regard to the R&D measure of multi-
nationality. Within each of the segments (HTS, MTS and LTS), the impor-
tance and non-importance of trade is sector, rather than technology level,
dependent. The electronics segment presents a unique situation in that it is
the entry where a greater number of firms view trade as important than
view it as unimportant (14/6).

Taking the data set out in tables 10.9, 10.10 and 10.11 as a whole, it can
be shown that FDI and alliances appear as substitute modalities for acquir-
ing foreign technological assets, while for electronics FDI, alliances and
trade appear as complements to one another. For firms the computers, elec-
tronics, pharmaceuticals, industrial equipment, motor vehicles, petroleum
and metal and metal products both strategic alliances and FDI are impor-
tant modes of acquiring competitive advantage. Trade, as measured by the
percentage of global sales accounted for by exports, is perceived to be very
important in acquiring competitive advantage in the chemicals, electronics,
petroleum and building materials sectors.

In table 10.12, the average ranking of sources of competitive advantage
for access to assets, consumer demand and inter-firm linkages are reported
for respondents that view each modality of investments as important. For
example, the average score of the access to assets variable in the chemical
industry for the respondents who thought strategic alliances were impor-
tant was 2.57. From tables 10.9, 10.10 and 10.11, 76.7 per cent, 60.5 per cent
and 34.0 per cent respondents replied that FDI, strategic alliances and
trade were important.

Among the respondents who viewed FDI as important, those from the
food and drink sector recorded the highest average scores of 3.44 and 4.04.
As shown in table 10.1, the food industry has a large percentage of its assets
and employment in foreign locations and these are leveraged to augment
these global competitive positions. Similarly the paper industry scored the
highest for quality and innovative assets, and the building materials indus-
try the highest for linkage to foreign institutions. The building industry has
to set its standards according to those required by countries in which it
operates, and because of this, a high score here is not surprising.

Of the respondents who viewed alliances as most important, those in the
food and drink sector maintained that their principal foreign competitive
advantage was in their access to technological and organisational assets.
Firms in the building materials sector maintained that they gained impor-

214 John H. Dunning and Clifford Wymbs



tant benefits from linkages to foreign institutions, consumer demand for
high quality products and from tapping into foreign innovatory assets.

Of the respondents who viewed trade as an important mode of gaining
technological advantages, those in the building material sector obtained the
greatest benefit from linkages to foreign institutions, those in the pharma-
ceutical sector gained the greatest advantage from technological assets,
those in the computer sector achieved the most benefit from organisational
assets and those in the computer, pharmaceutical and building materials
sectors benefited the most from consumer linkages.

8 Findings: multivariate analysis

Up to this point, we have provided descriptive statistics on the importance
of FDI, cross-border alliances and trade as a means of accessing foreign
technological assets; and also of how the importance of foreign sourcing
varies by industry and degree of multinationality of the sourcing firm. This
section recasts some of the bivariate data into multiple regression equa-
tions. The dependent variable is the propensity of individual firms to source
their technological assets from foreign countries and the independent vari-
ables are the contextual variables identified earlier (see Exhibit 1 for vari-
able definitions in the context of the regression equations.) The hypotheses
setting out the expected relationships between these two sets of variables
are identified in section 4.

To more fully understand how firms source technological assets from
foreign countries, specific relationships associated with created assets, con-
sumer demand and linkages were tested. Because of the variety of factor
conditions associated with these variables and the desire to isolate specific
relationships, two independent measures were used. The first focused on
firms sourcing competitive advantages from foreign technology-based
assets associated with professional and scientific personnel and product
and process innovations; while the second measured how firms perceived
they augmented their domestic competencies by applying foreign learned
organisational and managerial practices. The third relationship tested the
amount of competitive advantage obtained by firms who had operations in
foreign countries with sophisticated consumers; while the fourth helped
assess the gains derived by firms being part of a foreign cluster of related
firms and/or near a foreign research institution.

The four contextual variables use firm-level, industry-level and country-
level measures to explain each of the above sources of competitive advan-
tage. The firm-level variables are the degree of multinationality and firm
sales. Multinationality, as in the descriptive statistics section, is measured
in two ways, i.e., employment and assets (MEA) and R&D (MRD), and its
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relationship with each dependent variable is estimated separately. As indi-
cated earlier, we would expect a positive relationship between the multina-
tionality variables, MEA and MRD, and all of the above dependent
variables because the greater the assets and employment and R&D outside
the home country the greater the likelihood a firm’s technological capabil-
ities will come from foreign sources. However, we would also expect that
MRD would have a stronger relationship than MEA in the estimation of
the advantages derived from a firm’s access to foreign technological assets,
because MRD is likely to be more directly related to those assets.
Alternatively, we would expect the percentage of foreign assets and employ-
ment to better explain how a firm gains competitive assets from organisa-
tional creative assets because MEA is more closely aligned with managerial
rather than scientific pursuits. Because MRD and MEA had a correlation
coefficient of approximately +0.70, these variables were entered into the
regression equations independently.

With respect to the SIZE of firm variable, the literature suggests that
large firms are more likely to engage in FDI than smaller firms.13 However,
the same literature is not specific as to which size firms most intensively use
their foreign assets to gain competitive advantage. Though a weak positive
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Exhibit 1

Dependent variables (variable names in parentheses)

* Created assets: 1 Technology dependent (INN)
2 Organisational based (ORG)

* Consumer demand: 3 (CONS)
* Linkages: 4 (LINK)

Independent variables

Firm size
* Degree of multinationality (variable names in parentheses)

(1a) Average of foreign employment and
assets (MEA)

(1b) Share of R&D (MRD)
* Size of firm 2 Firm sales (SIZE)

Industry level
* R&D intensity 3 Ratio of sector R&D to sales (RDI)

(measured at a sectoral level)

Country level
* Size of home country 4 Gross National Product (GNP)
* Population of home country 5 Population (POP)



relationship is expected, the above ambiguity will hinder the identification
of a significant relationship with any foreign sources of competitive advan-
tages.

It is difficult to offer a single hypothesis about the relationships between
the industry variable (RDI) and the sourcing of foreign technological
advantage. In table 10.4, LTS firms were shown a higher percentage of their
creative assets from foreign sources than HTS firms. MTS firms had the
lowest percentages. However, there was considerable variability within the
HTS, MTS and LTS; in fact, firms within the pharmaceutical sector per-
ceived they gained the greatest amount of technologically created assets
from foreign sources. A case could be made for the effect being in either
direction, and a two-tailed t-test is therefore required to assess this relation-
ship.

The population variable, (POP), and the size of home country variable,
(GNP), measure country-level effects. It is expected that the larger the
population of the home country of the respondent firm, the less likely it
would need to seek out foreign sources of competitive advantage. A similar
relationship is expected for GNP. Firms from larger home countries are
hypothesised to be less dependent on foreign sourcing for competitive
advantage.

Regression model

Initially, all the identified explanatory variables (except that only one
measure of multinationality – MRD or MEA – was included in each equa-
tion due to multi-collinearity concerns) were regressed against each of the
dependent variables. Next, for each dependent variable, the equations
representing the two levels of multinationality were compared. If the equa-
tions associated with the MEA measure proved superior, then these equa-
tions were re-estimated to identify and retain only significant variables. If
the equations associated with MRD proved superior then an additional
step was required. Because fewer firms responded to the R&D question
than the asset and employment questions, the equation with MEA had to
be reestimated with a smaller sample and then compared with the MRD
equation. Then the superior equation was re-estimated and only significant
variables were identified and reported.

Model results

Overall the two measures for multinationality, MRD and MEA had
correlation coefficients with the dependent variables ranging from +0.37 to
+0.50 and +0.34 to +0.46, respectively. As stated previously MRD and
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MEA had a +0.70 correlation coefficient. All the other independent vari-
ables had correlation coefficients of less than +0.20 with the dependent
variables. Among the independent variable, only POP and GNP had
correlation coefficients greater than 30 per cent. The bottom line of this pre-
liminary bivariate analysis is that the multinationality variables are likely
be the main explanatory variables in the following four models.

Our previously stated belief that foreign MRD was superior to MEA in
explaining firms sourcing competitive advantages from foreign technology
assets, i.e., professional and scientific personnel and product and process
innovations, was confirmed. Also, a positive relationship was observed for
the RDI variable and this indicated that the greater the R&D as a percent-
age of sales for a sector, the greater the perception of executives that they
derived gains in competitiveness from foreign sources of professional per-
sonnel and product technology. Even using a two-tailed t-test this relation-
ship proved significant at the 0.05 level. Indeed, these two variables
explained over 21 per cent of the variation in the foreign technology asset
variable. The third most important variable, population of the home
country (POP), though not significant, exhibited a negative relationship
consistent with our earlier hypothesis.

N Dependent Independent Coefficients Probability R2-Adj.
variable variables std. error >

102 INN RD 0.0245 (0.004) 0.0001 0.2124
RDI 0.0299 (0.030) 0.0026

Moreover, foreign assets and employment was the only significant variable
that explained how firms gained competitive advantage by accessing foreign
learned organisational and managerial practices. As we earlier asserted,
foreign assets and employment, rather than the percentage of R&D, are
more closely related to firms gaining competitive advantage by learning
from foreign organisational and managerial practices (ORG). The next
most important variable, size of firm (SIZE), had a negative sign, contrary
to our relatively weak assertion for this variable.

N Dependent Independent Coefficients Probability R2-Adj.
variable variables std. error >

135 ORG MEA 0.0231 (0.004) 0.0001 0.1919

Turning now to the third relationship, only the two multinational variables
proved significant in explaining the sourcing of competitive advantage by
firms who had operations in foreign countries with demanding or sophisticated
consumers. In this case, the R2 for MEA was less than that of MRD;
however, when we ran MEA with the same number of firms as MRD, the
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former’s R2 was almost 25 per cent more. The next most important variable,
GNP, was consistent with the hypothesised negative sign.

N Dependent Independent Coefficients Probability R2-Adj.
variable variables std. error >

98 CONS MEA 0.022 (0.005) 0.0001 0.1604

The fourth relationship tested the amount of competitive advantage a firm
gained from being part of a foreign clusters of firms and/or near a foreign
research institution. Once again, MEA proved to be the major explanatory
variable. One would expect that the greater amount of these assets deployed
in foreign countries, the greater the likelihood that executives would believe
they would gain competitive advantage from foreign clusters of activity.
The population variable (POP) proved significant and with expected nega-
tive sign. The interpretation here is simply that the bigger your home
market the less likely you are to seek out foreign clusters of innovative activ-
ity in your sector. Almost 43 per cent of the variation in the linkage vari-
able was explained by these two explanatory variables.

N Dependent Independent Coefficients Probability R2-Adj.
variable variables std. error >

99 LINK MEA 0.022 (0.005) 0.0001 0.4298
RDI –1.899 (1.047) 0.0050

In conclusion, specific relationships associated with created assets, con-
sumer demand and linkages were estimated and tested for significance. As
expected the level of multinationality was the most significant contextual
variable in each case. In the INN (equation 1) and LINK (equation 4), two
contextual variables RDI and POP proved significant.

9 Conclusion

The results of this study clearly indicate that the degree of multinationality
of a firm is significantly associated with the perception that firms augment
their global technological advantages from foreign sources. This they do via
a feedback of information and knowledge, experience and expertise created
within its network of subsidiaries and/or by tapping into the knowledge
and information created by other firms or of non-market institutions. In
depth analysis of the relationship between the degree of multinationality of
some 150 large industrial MNEs and several different technological advan-
tages enables us to identify several interesting industry and geographical
specific differences in their technology-based competitive advantages. For
example, pharmaceutical firms obtain more of their competitive advantage
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from foreign sources than any other sector. Alternatively, the aerospace
sector, relies the most on domestic sources to gain competitive advantage.
First world MNEs, apart from those from Japan, consistently ranked their
propensity to source their technological assets outside their home countries
higher than those from developing countries.

The study has also confirmed that ‘deeper’ forms of foreign involvement,
e.g., FDI and alliances, are likely to generate a greater feedback of techni-
cal knowledge than shallower forms of involvement, e.g., export and sub-
contracting.

The regression results confirmed the important role that the degree of
multinationality plays in explaining the extent of which firms source their
technological assets from foreign locations. As expected, the R&D measure
of multinationality explained more variation in the dependent variable
associated with technology-based created assets and the asset and employ-
ment measure of multinationality was superior for the other dependent
variables. Also as expected a significant negative relationship was
confirmed between a home country’s population and the sourcing of com-
petitive advantage from foreign industry clusters.

The policy implications of the findings of this chapter are straightfor-
ward. Governments need to recognize that firms engage in foreign activities
both to exploit their existing technology-based competitive advantages and
to protect, or augment, these advantages. There is also a strong suggestion
that the foreign operations of firms become a significant component of the
world economy, that technology, organisational skills and other tangible
assets are likely to be transferred across national boundaries, not only from
the investing firms to their subsidiaries but from the subsidiaries back to
the investing firms. This is particularly likely to be the case where MNEs,
e.g., Asea Brown-Boveri, Unilever, IBM, etc., operate multiple home bases.

This being so, it behoves governments to pursue as liberal policies
towards both inward and outward FDI as their macro-organisational
strategies allow. At the same time, they need to create and sustain the kind
of domestic political and economic environments, which allow both its own
firms to become strong contestants in the global marketplace and to attract
high value FDI into their domestic arenas.

Appendix 1: characteristics of the sample

The sample consists of a total of 150 responses from 135 firms. For those
that provided multiple responses, the statistics on the size and degree of
transnationality, as well as industry classification, follow those of the
largest corporate unit. Apart from size and degree of transnationality, all
other multiple responses are treated as unique individual responses in the
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analyses. Of the 150 responses to the survey, 111 came from firms that are
ranked in the Fortune 500 largest industrial enterprises (Fortune 1994). The
remaining firms were contacted to improve the industrial and/or geo-
graphic representation of the data. These firms are all among the largest
MNEs in their respective home countries. The identity of one firm in the
sample was concealed and therefore that firm could not be classified by
industry. However, values for the other variables used in the various
classifications were obtained.

Notes

1 As set out in Caves (1996) and Dunning (1993).
2 Sometimes between countries and sometimes within countries.
3 For further details see UNCTAD (1995 and 1996).
4 Excellent examples include the watch industry of Switzerland, the cork indus-

try in parts of Portugal, the cutlery industry in Solingen (Germany), the
financial services industry in the City of London, and the multi-media industry
in Lower Manhattan, New York.

5 See especially examples given by Enright (1994). For an examination of
different kinds of sub-national spatial clustering and how being part of each
may generate intra-cluster knowledge accumulation and transfer see Markusen
and Gray (1996).

6 See especially Dunning (1958), Safarian (1966), Brash (1966), Reddaway et al.
(1968) and Deane (1970).

7 For further details see appendix 1.
8 High-technology sectors (HTS) are defined as those in which the average R&D

expenditure as a percentage of sales in the US was at least 4 per cent, and in
which scientists and engineers employed in R&D as a percentage of total
employment were 2 per cent or more. Medium-technology sectors (MTS) are
defined as those in which the corresponding ratios vary between 2 per cent and
3.9 per cent, respectively; and low-technology sectors (LTS) are defined as those
with ratios under 2 per cent and under 1 per cent, respectively. More specifically,
HTS include aerospace, computers, chemicals, electronics and pharmaceuti-
cals; MTS include industrial equipment, motor vehicles and petroleum
refining; and LTS include beverages, building materials, food, metal products,
paper, publishing and printing, rubber and plastics, textiles and tobacco.

9 See appendix 1 for a description of the sample firms.
10 High multinationality (HM) firms are defined as those located at and above the

industry’s median value of the percentage of its assets and employment
accounted for by the foreign affiliates of its constituent firms. Low multination-
ality (LM) firms are those located below the industry’s median value of the per-
centage of its assets and employment accounted for by the affiliates of its
constituent firms.

11 Because the R&D question had less responses than the asset and employment
questions, the number of observations in some categories were quite small. This
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resulted in high standard deviations relative to their means and non-significant
results, even though the absolute differences between HM and LM appear large
relative to the absolute differences in table 10.5.

12 And especially so in the case of access to assets, inter-firm rivalry, and linkages.
13 See, e.g., Dunning (1993), chapter 6.
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11 Innovation as the principal source
of growth in the global economy

 

1 Introduction

I will divide my discussion into three sections. First, I will explain why
innovation matters to the growth and competitiveness of firms and wider
economies, and to the trade balances of national economies. I argue that
with globalisation, innovation is exercising a steadily increasing influence
upon economic performance. I advance this argument in the context of two
very different perspectives on profits and economic growth, each of which
can be found in the extensive historical literature on these issues.

Second, I deal with a possible counter-argument, which says that in a
global world the rewards from innovation cannot be kept by the originators
within national boundaries, and therefore it becomes less important as a
source of profits and growth. This is known in the literature as the ‘appro-
priability’ argument – the view that it is difficult for innovating firms or
countries to appropriate a full return on their investments in innovation. I
show instead how, in the light of a newly emerging consensus among econ-
omists about the nature of technological change (a consensus especially,
although not exclusively, among non-neoclassical economists), the
appropriability argument has been overplayed, and need not be of undue
concern.

Third, I contend that national systems of innovation and states continue
to have an important role to play in a global economy. Far from collapsing
with globalisation (as some writers have imagined), national systems of
innovation have been consolidated, and I explain why. There is also a role
for policy support for innovation by national states, despite the fact that the
justification for that policy cannot rest entirely on the appropriability argu-
ment, as it has done traditionally in the economics literature since about
1960. I assess how the conventional justification for innovation policies
needs to be altered, taking into account the ways in which globalisation has
changed the agenda for states and for policy makers.
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2 Growth and competitiveness – two views on the origins of profits

Two schools of economic thought can each be grouped together with
respect to alternative views on the origins of profits in a capitalist
economy. According to the first such school, profits derive from a search
for lower wage costs (either through lower wage rates, or by increasing the
intensity of work), and from positions of market power (facilitating higher
prices in final product markets, and lower prices in markets for the inter-
mediate products used as inputs). The two are often linked, where for
example work is ‘put out’ to a contractor who is obliged to sell at low
prices, and manages to do so by setting low wage rates and poorer working
conditions. This perspective on profits dominates much of the economics
literature – it is common to most mainstream macroeconomists and indus-
trial economists, to neo-Ricardians, and to most twentieth-century
Marxist economists.

In this perspective, multinational corporations (MNCs) as well as states
stand to lose from global competition. Their protected markets are eroded
and costs are driven ever lower (to the lowest common denominator) by
international competition, and so profits are everywhere squeezed. The
obvious reaction is to pass the squeeze on to others – to workers and con-
tractors, whose security of contract is weakened. This is the perspective as
well of the financial markets – to ‘make the assets sweat’ and to maximise
their current value. Overall, this is a zero sum game, in which the gains are
limited and of a one-off kind, like in a national context the revenues from
privatisation. In classical terms, profits are generated primarily in the
realms of exchange and distribution, although there are then consequences
for the way in which production is organised.

In the second view profits derive instead from innovation. This is the per-
spective of Schumpeter and of modern evolutionary economists, but it has
strong classical antecedents, especially in the work of Smith and Marx. In
this case innovative MNCs and states in the most dynamic centres gain, and
not necessarily at the expense of others. Innovation is a positive sum game,
in which the gains need not be limited or of a one-off kind. In classical
terms, profits are created in production and through continual advances in
production, not in the spheres of exchange or distribution – although here,
going the other way around, innovation has consequences for the way in
which markets are organised.

By and large, the Schumpeterian perspective on the creation of profits is
shared by innovative companies based in the most dynamic centres, and by
the more internationally integrated MNCs, particularly in sectors at the
leading edge of innovation. Note also that the scope for dynamism is not a
function of the existing level of productivity or technological capability,
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although it may be a positive function of the degree of openness of an
economy (since the greater incentive to export and compete in world
markets increases companies’ dynamism). Japan, Korea and other
economies of the Far East have been generating higher rates of innovation
than the United States, although they began from lower levels of capabil-
ity. For these purposes innovation is defined as the creation of new prod-
ucts and processes, even where these are not at some notional ‘technology
frontier’. Innovation consists primarily of the accumulation of tacit capa-
bility (a process sometimes termed technological accumulation), which
capability is embodied in social organisation (mainly in firms), and which
is to this extent tied to production in a particular location by a specific set
of firms.

So, in this second view of the origin of profits, what is the mechanism by
which innovation leads to a higher share of profits, and hence to greater
competitiveness and economic growth? I have modelled this mechanism as
a process by which wage increases tend to follow productivity increases
(including product as well as process improvements that raise the value of
products per worker), but with a lag (Cantwell, 1989, 1992). Owing to this
lag, the faster the rate of innovation or productivity growth, the higher is
the share of profits in income. However, if wages do track productivity they
will still increase faster with innovation. As in the classical tradition of
Smith and Ricardo, a faster rate of economic growth pulls up wages. With
innovation, living standards rise despite the low share of wages in income
– as remarked earlier, creating profits through innovation is a positive sum
game.

I believe that both historical and recent evidence accords very well with
this model. In the most innovative capitalist societies (Japan, Korea,
Germany, etc., in the post-war period) productivity and output growth is
relatively high, and wages rise faster than elsewhere. The model also sug-
gests that these innovative economies have a tendency towards trade sur-
pluses. One way of explaining this is that import growth follows export
growth, just as wages follow productivity; yet another way of looking at this
idea is that the propensity to save out of profits is higher than the propensity
to save out of wages, so that a greater share of profits in income is associ-
ated with a higher overall propensity to save out of income. All these fea-
tures (exports leading imports, and high savings ratios) also characterise
the more dynamic economies.

Of course, in practice profits are generated in both the ways I have out-
lined here, which could therefore be seen simply as different parts of a
broader story. In the first case the focus is on lowering wage costs relative
to the value of output per worker with some given technology; while in the
second case the objective is to increase productivity by changing the
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methods of production. The two may be connected, and some writers have
emphasised these connections – such as in the discussions of Ricardo and
Marx of the impact on wages of the introduction of machinery. I think it
can be argued that the second type of profits have always been more impor-
tant in the longer term than the first (consider, for example, the displace-
ment of the traditional Indian textile industry with its low wages by the rise
of the Lancashire cotton mills), but I would contend that with globalisa-
tion the second kind of profits have become even more important relative
to the first. To extend the arguments advanced earlier, MNCs have lost
profits of the first kind since privileged positions in various individual
markets have been swept away as these markets have become steadily more
internationally interdependent, but MNCs have increased opportunities
for creating profits of the second kind through internationally integrated
strategies for innovation (Cantwell, 1994).

There is other evidence in favour of this view, apart from the trend
towards internationally integrated MNC networks and greater affiliate
specialisation since the 1960s which has, by increasing the potential for the
innovative creativity of affiliates within their respective corporate groups,
given MNCs in most industries a new source of higher profitability and
growth (Cantwell and Sanna-Randaccio, 1993). One such piece of addi-
tional evidence is the new and continuing concerns over ‘competitiveness’,
which can be attributed to the frailty of the first kind of profits in a global
economy, as isolated pockets of market power are increasingly challenged.
The central feature of globalisation is a qualitative increase since the late
1960s in the degree of international interdependence between locationally
dispersed production facilities.

The importance of competitiveness at a national level is observed in the
persistence of trade imbalances in the form of surpluses in the more highly
innovative economies (Japan) and deficits in the less innovative (the US and
the UK). To be sure, these trade imbalances are explained partly by factors
other than differences in industrial competitiveness – divergent macro-
economic policies and trade policies, financial factors and currency move-
ments have all played a role – but it is striking how these imbalances have
persisted since 1982, during a period when policies and exhange rates have
changed quite considerably. Moreover, in the long run the causality seems
to run the other way, as witnessed by the trend appreciation of the Japanese
yen and depreciation of the US dollar and the pound sterling, leaving aside
the substantial shorter-run fluctuations in all currency values (in the model
referred to earlier, currency appreciation may act as a partial substitute for
a faster rise in wages in local currency units in the more dynamic economy).

One response to the erosion of profits of the first kind has been an ever-
more desperate search for new profits of this kind, through various means
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of financial restructuring, sub-contracting agreements and the re-negotia-
tion of contracts. Likewise, the current fashion for ‘labour market
flexibility’, if by this is meant the use of contractual flexibility as a means
of lowering wages relative to the hours and the intensity of work, as
opposed to the creation of greater functional flexibility through the
development of facilities for re-training workers for new tasks. However,
ultimately these one-off gains offer little way out. The longer-term response
must surely be directed principally towards increased efforts for innovation.
In this respect internationalisation tends to have an extremely beneficial
longer-term impact on development, by shifting the focus from the first
kind to the second kind of profits, whatever the deficiencies might be of the
sometimes more immediate impact of the greater intensity of re-contract-
ing in a less-regulated environment.

Thus, for example, the new wave of strategic alliances between MNCs has
been far more oriented towards joint technological development and inter-
firm cooperation in learning, and has been relatively less motivated by the
joint exercise of market power, by comparison with the international cartels
of the interwar years (Hagedoorn and Schakenraad, 1990; Cantwell and
Barrera, 1998). The growing pressures of international competition imply
that in a dynamic (as opposed to a static) setting, surviving firms must be
increasingly committed to the continuous upgrading of their own capabil-
ity base, and hence to technological improvement. The distinction between
the orthodox kind of profits and the Schumpeterian innovative kind is also
analogous to the distinction between static profit maximisation (organising
transactions so as to increase current efficiency and market power), and the
evolutionary search for higher profits, a somewhat unpredictable search
that leads to some mistakes and blind alleys and hence some failures even
among ‘rational’ agents (Nelson and Winter, 1982). The immediate static
impact of greater competition is the re-organisation of contracts and the re-
distribution of income, which might be explained along the lines of the
economists’ standard conception of profit maximisation, while the
dynamic impact is that firms must search for higher profits over time
through innovation, a search that takes place around an inter-firm variety
of viable alternative paths.

3 Capturing the returns to innovation

It should be clear already that my definition of innovation and of technol-
ogy is a rather broad one. Until quite recently, most of the post-war litera-
ture had accustomed economists to thinking of technology in much
narrower terms, as akin to knowledge or information, often generated in
large firms through the research and development (R&D) function. When
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the exclusive focus of attention is on this element of technology, the ‘appro-
priability’ argument comes immediately to the fore, as to whether firms
(and the countries in which they are situated) can appropriate a full return
on their investments in the creation of such knowledge or information,
which can be traded and otherwise dispersed into the public domain. This
information-like element of technology thus has the characteristics of a
latent public good (Nelson, 1992), since information is costly to create, but
once created it may be transferred to others at close to zero marginal cost,
and it is non-depletable no matter how much more widely it is used. Since
in most cases the patent system provides only a rather ephemeral way of
protecting knowledge and ensuring that it is exploited solely privately
(Levin, Klevorick, Nelson and Winter, 1987), this gives rise to the classic
problem identified by Nelson (1959) and Arrow (1962) – that the social rate
of return on investments in research and knowledge creation may exceed
the private rate of return, leading to an underinvestment by private firms in
research and hence in innovation. As I noted at the beginning, this problem
would be accentuated if knowledge were also to flow increasingly easily and
cheaply across national boundaries, since there would then be little point in
national governments trying to correct for the underinvestment as they
would end up simply subsidising free riders in other countries (the problem
would recur at an international level).

In the standard account, the difficulties of appropriating a full economic
rent from investments in knowledge creation have to do firstly with uncer-
tainties over the outcome of research, uncertainties over the ultimate value
of knowledge or the associated devices at any given stage of development,
and the ease with which imitators can replicate the results at lower (and
perhaps at low marginal) cost. The difficulty that even experts in the field
may have in forecasting the results of R&D projects, and in predicting the
commercial value of inventions, implies that it is troublesome for those
engaged in research or invention to ensure that they are fully rewarded for
their efforts through contracts with other parties who, prior to the comple-
tion of a deal, lack information on the true value of what they are pur-
chasing. Moreover, secondly, because of technological interrelatedness,
even if the private value of a particular invention could be established in
advance, its creation will contribute to a wider pool of knowledge, and
hence there are likely to be external benefits from the wider usage of this
latent public good element of any new technology.

Hence, there are both microeconomic and macroeconomic perspectives
on the ‘appropriability’ problem. From the microeconomic or business per-
spective, the difficulties that commercial inventors have in realising a full
return on their investments in new knowledge creation (due to the
difficulties in ascertaining the value of an invention in advance), may give
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rise to a closer vertical integration between R&D and downstream produc-
tion facilities within the firm. Yet from the macroeconomic or public policy
perspective, because the social benefits of R&D exceed the privately
appropriated benefits (due to external spillovers associated with the latent
public good properties of knowledge, as well as the problems of valuation
at the firm-level), there may be an underinvestment in new knowledge crea-
tion from a social point of view.

While no doubt there is an issue here, once technology is defined more
broadly to include in addition a second element – namely, tacit capability –
the ‘appropriability’ problem appears to have been greatly exaggerated, and
it needs to be understood in a rather wider context. In a more general (non-
neoclassical) framework, the concept of the ‘ease of appropriability’ relates
not mainly to restrictions on knowledge flows between firms (the efficacy
of the patent system, the use of secrecy etc.), but instead to the difficulties
of learning in a locally specific environment, and of imitating learning pro-
cesses when moving between different institutions and between different
technological traditions. The new literature on technological change
emphasises that it is an evolutionary and path-dependent process, which
takes the form of the steady accumulation of tacit capability (through learn-
ing processes in production), rather than a sequence of discrete acts of
knowledge creation (subsequently capitalised upon through changes in
production). Thus, what is appropriated by firms is essentially a return on
advances in tacit capability acquired through learning, rather than a return
on the creation of particular items of knowledge. The knowledge gener-
ating function is instead to be seen primarily as an input into the learning
process, the benefits of which depend mainly upon the contribution made
to the problem-solving activity through which the firm consolidates its tacit
productive capability, as opposed to the (uncertain contractual) value of
any inventions.

The inspiration for this new view of technology is essentially twofold, and
comes firstly from Rosenberg’s (1976, 1982) thorough investigation of the
history of technological change, which has shown it to be a cumulative and
incremental process of problem-solving in production (a view that again
can be traced back to Marx, Smith and the classics). Secondly, the theoret-
ical articulation of the new approach was provided by Nelson and Winter
(1982), who suggested that the evolution of tacit capability was encapsu-
lated in the organisational routines of firms’ production teams.

In the evolutionary perspective on technological change, the two ele-
ments of technology are strictly complementary, in that they cannot be used
in an operational production system other than in combination with one
another. Thus, potentially public technological knowledge and skills
(which also has a tacit component, which is understood only by individual

Innovation as the principal source of growth 231



practitioners trained and experienced in the activity in question, and so this
component of know-how overlaps with the economist’s notion of individ-
ual ‘human capital’) can only be effectively exploited by firms that accu-
mulate the requisite tacit capability (which is acquired through a collective
learning process within the firm, and thus becomes embodied in a form of
social organisation). For this reason, knowledge cannot be used at zero
marginal cost by firms that did not create it, as they must make their own
investments in tacit capability. Where one firm imitates another, or borrows
knowledge from another by agreement (as in cross-licensing arrange-
ments), the recipient firm will incur costs that are an inverse function of the
degree of relatedness between the technological profiles of the companies
in question. When a firm imitates another in a different field the costs of
learning and establishing its own tacit capability in a new area are some-
times sufficiently high that the costs of imitation exceed the original costs
of innovation in the initial firm (Mansfield, Schwartz and Wagner, 1981),
which might occur if the imitating company had a very different technolog-
ical history and an experience that was distant from or unrelated to that of
the original innovator.

As in the conventional story, in the new evolutionary approach too, we
can distinguish between the microeconomic and the macroeconomic per-
spectives on the problems of technological learning (of which the ‘appro-
priability’ issue is just one). At the firm level, the cost of learning rises the
more unrelated is a new technology to the existing capabilities of the firm.
Thus, the cost of imitating a rival or even a collaborator is higher, the
greater is the difference between the technological traditions of the compa-
nies concerned. Since technological traditions are always to some extent
differentiated, each firm can exploit some sphere of competence relative to
others, but firms whose achievements are particularly distinctive will be
able to capture the highest returns. Firms invest in knowledge creation (in
large companies, formalised in R&D), so as to be able to tailor the search
for new knowledge to the specific needs that arise from their own problem-
solving in production, and so as to be able to better understand what is rel-
evant to their own requirements from the knowledge being generated
outside the firm, and then to be able to properly assimilate it.

At the public policy level, if firms have limited learning capabilities (say,
in a given field outside their existing areas of competence or specialisation)
then they will be reluctant to invest in new knowledge creation, which they
would find difficult to incorporate into new tacit capability, and hence
difficult to capture a return on. However, using this argument the ease of
knowledge spillovers between firms is likely to be inversely related with the
extent of underinvestment in knowledge creation, and not positively related
as in the conventional account. The greater the availability of external
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knowledge sources from other companies and from the science base (sup-
ported by the local government through universities and other public
research establishments), the more likely that an individual firm’s invest-
ment in commercial research will succeed in providing (or suitably identi-
fying and refining) the knowledge inputs needed to help extend and
improve its own tacit capability. From this viewpoint, apart from support-
ing basic research as well as education and training, governments have an
important role in actively encouraging knowledge diffusion through inter-
company collaborative agreements, licensing and the like.

Note further that these different views on the ‘appropriability’ issue
imply a significant difference of opinion over the form of the connection
between appropriability and profits, which relates back to our earlier dis-
cussion of arguments about the origins of profits. In the orthodox market-
based interpretation, the ‘ease of appropriability’ is a variant of the market
power notion of the origins of profits, and has to do with the ability (or
inability) of the firm to earn a return on its investment in new knowledge
creation through contracts with downstream users of inventions. In con-
trast, in the alternative evolutionary formulation the ‘ease of appropriabil-
ity’ of a return on technology creation has to do with the difficulties
confronting problem-solving activities in production, which are the learn-
ing activities that lead to the formation of firm-specific capabilities, and
thus to profits. The more difficult it is to raise productivity and improve
product quality the higher the potential return to innovative firms, but also
the more such firms come to depend upon an innovative environment of
intensive knowledge flows between firms and (at least in the science-based
industries) knowledge flows between firms and universities.

From this new perspective, innovation and imitation are complements
rather than substitutes, since in order to imitate others firms must innovate
by creating their own tacit capability, and by adapting any publicly avail-
able knowledge to suit their own specific requirements, including the
adjustment of methods to the distinctive and unique aspects of their tacit
capability. In addition to the costs they must bear, imitators are not free
riders, because in the course of the learning process by which they create
new tacit capability, they will also normally generate new knowledge of
their own, and thereby make their contribution to the public pool. Even in
terms of the R&D function as such, firms (at least large firms) that wish to
imitate others usually cannot escape their share of the costs. For one thing,
because the two elements of technology are complementary, when they are
absorbing knowledge production companies need knowledge inputs that
are tailored to the specific nuances of their own problem-solving activity,
and this is normally most easily obtained from an R&D facility under
their own direct control (and in turn, as a result, the knowledge and skills
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generated by that R&D facility are generally most relevant to the develop-
ment of production in the same firm) (Cantwell, 1994). For another thing,
corporate research has a dual role – apart from creating new knowledge and
skills, it is necessary as a means of monitoring knowledge created in the
environment outside the firm, and in understanding what parts of that
knowledge may be relevant and useful to the firm (Cohen and Levinthal,
1989).

The most innovative firms are also generally the best imitators, and those
that make the best use of the knowledge being created in the external
environment generally make the greatest contribution to knowledge them-
selves. Indeed, the very distinction between innovation and imitation is
really quite blurred (Cantwell, 1992). Thus, the model that focused upon
the returns to single and discrete acts of knowledge creation overplayed the
appropriability problem (Mowery and Rosenberg, 1989). Another way of
looking at the new approach is as a criticism of the so-called ‘linear model’,
which depicts a simple causal chain running from invention (knowledge
creation) to innovation and then to diffusion. In practice, there is a contin-
ual interaction between learning in production (innovation) and research
and science, but on the whole there tend to be more linkages that run from
technology in production to research and to science than the other way
round (Rosenberg, 1982, 1994). An illustration is the way in which new
instruments and computer technology have completely transformed the
nature of scientific enquiry in recent years (such as in the use of more pow-
erful telescopes in astonomy, the use of instruments which enable experi-
ments to be done at a microscopic level, and the use of computer
simulations and graphics in virtually every branch of science). Moreover,
practical technological advances have sometimes led to new areas of
science. Thus, Edison’s work on light bulbs led to the discovery of the elec-
tron, Marconi’s practical discovery of the possibility of international radio
transmissions encouraged research on electromagnetic waves, while the
Wright brothers’ success in demonstrating the feasibility of aircraft
construction led subsequently to scientific theories of aerodynamics which
explained how their technology worked.

Of course, the mutual interaction between the formation of technolog-
ical capabilities through problem-solving activity in production and the
creation and diffusion of knowledge and skills still does not quite explain
the incentive for investing in a local research system and a science base as
a means of encouraging a higher level of private investment in corporate
R&D and innovation. Instead, it might be argued that in a global economy
research and production may become locationally separated, with the link-
ages between the two sustained at a greater geographical distance – with
some of the knowledge inputs into learning coming from afar, either within
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the multinational firm, or when monitoring external sources of potentially
relevant new knowledge. There is a grain of truth in this argument, at least
with respect to basic research and scientific advance, which might feed into
(and draw upon the fruits of) applied research, development and produc-
tion in a different location. However, a good deal of recent empirical work
has now shown that the intensity of linkages between science and technol-
ogy still tends to decline with geographical distance (Jaffe, Trajtenberg and
Henderson, 1993; Hicks, Ishizuka, Keen and Sweet, 1993; Feldman, 1994;
Audretsch and Feldman, 1994; Audretsch and Stephan, 1994). The link-
ages between science, research and technology have remained essentially
localised owing to the importance of face-to-face contacts in communi-
cating the results of complex learning processes which embody a tacit
element.

There is one other point that should be mentioned when considering the
ability of firms to capture the returns on innovation. That is, to exploit the
knowledge and skills created by research, firms require not only suitably
matching tacit capability in production, but also complementary or co-spe-
cialised assets which lie downstream in product distribution and marketing
(Teece, 1986). The direction taken by problem solving in production, and
the consequent agenda set for allied research facilities, may well depend
upon the nature of these co-specialised assets, and the types of product
diversification they would either facilitate or restrain.

4 Globalisation, national systems of innovation and national policies

If the ‘appropriability’ argument in its usual form is not quite as convinc-
ing as it has been held to be, it is necessary first to briefly re-consider the
case for technology policies in general. In the new thinking just described,
firms often do capture a return even on the basic R&D they perform, which
return is sufficient to provide them with an incentive to conduct such
research, provided that it is suitably integrated with the development of
their tacit capability in production. This is because the generation of new
knowledge and skills through commercial R&D is designed as an input into
the processes of problem solving and learning in production, and these
learning processes create tacit capabilities or firm-specific technological
competence, on which a return is earned. Therefore, if firms are investing in
the upgrading of their productive capabilities they require new knowledge
inputs, and do so increasingly as the level of technological sophistication of
their production rises, such that practical technological problem solving
will ‘call forth’ investments in R&D. However, the same research would not
provide an adequate return for less able, or for smaller and more narrowly
specialised companies, since they lack the technological competence and
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the breadth of learning or search activity in production needed to exploit
it. For this reason, the development of tacit technological capability tends
to lead to the emergence of corporate R&D, as we have observed in the
recent experience of Korea and Taiwan.

Thus, the problem is not so much a failure in the market for the knowl-
edge and skills created by R&D, but rather a lack of the tacit capability that
is needed to exploit such knowledge. If local firms lack capability and
innovativeness they are unable to use this knowledge and these skills
effectively, which prevents them from appropriating more fully the poten-
tial returns on research, and this in turn reduces the volume of R&D that
is privately initiated and financed by industry. Hence, an under-investment
in knowledge creation from a social point of view is primarily due to an
institutional failure rather than a market failure, in that a lack of the
dynamic social organisation associated with capability formation in firms
reduces their incentive to invest in research, and restricts their ability to
exploit what opportunities do arise from the new knowledge and skills
which emerge in the firm’s external environment. It might be argued that
such a lack of innovation relative to invention and external knowledge crea-
tion, and relatedly an under-investment in corporate R&D, have been par-
ticular features of post-war Britain. This problem would not be solved by
a better working of the markets for knowledge, since the intensity of the
creation and use of knowledge by firms does not depend mainly upon the
characteristics of the market for the exchange of knowledge. Instead, once
an institutional structure is in place that encourages learning and the
upgrading of corporate capabilities, new markets for knowledge exchange
between firms are likely to be established, which in turn would stimulate
further investments in corporate research.

There is still a role for policy in this view. By supporting education and
training systems, governments help to lower the costs and facilitate the
creation of tacit capability in firms. That is, governments can help to
address the problem of the development of more sophisticated systems of
production, which at root is a problem of institutions (or, if you wish, of
institutional failure), and not essentially a problem of the malfunctioning
of markets. Likewise, by supporting public research, the universities and the
science base, governments indirectly encourage firms to invest in their own
R&D to be able to tap into a more extensive external network of research,
and thereby to increase the returns on their own R&D through suitably
adapting their underlying tacit capability. In this event public research is
not replacing some ‘missing’ private research, but instead public research
acts as a catalyst for the widening of private research, which in turn sup-
ports the preservation of a more sophisticated tacit capability in produc-
tion. Thus, what innovative companies expect most from local universities
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is not research with immediate commercial applications in their own sector
(which they would normally prefer to conduct in-house), but rather a wider
base of knowledge creation and skills with which their own facilities can
interact (Pavitt, 1994).

There are two implications of the argument that technology policy should
be directed mainly to fostering the formation of tacit capabilities in firms,
rather than trying to correct for deficiencies in the market for knowledge.
First, firms rather than governments will tend to lead the process of innova-
tion and capability formation, and firms should not be seen as passive actors
responding to the external provision of knowledge and skills. However, of
course, governments do help to put into place a set of complementary
institutions which encourage innovation and knowledge diffusion, espe-
cially through their support of education, training and the science and
research infrastructure. For a detailed discussion of how governments might
help to assist institutions in confronting the difficulties of technological
learning (as opposed to improving the workings of markets for knowledge)
in a developing country context, see Lall (1997). Second, it is still worth
governments backing the local establishment of basic research facilities,
even if some of the knowledge generated has spillover benefits abroad, since
the greatest and most immediate impact will be concentrated locally, owing
to the tendency for the linkages between science and technology to be geo-
graphically localised, as has been shown in the literature using patent cita-
tions mentioned earlier (such as Jaffe, Trajtenberg and Henderson, 1993;
Audretsch and Feldman, 1994; Frost, 1996; Almeida and Kogut, 1997).

The problem of institution building tends to be better addressed in
national systems of innovation in which governments are more geared
towards the support of science and technology (with the vocal backing of
innovative local companies!), as opposed to purely market-based systems.
This is especially true in the modern technological paradigm grounded in
information and communication technology, computerisation, and
flexible (more complex) production systems, in which the local linkages
between science and technology have become more intensive than they
were in the past, and increasingly run across a wide range of formerly
separate disciplines. While there need not be ‘market failure’ in the usual
sense, it is inappropriate to follow a laissez-faire ideology in which the
public support of research is focused upon the areas of the most direct
market potential for local companies. To illustrate the point, a mainstream
chemical company increasingly needs to draw on knowledge and skills in
many diverse areas, such as electronics and biotechnology, in order to
further develop its own production systems, even if it has no intention of
entering the markets that are most directly connected with the principal
products of these fields.
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The national system of innovation is the network of institutions in the
public and private sectors of each country that support the initiation,
modification and diffusion of new technologies (Freeman, 1987, 1995). The
nationally distinctive features of the system are represented in the particu-
lar sectoral patterns of strength or tacit capability that has been developed
in private firms in each country (Nelson ed., 1993; Patel and Pavitt, 1994).
The globalisation of technological innovation in MNCs, in the sense of an
international integration of geographically dispersed and locally special-
ised activities, tends to reinforce and not to dismantle nationally distinctive
patterns of development or national systems of innovation (Cantwell,
1995). Contrary to what is sometimes alleged, globalisation and national
specialisation are complementary parts of a common process, and not
conflicting trends (as argued as well by Archibugi and Pianta, 1992, and
Archibugi and Michie eds., 1997). The incentive to organise affiliate
specialisation is the desire to tap into the locally specific and differentiated
stream of innovation in each centre, but by specialising in accordance with
these local strengths the latter are reinforced. As remarked already, the
creation of tacit capability is localised and embedded in social organisa-
tions (Nelson and Winter, 1982), and this organisational distinctiveness has
a location-specific as well as a firm-specific dimension. The particular path
of innovation followed in each country or region has historical origins
(Rosenberg, 1976, 1982). In the period of globalisation since the late 1960s
the general tendency has been for MNCs to become more technologically
diversified as they establish newly integrated technological systems, while
countries or locations have become more specialised in their technological
activity (Cantwell, 1993).

Despite the continuing significance of national systems of innovation
(Nelson ed., 1993), there is no doubt that the role of the nation state is
changing in the newly emerging global economy. The state is being under-
mined as an independent economic authority. It is not necessarily less
important as a player in world economic affairs, but it cannot now act or
formulate policy in isolation. Although I will not dwell upon it here, among
the consequences are that new international institutions need to be created,
the role of existing international institutions needs to be re-defined, and
new international agreements between countries are needed. Here instead,
I will conclude by briefly commenting upon the ways in which globalisation
has changed the agenda for national policy.

To return to the arguments of the two different schools of thought on
profitability and growth which I identified previously, I suggested that with
globalisation, national policies must be increasingly oriented towards the
second type of strategy for growth rather than the first. From the per-
spective of the first school, states can attract the investments of MNCs by
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lowering domestic wage costs and establishing protected markets or allow-
ing the companies some degree of local market power. In doing so, states
also thereby have the authority to bargain with MNCs to ensure that a ‘fair’
share of the returns on investments is retained locally. However, the scope
for states to behave in this fashion is now diminished if the country wishes
to participate in the international integration of activity being organised by
MNCs elsewhere. Even if the strategy succeeds, it is likely to reduce local
dynamism, as occurred in the import-substituting regimes of Latin
America. It is also worth noting the failure of Poland and a number of
African countries to attract much investment on the basis of the supposed
appeal of low wages, in economies in which the prospects for productivity
growth are limited.

Following the second school of thought, according to which innovation
is the basis of profits, states are best advised to maintain a good local infra-
structure and to encourage local institution building, and to facilitate local
inter-company networks for cross-licensing and other schemes for the
mutual enhancement of technological development. This type of strategy is
increasingly likely to appeal to MNCs when they consider whether to
extend capacity, and if so where. In this case, an industrial policy role
remains for national governments, even in a global economy. There are cer-
tainly still problems for states, but they are not the problems that are often
traditionally perceived from the standpoint of the first perspective, such as
a loss of bargaining power vis-à-vis MNCs. The problems are rather
(among others) how to facilitate the most appropriate pattern of national
specialisation, or in other words how best to build upon established local
strengths in innovation, and how to encourage a greater international
coordination of productive activity in such a way as to improve the ability
to learn locally from what is being done elsewhere, in other parts of the
region or the world.

Note

I am grateful to Daniele Archibugi for helpful comments on an earlier draft of this
chapter.
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12 The policy implications of the
globalisation of innovation

    


Introduction

Globalisation is not a single phenomenon, but a catch-all concept to
describe a wide range of forces. The importance of globalisation is currently
the focus of a vivid controversy. On the one hand, there are those who main-
tain that globalisation has effectively contaminated the greater part of eco-
nomic life (Ohmae, 1990; Chesnais, 1994; Barnet and Cavanagh, 1994;
Brecher and Costello, 1994; Perraton et al., 1997); on the other, there are
those who take a more sceptical view (Ruigrok and van Tulder, 1995;
Michie and Grieve Smith, 1995; Hirst and Thompson, 1996). However, the
terms of the debate are often unclear as three issues, which although related
should be kept separate, are not well clarified.

The first is to establish the importance of global forces in social life (does
globalisation exist or not?). This requires the identification of the different
types of globalisation and an estimate of their weight according to geo-
graphical location, industrial sectors and social groupings. The second
refers to the value judgement attributable to globalisation (is a global
society a good or a bad thing?). Answers to this type of question can only
be given by clarifying the actors of reference. Finally, the third issue refers
to the viability of national policies enabling the modification of the inertial
tendencies produced by globalisation (are there any policies which can
regulate globalisation?). As these policies are mainly implemented at a
national level, the debate on globalisation must necessarily be judged with
reference to the effectiveness of the policies implemented by national
governments.

In this chapter, we attempt to critically assess the concept of globalisation
as applied to innovation. Our intention is to define its implications for
national policies. In section 2 we present a taxonomy of the globalisation of
innovation based on three categories: international exploitation, global
generation and global collaboration on innovation. This taxonomy, which

242



has already appeared in previous work (Archibugi and Michie, 1995,
ArchibugiandMichieeds.,1997a), isconsideredhere inthelightofthedebate
which it has triggered, as we believe that it constitutes a useful filter through
which to interpret not only the size of the phenomenon (see Iammarino and
Michie, 1997; Archibugi and Iammarino, 1998), but also the bearing of
public policies on each of the ongoing processes. In fact, in the following two
sections, we shall analyse the impact that each category of the globalisation
of innovation might have for single countries, with the specific intention of
exploringthepublicpolicy implications. Intheconcludingsection5,we iden-
tify some directions for further research on the debated topic.

A taxonomy of the globalisation of innovation

During the past few years, too many heterogeneous phenomena have been
included in the term ‘globalisation of innovation’ and this has made the
concept’s explanatory power lose its potency. Thus we have attempted
(Archibugi and Michie, 1995, Archibugi and Michie eds., 1997a) to escape
from the maze of the globalisation of innovation by identifying three main
categories. These are: (a) the international exploitation of technology pro-
duced on a national basis; (b) the global generation of innovations; (c)
global technological collaborations.

The unit of analysis to which this taxonomy refers is either the innova-
tion or the innovative research project. The intention is to list the ways in
which economic institutions produce and exploit individual innovations
and/or innovative projects. The three categories are complementary and
not mutually exclusive, both at the firm and country level. Firms, especially
large ones, generate innovations in all the different ways described here.
From a historical point of view, these categories emerged in three succes-
sive stages, even though the second and the third added to rather than sub-
stituted for the oldest one. The categories of this taxonomy are included in
table 12.1.

The first category includes innovators’ attempts to obtain economic
advantages through the exploitation of their own technological compe-
tence in markets other than the domestic one. This includes innovations
developed both by firms and by individual inventors. We have preferred to
label this category as ‘international’ rather than ‘global’ as the actors intro-
ducing the innovations preserve their national identity, even when the
innovations are diffused and sold in multiple countries. In the majority of
cases, the first market in which a specific innovation is exploited is the one
it was developed in: even firms which strongly tend towards foreign markets
use the internal markets as a ‘laboratory’ for their products in order to
sample the reactions of consumers and the quality of the products.
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Table 12.1 A taxonomy of the globalisation of innovation

Evidence

Categories Actors Forms Stocks Flows

International exploitation Profit-seeking Exports of innovative goods. Very high Constant 
of nationally produced firms and Cession of licences and patents. increase over 
innovations individuals Foreign production of innovative last century

goods internally generated

Global generation of Multinational firms R&D and innovative activities both
innovations in the home and the host countries. Low Slow increase

Acquisitions of existing R&D to medium over time
laboratories or green-field R&D
investment in host countries.

Universities and Joint scientific projects. Rather Increase over 
public research Scientific exchanges, sabbatical years. significant last decades

Global techno-scientific centres International flows of students.
collaborations

National and Joint-ventures for specific Low Sharp increase
multinational projects in recent years
firms Productive agreements with exchange

of technical information and/or
equipment.

Source: Adapted from Archibugi and Michie, 1995.



The most direct method for firms to appropriate the results of their inno-
vatory activity in foreign markets is to export the products in which the
innovations are directly or indirectly incorporated. Another significant way
of exploiting innovations in foreign markets is through foreign direct invest-
ment (FDI). The conditions allowing international production are known:
availability of capital and a willingness to geographically exploit ownership,
technological and organisational advantages are required on behalf of the
investing firm (see Dunning’s (1993) wide ranging treatment). Economic
and institutional stability and a minimal level of economic development, or,
in other words, location advantages, are required on behalf of the host
country. The concession of both licences and patents, and the extension to
foreign countries of patents released in the country where the innovation
took place, are further types of international exploitation of national
technological capacities. It should be remembered that this first category
only includes the productive activity operated in host countries which does
not entail the creation of additional local technological capacity: if this
were to be the case, we would be moving from the first to the second cate-
gory of this taxonomy.

The second category is the global generation of innovations, which
includes innovations conceived on a global scale from the moment they are
generated. Only innovations created by multinational enterprises (MNEs)
are included in this category. With very few exceptions (such as Shell and
Unilever), it is easy to identify the country of origin of such companies, so
much so that to some they appear as national enterprises with multina-
tional operations (Hu, 1992).

The authentic global generation of innovations requires organisational
and administrative skills that only firms with specific infrastructure and a
certain minimum size can attain. Such firms, although limited in number,
play a crucial role in the generation of innovations: a few hundred large
firms are responsible for 75 per cent of industrial R&D and more than 60
per cent of patents spread in foreign markets (Patel and Pavitt, 1991;
Dunning, 1993).

In recent times, a third type of globalisation of innovative activities has
made a forceful entry on the scene. This, in some ways, is intermediate to
the two preceding categories. We have witnessed an increasing number of
agreements between firms for the communal development of specific
technological discoveries (Hagedoorn and Schakenraad, 1993). Such
collaborations often take place among firms of the same country, but in
many cases they involve firms located in two or more different countries,
thus emerging as authentically global. These forms of collaboration for
technological advances have promoted a variety of mechanisms for the divi-
sion of costs and the exploitation of results. In a way, the necessity to reduce
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innovation costs has created new industrial organisation forms and new
ownership structures, which today are expanding beyond the simple
technological sphere (Mytelka ed., 1991; Dodgson, 1993).

It was not the private sector that discovered this form of knowledge
transmission. The academic world has always had a transnational range of
action: knowledge is traditionally transmitted from one scholar to another
and thus disseminated without always requiring pecuniary compensation.
However, different motivations are to be found between the academic and
the entrepreneurial communities to this day and these lead to different atti-
tudes towards international cooperation.

Each of the three categories of the globalisation of innovation identified
here is also characterised by the existence of a specific international regime.
Elaborating on what has been proposed by the literature on international
regimes (cf., for example, Strange, 1988; Stopford and Strange, 1991), it is
possible to identify for each of the three categories described three main
types of interaction: those between firms, those between governments and
those between firms and governments. Table 12.2 summarises the compet-
itive and cooperative conditions for each of the three dimensions of the
globalisation of innovation, which will be considered separately in the fol-
lowing sections.

The impact of the globalisation of innovation on national economies

The answer to one of the questions previously raised, i.e., whether the
globalisation processes are positive or negative, seems, in practice, to be
conditional on a number of factors. The advantages, just as the costs, of the
tendency towards an increase in the weight of global processes can be sub-
stantial and strictly depend upon the characteristics of the participating
actors and of their interactions. It is necessary to bear in mind that the
dimensions of globalisation summarised in the taxonomy have not affected
the various areas of the world at the same time and with the same intensity.
In fact, the expansion of global forces has remained limited to the more
developed part of the world up to now, so much so as to have been defined
a process of ‘triadisation’, in other words, of increasing polarisation of eco-
nomic and innovative activities between the Triad economies – that is,
Europe, North America and the Pacific Rim countries led by Japan
(Chesnais, 1994; Kitson and Michie, in this volume).

The most evident changes implied by the increasing globalisation are the
tougher and increased competition and the greater collaboration between
actors, both across and within national boundaries. These changes,
however, even though polarised in the most developed part of the world,
might have an adverse impact on the economic and innovative performance
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Table 12.2. The regimes of the globalisation of innovation – interactions

Interactions

Categories Firm/firm Government/government Government/firm

International exploitation of Strong competition Strong economic rivalry and Support to national champions
nationally produced to acquire market shares. protection of national and barriers to imports.
innovations production.

Global generation of Competition for areas of Strong rivalry to attract and Continuous negotiation for
innovations by MNEs economic influence. to acquire high-tech and S&T investments and for

Rivalry to preserve the R&D investments. public incentives to
expertise and prevent innovation.
imitation.

Collusive agreements between Bi-lateral and multi-lateral Support to national firms

Global techno-scientific firms. Increased competition technical-industrial agreements to increase their
collaborations among inter-firm cartels. Control of monopolistic cartels international scope and the

bi-lateral alliances against associated learning.
other nations.



of some countries and regions, leading to a higher risk of ‘winners and
losers’. Based on an analysis of the effects of the globalisation processes on
national and local systems, it can be argued that the current tendencies do
not seem to uniquely indicate a greater convergence towards higher levels
of economic and technological activity within the group of most advanced
countries, and even less so within the regions that constitute them.
Considering each of the three aspects of globalisation separately, it is pos-
sible to outline the differences in the impact they may have on national
economies and on the agents representing them, firms in particular. An
attempt to summarise such differences is made in table 12.3.

International exploitation of technology

The processes of market internationalisation and of the multinationalisa-
tion of productive activities are certainly the oldest ones in the globalisa-
tion phenomenon, and thus the ones that have been most studied. The
expansion of market dimensions and their progressive integration have
rendered the competition that firms in various countries and world
regions must face ever more aggressive, both in domestic and in foreign
markets.

The dynamic effects of trade have been increasingly dependent on tech-
nology and innovation. The proof of the importance of non-price factors
in competitiveness (Thirlwall, 1979; Kaldor, 1981), identifiable principally
in national technological capabilities, has anticipated the intense debate on
technology as an ‘endogenous’ determinant of economic growth which has
developed since the second half of the 1980s (for a survey see Fagerberg,
1994). The dynamics of the increasing specialisation assume a crucial role
in affecting countries’ growth, as technological innovation does not occur
evenly in the different sectors of the economy. Therefore, one pattern of
specialisation is by no means as good as another: countries specialised in
fast growing sectors (mainly high-tech) not only may experience faster
growth, but they are likely to further reinforce their strength in the interna-
tional division of labour, due to the cumulative character of technological
progress (Lucas, 1988). On the other hand, it has been argued that market
size and R&D are both positively correlated with specialisation in high-tech
sectors and competitiveness, via internal and external spillover effects
(Grossman and Helpman, 1991). The exploitation of national technolog-
ical competence might thus turn out to exacerbate the strengths and weak-
nesses of countries and to lead to economic divergence. Several studies have
addressed the issue of convergence from the viewpoint of efforts devoted by
industrialised nations to technological expertise (Archibugi and Pianta,
1992, 1994; Patel and Pavitt, 1994). At the country level, a limited but
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Table 12.3. The regimes of the globalisation of innovation – implications for the national economies

Implications for the national economy

Tendency towards
Categories Inwards flows Outwards flows convergence/divergence

International exploitation Low learning in consumption Expansion of the market and Limited but significant economic
of nationally produced goods. Medium learning in the areas of influence. convergence (GDP per capita)
innovations capital goods and equipment. Maintenance of national Technological divergence

technological advantages. across countries.

Global generation of Acquisition of technological Missing technological Increasing regional/local
innovations by MNEs and managerial capabilities. opportunities for the internal divergence both in economic

Increased dependence on the market. Strengthening of the and innovation variables.
strategic choices of foreign competitive position of
firms. national firms. Tapping into the

expertise of the host locations.

Increase of techno-scientific flows.
Global techno-scientific For developed countries, diffusion of their knowledge. Technological convergence
collaborations For developing countries, acquisition of knowledge across countries.

and learning opportunities.



significant convergence in GDP per capita has been found. The patterns of
technological convergence, however, do not emerge strongly, and in some
cases divergence has occurred over the last decades.

Hence, it seems that openness in trade and the internationalisation pro-
cesses, instead of reducing international differences through a more rapid
diffusion of technology, are leading to economic convergence of countries
which are becoming, at the same time, more dissimilar in their technolog-
ical performance (Cantwell, 1995; Vertova, 1997). What are the possible
effects of this increasing technological specialisation?

It is possible to maintain that among industrialised countries the oppor-
tunities to successfully exploit national technological capacities depend
increasingly on the relative size of the respective domestic markets. On the
one hand, large countries, such as the United States, have the advantage of
a greater domestic profitability of innovation and of decidedly ampler spill-
over effects (Fagerberg, 1996). On the other hand, smaller countries, such
as Switzerland, Holland and the Scandinavian countries, can exploit the
greater concentration of their industries in a few strong sectors, and thus be
in a position to act as global players, thanks also to the smaller fragmenta-
tion of their economic and political interests. Medium-sized economies,
such as Italy, could have to face expensive restructuring processes of their
productive apparatus; within the global competition framework, they
would be unable to maintain a complete industrial matrix but also, given
their size, they would not be content with ‘niche’ technology specialisations.

The growing competitive pressure implied by the globalisation process,
however, is not limited to trade liberalisation between countries, since FDI
flows have been increasingly featuring as complements to trade flows, actu-
ally overtaking them in importance as means of exploiting national com-
petitive and technological capacities. The complementary relationship
between FDI and trade tends to intensify their impact, possibly causing
virtuous and vicious circles both in the investor’s home country and in the
host location (Cantwell, 1987). MNEs increasingly assimilate and integrate
with national and regional systems of innovation: their impact, however,
depends crucially on the sectoral profile of the home and host economy. In
trying to exploit their competitive advantage, firms relocating their produc-
tion activity abroad may (but will not necessarily) improve the local indus-
trial capacity through more intense competition in the local market and the
transfer of technology associated with the investment. The impact could be
either ‘driving’ or ‘enfeebling’ with respect to the national technological
and industrial base, depending on the pattern of sectoral specialisation and
on the comparative ‘strengths’ of both investing and local firms
(Iammarino and Michie, 1997).1
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Global generation of innovation

Multinational enterprises are undoubtedly the most important actors in
the worldwide generation of technology and innovation. The location of
innovative activities of multinational enterprises in host countries is often
linked to the location of their productive activity but, however strong the
correspondence between productive activities and R&D activities may be,
it will not be total. There are in fact different advantages and disadvantages
linked to both the centralisation and the decentralisation of technological
activities. The main advantages of centralisation – basically connected to
economies of scale and scope in R&D, control of innovation and linkages
with national business and non-business sectors – seem to be increasingly
counterbalanced by those associated with decentralisation. From the
investor’s perspective, the latter can be summarised in terms of the linkages
between innovatory activity and local production, markets, suppliers and
clients, and the exploitation of technological fields of excellence in host
countries (Pearce and Singh, 1992; Howells and Wood, 1993; Miller, 1994).
All these factors acquire a greater or lesser importance depending on the
country, on the type of firm, on the products and on the technologies
involved.

The empirical evidence on the share of innovation generated outside the
home country of the MNE is mixed (Cantwell, 1995; Patel and Pavitt, 1991,
1994 and their chapter in this volume). However, although foreign subsidi-
aries of MNEs would appear to be primarily involved in the production of
goods and services, data on patents registered in the US seem to indicate a
slow but significant trend towards increasing shares of innovation gener-
ated outside the home country of the parent companies. The possible effects
of this tendency on national economies are both direct and indirect
(Dunning, 1992). The amount of innovation generated ex novo by foreign
affiliates of MNEs – which includes also their demand and cost linkages
with indigenous suppliers and customers and their impact on local market
structure – minus the amount of ‘diverted’ innovation (i.e., that which
would have been generated in the absence of MNEs), gives the net ‘tech-
nology creation’ effect. Therefore, MNEs technological globalisation may
enhance the nation’s innovative capacity, as much as, in the wrong circum-
stances, it may weaken it.

Cumulative causation mechanisms might thus occur, giving rise to
vicious and virtuous circles which, again, will depend on the sectoral points
of strength and weakness in both the home and the host economies.
Moreover, it has been pointed out that the increasing number of networks
established by MNEs, while boosting decentralisation through inter-border
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corporate integration of technological activities within the MNE, can
further promote the advantages to agglomeration through inter-firm sec-
toral integration within national boundaries (Cantwell ed., 1994). The
‘competitive bidding’ to attract high value added FDI and MNEs research
activity is likely to become tougher, both between ‘higher-order’ locations
across developed economies, and between ‘lower-order’ centres, the latter
increasingly threatened by the emerging competitors from less-developed
countries and regions. The risk of regional inequalities might thus increase
also within countries, as ‘centres of excellence’ would be further encour-
aged, while backward regions would be further undermined by the strate-
gies and policies of MNEs.

It should be noted that the economic convergence found at a national
level is much more questionable when considered at the level of regions. An
increasing number of studies have recently addressed this issue, focusing in
particular on the EU regions (see, for example, Neven and Gouyette, 1994;
Quah, 1996; Fagerberg and Verspagen, 1996; Fagerberg, Verspagen and
Caniëls, 1997). It turns out that the process of convergence in GDP across
the EU regions, which was observed during most of the post-war period up
to the 1970s, is far from stable and, even accounting for differences in indus-
trial structure, it tends to slow down in the later part of the 1980s.
Furthermore, the reversal in the trend towards convergence has occurred
despite the presence of substantial differences in GDP per capita across
European regions. By taking into account differences in innovative capa-
bilities across the EU regions – even more pronounced than at country level
– it has been shown that they account for a good deal in explaining the
diverging trend in economic growth (Fagerberg and Verspagen, 1996). The
consequences of technological globalisation of multinational enterprises
on indigenous innovative capacity might thus further exacerbate the dis-
parities between the Northern and the Southern regions of the EU.

Global technological collaboration

As pointed out earlier, the business sector has been increasingly involved in
global strategic technology alliances. The most frequently cited motiva-
tions are the so-called ‘push’ factors (Howells, 1997a), namely alliances
established principally in order to cope with the complexity of the new,
increasingly knowledge-intensive, technological paradigms and to share
the risks and costs associated with innovative activity (Katz and Ordover,
1990; Baumol, 1992). What marks these collaborations is that the firms
involved maintain distinct ownership structures, while explicitly agreeing to
exchange and/or generate, bilaterally or multilaterally, information and
techno-scientific knowledge.2 The ‘pull’ factors cover the attractiveness of
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external sources of expertise over internal technological assets, and the
desire to improve the scope of in-house scientific and technological com-
petence.

The propensity of firms to collaborate, which emerged first on local
rather than globalised markets (Becattini ed., 1987; Becattini and Rullani,
1993), surprised many of those who had studied the economics of the firm
in mainstream textbooks. In fact, firms are willing to share with other, often
competing, firms a factor strategic to their own competitiveness such as
technological competence, far more than it is generally assumed. It
emerged quite early on that such collaborations were not limited to the
national level but that they went beyond national boundaries (Chesnais,
1988; Vaccà and Zanfei, 1989; Dunning and Gugler, 1992).

Collaborations are all the more advantageous among firms which do not
compete in the same products and/or markets. Firms with similar
technological knowledge can in practice have very different products, just
as firms with similar products and technologies can be active on different
markets due to either geographical location or the portion of demand they
cater for. An aeronautical firm and a car manufacturer may have an inter-
est in sharing common knowledge on engines without having to compete
in the same final markets. In the same manner, two firms in the tele-
communications sector having national public enterprises as their clients,
could find it convenient to coordinate some research projects aimed at the
reduction of costs and the planning of new products. It can be argued,
therefore, that the notion of competition, although not directly implied by
the third category of our taxonomy, shows a two-way link with that of
collaboration. Cooperative agreements are nonetheless a source of compar-
ative advantage, besides the traditional country/firm-specific technological
competence: they occur, in fact, to a much greater extent in industries in
which competition is more pronounced – i.e., in the most recent technolog-
ical sectors, such as biotechnology, information technology and new
materials (National Science Foundation, 1996). Technological collabora-
tions take place mainly in sectors characterised by oligopolistic and/or
monopolistic competition, and they are based on high product
differentiation and/or market diversification. Collaboration is therefore
becoming a key determinant of competitiveness, which, in its turn, requires
increasing efforts to innovate.

Strategic agreements between firms do not exhaust the phenomenon of
global collaboration. As referred to above, the academic world collaborates
globally. To the extent that the academic world has an influence on indus-
try, its globalisation acts as a vehicle for the diffusion of knowledge and
technological innovation.

It has been noted that the intensification of academic collaborations has
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been particularly boosted by regional economic integration processes. The
highest increase in the shares of internationally co-authored articles during
the 1980s and the 1990s was registered by the EU countries, showing
around 50 per cent of co-authorships as international, mainly intra-area
(National Science Foundation, 1996). This seems to support the view that
knowledge processes crucially depend on cultural features whose similar-
ities are more likely to be found within the same macro-region. This
emerges also by looking at other indicators, such as the international flows
of researchers and foreign students enrolled in higher education. For
instance, the huge increase of inflows recently experienced by Japan has
mainly occurred from within the Asiatic region, as well as patterns of
stricter collaborations are found among the members of the Asian and
Pacific Economic Cooperation (APEC).

As long as they do not harm competition and consumer’s interests, it is
likely that technological alliances and scientific collaboration will contrib-
ute substantially to strengthening the innovation base of national and
regional economies and to spur technological convergence across countries.

Implications for public policy

Up to this point we have analysed the globalisation of innovation mainly
from the viewpoint of the impact on the national economies. But globalisa-
tion processes, in the field of technology and innovation, constitute also a
challenge for public policy, just as they do when they affect other spheres
of economic and social life. In particular governments, which represent the
other category of actors and exercise well-defined powers on a certain ter-
ritory, find that their choices are limited by processes they do not entirely
control (Holland, 1987; Held, 1991).

The obstacles globalisation poses to government policies are all the
stronger in the technological sphere, owing to the relative ease with which
knowledge can be transferred across countries. Statements of the type
‘Nasa research programmes favour Japanese firms’, or ‘American uni-
versities train the managers of competing countries’ or even ‘foreign firms
are appropriating the national technological heritage’, have become com-
monplace.3 These preoccupations are linked to governmental action and
they inevitably allude to certain political choices. They prompt the follow-
ing questions: is there any sense in financing great research programmes
benefiting all world firms with national resources? Would limiting the
access of foreign students be an effective way of preserving technological
advantages? Should foreign firms be encouraged or discouraged from
investing in R&D in the country?

Two different tendencies have emerged from the current debate on
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innovation policies. On the one hand, there are those maintaining that
government policies aimed at reinforcing a country’s technological compe-
tence are irrelevant, given that resources employed would not necessarily
lead to a national advantage (Ohmae, 1990). This ‘technoliberal’ vision is
implicitly based on the assumption that knowledge and technology can be
geographically transferred without much difficulty and that firms’ innovat-
ing activity does not require the externalities produced by state action. On
the other hand, there are those who consider that public-sector interven-
tion is necessary to better equip countries to face technological change and
increased globalisation. This view gains support from the approach based
on national innovation systems (Lundvall ed., 1992; Nelson ed., 1993;
Freeman, 1995; Archibugi and Michie eds., 1997b).

The specific argument we put forward here is that public policies play a
different role in each of the three categories of the globalisation of innova-
tion we previously outlined. As we emphasised in section 3, each of the
three categories has a very different impact on national economies.
Governments will have different interests in each of the three globalisation
types and this will lead them to opt for different strategies. In each case,
either cooperation or competition will prevail. Is it possible to identify the
advantages and drawbacks of each type from the interested country’s view-
point and, where possible, analyse the policies which could reinforce their
economic and social utility? More specifically, which of these policies are
to the advantage of some countries and to the detriment of others and
which are advantageous all round? To what extent do the interests of a
country coincide with those of its firms?

Let us start by assuming that it is, in fact, advantageous for a country to
promote high technological intensity in its territory. This would allow for
higher wages, for demand for a more qualified labour force and, in the long
run, for higher growth rates of value added and employment. In other
words, technological activities generate a set of externalities benefiting the
whole productive system. It is perhaps unnecessary to convince govern-
ments about the importance of promoting and attracting technological
activities on the territory they control. Public administrations have engaged
in the attempt to make the greatest variety of arts and crafts flourish in their
country for centuries. There has always been a current of thought attempt-
ing to promote the development and wealth of nations through interven-
tions favouring science and technology, although it has been more active in
political rather than in academic circles.

Table 12.4 lists the main policy aims with respect to the three globalisa-
tion categories and mentions the available instruments, which will be dis-
cussed more extensively in the following sections. We emphasise that we
have favoured reference to the larger category of public policy rather than
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Table 12.4. Public policies’ targets and instruments for the globalisation of innovation

Categories Targets Instruments

Inflows Achieving lower foreign dependency and filling Incentives for national infant industries.
technology gaps. Promoting collaborations between national

Increasing learning. firms and leading firms in the field.
International Incentives for selected FDI in the country.
exploitation of Obtaining competitive supply prices. Negotiations on imports with the firms of
national other countries.
innovations

Outflows Supporting national firms to appropriate their Export incentives for high-tech industries.
innovations. Property rights negotiations.

Preserving and developing competitive Public support for basic research and technology
advantages in high-tech industries. dissemination.

Ensuring fair competition.
Reinvesting profits in new innovative projects.

of international scope.

Inflows Enhancing national technological capabilities. Providing real incentives for the location of new 
innovative activities with foreign capital.

Global generation Upgrading S&T infrastructures and institutions.
of innovations Keeping control on foreign capital. Monitoring the technological strategies and
by MNEs location choices of MNEs.

Outflows Strengthening the competitive position of Assessment of the need of home-based MNEs 
national firms. to invest abroad in R&D and innovative

activities.
Scientific Upgrading the scientific competence of the Scientific exchange programmes.

Global nation. Incentives for international scientific projects.
techno-scientific Participation in international S&T organisations.
collaborations

Developing infrastructures for techno-
Techno- Allowing the country to become a junction collaborations (scientific parks, consortia, etc.).
industrial of technical and industrial information. Promoting University/industry linkages.

Applying knowledge to production. Participation in international organisations for
technical and industrial collaborations.



the more limiting terms of innovation policy, industrial policy or even eco-
nomic policy. In fact, it will become clear that in many cases the most
appropriate policies are to be found in such diverse areas as those of train-
ing, education or public administration.

International exploitation of technology

This type of globalisation is the oldest among the types considered here and
does not need a radical rethinking of the theories and policies applied to it.
Furthermore, this form has the greatest quantitative relevance and presents
the most sustained growth rates. It is thus logical that governments have
focused their attention on it. It is also the type which directly evokes the
rivalry among countries as every country has an interest in maximising the
exploitation of its own competence and symmetrically minimising the costs
associated with the acquisition of others’ competence.

It is advantageous for a country to sell its own products in foreign
markets and, as noted above, the advantage becomes even greater if
competitiveness is based on sophisticated technological knowledge rather
than price. In fact, the former allows the application of profit margins
which are difficult to sustain in areas in which technological barriers to
entry are very low. Thus, the preoccupation of political advisors with pro-
viding support for industries exporting goods of high technological oppor-
tunity seems well founded (Tyson, 1992; Scherer, 1992). It is certainly not
by chance that governments provide support for the competitiveness of
national firms by favouring their innovation programmes, so much so that
technological policies are increasingly being merged with commercial poli-
cies (Caldwell and Moore eds., 1992; Mowery, 1995).

There are some general policies which must be implemented to enable
national firms to maximise the exploitation of their technological compe-
tence in foreign markets too. Apart from the availability of informational
networks such as the BBC or CNN, incentives to export, real services sup-
plied abroad and decent diplomatic offices, all favour the access of a
country’s firms to foreign markets. These policies do not favour specific
sectors only and can be applied as much to shoes as they can to semi-
conductors. It should be remembered that innovation plays a crucial role in
all industries, not only in those commonly defined as high-tech. However,
many countries have started becoming more selective and are gearing their
energy and resources towards the support of the most innovative goods and
services on foreign markets. Besides, as pointed out in section 3, the success
of national firms in competing in global markets will depend increasingly
on policies aimed at monitoring and regulating inflows and outflows of
embodied and disembodied technology. For example, the need for govern-
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ments to have some degree of control over the quality of inward and
outward FDI is becoming much more pressing in a context of increased
globalisation. The proactive strategy implemented by Asian economies,
which applied the technology imported through inward FDI in production
to empower the domestic industrial and innovative base, is often reported
as an example of the national capacity to build a ‘sustainable competitive
advantage’ (Sugden and Thomas, 1994).

Firms have an interest in preserving their technological advantage and in
preventing competitors from imitating successful innovations. They imple-
ment various strategies aiming to reveal their competence as little as possi-
ble, as this allows them to obtain a revenue now and to mortgage one for
the future. Governments concur to help national firms preserve and extend
their technological advantages. A frequently quoted case is the English
Parliament’s prohibition of the export of machinery and even of the
emigration of artisans up to 1842 in order to prevent Continental Europe
from acquiring the technological competence which made English firms the
most competitive in the world (Landes, 1969; Bruland, 1989). Such policies,
although better disguised, are implemented in many countries to this day.
Symmetrically, it is in the importing country’s interest to attempt to facili-
tate the assimilation of knowledge thus enabling the emancipation from the
dependence on suppliers. This suggests that, for example, the provision of
support for firms which are active in certain industries or the provision of
structures, such as the creation of advanced University programmes, allow
the country to acquire the knowledge necessary for production. It is cer-
tainly significant that the policies proposed by Fredrich List (1841) to
enable Germany to compete on equal grounds with Great Britain in the mid
nineteenth century are recommended today for developing countries
(Freeman, 1995; Bell and Pavitt, 1997).

Contrary to what was happening at the beginning of the nineteenth
century and in the first post-war period, the modern world is not character-
ised by a solid and generalised technological supremacy of a single country.
During the pax Britannica and the pax Americana, both England and the
United States had a political, economic and technological hegemony. In the
modern world the division of labour is not such that a single country has a
marked advantage in all the high-tech industries (Nelson and Wright,
1992). This constrains all industrialised countries, including the larger ones,
to select the technological areas in which they intend obtaining a share in
the global markets and those in which they intend relying on imports. This
observation is corroborated by three facts: (1) Technological competence is
very different among developed countries. This is reflected both in the sec-
toral distribution of their innovations (Archibugi and Pianta, 1992) and in
their international commercial specialisation profiles (Amendola et al.,
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1997). (2) As stated earlier, the differences in each country’s technological
competence have increased (Archibugi and Pianta, 1992, 1994). (3) The
place occupied by a country in technological and commercial specialisation
tends to remain constant over time (Cantwell, 1989; Amendola et al., 1997).

Hence, one of the factors allowing a country successfully to exploit its
technological competence in foreign markets is the careful selection of the
sectors on which it chooses to focus, given its existing competence. The
latter, however, reflects the cumulative pattern of national production and
skills acquired over time, which itself limits the scope of search for new
opportunities. In a world in which the international exploitation of tech-
nology is growing, weaknesses in certain technological sectors do not con-
stitute a problem for a country, as long as they are offset by equal strengths.
Japan, for example, is not present in certain high-tech sectors (it had to
abandon aeronautics in the post-war period and it never entered the nuclear
sector) and has concentrated instead on other sectors such as motor vehi-
cles and electronics.

However, Japan’s negotiating position is strong even in the sectors in
which it is absent as it is ‘covered’ by the advantages of its leading indus-
tries. Thus, it does not appear to be vulnerable to the blackmail of compet-
ing countries. Therefore, the problem is not so much to know how to do
everything as it is to have enough merchandise to exchange in order to be
able to negotiate from an equal standing. Furthermore, in a multipolar
world, the greatest risk faced by a country is its inability to find markets for
internally generated products rather than to see the imports of certain
technologically strategic goods refused.

However, the absence of national ‘strongholds’ in at least some industries
with higher technological opportunities can weaken the competitive posi-
tion of a country and notably reduce wage levels, employment rates, profes-
sional qualifications, and total economic welfare (Freeman and Soete,
1994). Are there ways to identify the best technological and commercial
specialisation for a country? Many analyses have focused on international
trade classified according to the technological intensity of products,4

showing, as we already noted, that production and international trade
shares of high-tech products are growing. This indicates that a country
specialising in such sectors will be operating in expanding markets. Other
analyses have explicitly considered the sectoral growth rates of innovation
generation (cf. the works based on patents by Meliciani and Simonetti,
1996; Breschi and Mancusi, 1997). They show that the rapidly growing
sectors and the high-tech ones coincide. They have also allowed for the
identification of the high growth sectors with the lowest technological bar-
riers to entry. Various countries have promoted more complex and accurate
studies of technological forecasting,5 and in many cases these are explicitly
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connected to the industrial policy strategies to be implemented in order to
reinforce the competitive position of national firms on foreign markets.

However, it is certainly neither easy, nor often possible, to ‘move’ a
country’s specialisation towards different sectors, especially if they are the
ones with more sophisticated technological competence. Success in fields
requiring a high technological competence is risky in the first place, because
technological and economic uncertainty increases with the complexity of
the required competence. The Italian case illustrates many ‘false starts’ in
sectors deemed strategic (steel, petrochemicals, aeronautics). A large
amount of resources was invested in such sectors without the Italian indus-
try ever managing to take off beyond the mere necessity to satisfy, and even
then only partially, the internal market.

Indeed, there are various actions which may help strengthen the
competitiveness of national firms in high-tech industries, such as: public
support of basic research and research infrastructure, which actually affects
all sectors of the economy; tougher competition policies, which stimulate
innovativeness by increasing rivalry in the domestic market, especially in
the most ‘sensitive’ sectors (such as strategic or emerging high-tech sectors);
reinforcement of technological dissemination and participation mecha-
nisms, particularly as far as small and medium firms are concerned; support
both to pre-competitive R&D in new strategic sectors and to market-ori-
ented R&D in already existing technological advantages. An international
system marked by increasing exchange and in which the competition for the
exploitation of innovations is growing does not require technological
autarchy, but directs countries towards specialisation in fields with high
innovation intensity. In other words, it requires them to have desirable
goods in order to negotiate from an equal standing.

Global generation of technology

We have already discussed the importance of multinationals in generating
innovations. The size of these enterprises influences countries’ actions in
more than one way, to the extent that the term meso-economy was coined
(Holland, 1987) to describe the range of action of their operations and the
constraints they impose on national macroeconomic policies.

As regards this form of globalisation, governments have to deal, in prac-
tice, with ‘national firms with multinational operations’ (Hu, 1992), as the
title of the successful study suggests. In this case, what are the interests a
government must pursue? On the one hand, it is faced with national enter-
prises which were founded, grew and became competitive thanks to the
resources of the national economy and now need to decentralise their
technological activities to other countries in order to expand their business
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scope and maintain their competitiveness. However, as we have seen, from
the point of view of the country, this relocation might be damaging, to the
extent that the internal market loses technological opportunities. On the
other hand, the same national government finds foreign firms (and as such
with preferential ties with foreign governments) which intend to reinforce
their own position through investments in the country. This implies the
influx of new capital and technology for the host country and often the
creation of qualified employment, but could also imply the weakening of
national firms. Governments have to accept that the long-run strategic
intentions of the foreign firms may be often uncertain.

The difficulty for a government in identifying the best interests of its own
country is suggested by the variety of different positions both in theory and
in practice. Some governments, inspired perhaps by the sceptics of global-
isation (Patel and Pavitt, 1991; Hu, 1992) exclude the subsidiaries of multi-
nationals from eligibility for R&D subsidies. Other governments, converted
perhaps to the idea that ownership does not matter, offer specific incentives
to attract foreign capital. One of the most explicit supporters of this vision,
the former US labour secretary Robert Reich (1991, p. 301), argued that
‘rather than increase the profitability of corporations flying its flag, or
enlarge the worldwide holdings of its citizens, a nation’s economic role is to
improve its own citizens’ standard of living by enhancing the value of what
they contribute to the world economy. The concern over national “com-
petitiveness” is often misplaced. It is not what we own that counts: it is what
we do.’ Yet skills and capabilities associated with foreign investments are
arguably of growing importance, whilst ownership has become less rele-
vant: learning curve advantages are mainly people- and institution-embod-
ied and local firms may benefit from global corporations investing in
innovation and local human capital (Sharp and Pavitt, 1993).

Public policies should attempt to distinguish between investments
directed towards the creation of technological capacity in a country from
those of simple acquisition. The creation of additional technological com-
petence is always advantageous for a country, but a government should
have instruments to defend national firms exposed to predatory acquisi-
tions by foreign capital. In many cases, multinationals have an interest in
acquiring foreign competitors and then merge, reduce or even liquidate the
subsidiary’s R&D laboratories. Although such strategies may be justified
from the firm’s point of view, they can impoverish the technological basis
of a country. It is for such cases that an industrial policy aimed at protecting
the ‘family jewels’ – which are the most technologically active firms and,
precisely for this reason, the ones most exposed to the appetites of their
foreign competitors – is necessary.

Beyond individual cases, governments should observe the aggregate and,
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even more, the sectoral flows of investments with high technological
content entering and exiting the country, in order to assess the extent to
which their country offers the appropriate environment for the develop-
ment of innovative projects. If outflows exceed inflows, the reasons for this
should be identified. These may include an inadequate domestic infra-
structure, excessive institutional rigidities, the absence of adequate inter-
locutors in the Universities and public research centres. Each of these
factors can be dealt with through appropriate public policies. Indeed, as
reported in table 12.4, all the above factors apply both to inward and
outward flows. The quality of local science and technology infrastructure,
as well as that of institutional relations, also help attract and expand new
technological activities from abroad. It is thus suggested that the aim of
public policy is not to maximise the values of nationally owned assets, but
rather to stimulate high value-added activities of local contexts and com-
munities.

Moreover, governments should not only look at the ways through which
national competitiveness can be enhanced vis à vis foreign rivals. It is
becoming increasingly important also to consider the distribution of the
costs and benefits of globalisation within national borders, and the poten-
tial gap between private and social returns to innovative activity. As we have
suggested in section 3, the global generation of innovation by MNEs might
give rise to more dramatic imbalances, as they occur in national environ-
ments which are supposed to be – at least in principle – more economically
and socially homogeneous than the international one. The link between
‘global’ and ‘local’ needs to be shaped by government action. As Hirst and
Thompson have properly remarked, ‘the nation state is central to this
process of “suturing”: the policies and practices of states in distributing
power upwards to the international level and downwards to sub-national
agencies are the sutures that will hold the system of governance together.
Without such explicit policies to close gaps in governance and elaborate a
division of labour in regulation, vital capacities will be lost’ (1996, p. 184).

Global technological collaboration

Unlike the other types of globalisation this type does not necessarily
impose competition between countries. On the contrary, it is mainly
characterised by a positive sum game in which participant economic agents
can all gain. This, of course, does not mean that the advantages received by
participants are identical: it is probable that in each cooperative agreement
some firms gain more than others. These, however, are considerations that
go beyond the functions of public administration. What governments
should be concerned about is instead to ensure an adequate level of
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competition in the domestic market. In fact, the degree to which such agree-
ments on technological cooperation are collusive and thus detrimental to
internal competition and consumers or, on the contrary, offer generalised
advantages because they act as a tool for the diffusion of knowledge which
would otherwise remain localised, is still controversial and needs more
careful evaluation.

Governments can help their firms to participate in this form of interna-
tional integration, putting them in a position to enter the virtuous circle
which from collaboration leads to learning and from learning to innova-
tion. This can be assisted through inter-governmental agreements as well as
through international organisations. In Europe, some such schemes were
implemented via the Eureka project and, in more stable form, through the
various framework-programmes promoted by the European Commission.
What rendered these schemes particularly effective, was that they brought
about a competition (through a public competition and an evaluation
based on merit of the applications presented for funding) of a variety of
projects involving partners from more than one country. This allowed the
selection of the projects of the greatest technical and scientific interest
among the cooperation proposals. The prevalent ‘pull’ factor thus is repre-
sented by policies and incentives to join collaborative research and techni-
cal projects implemented by the EU institutions. The participation rates in
such projects varies considerably across countries. Evidence has been pro-
vided about trends towards geographical clusters of collaborations
(Lichtenberg, 1994). Therefore, it seems central to reinforce the participa-
tion mechanisms, encouraging the access of small and medium enterprises
and giving everyone the same amount of information on the procedures
and modalities to join such international collaborative schemes.

However, beyond the institutional agreements – whether bilateral or
multilateral – public administration has the task of creating an infra-
structure in its own territory and sustaining domestic technological
collaboration and education, rendering the country attractive for coopera-
tion. It is clear that the greater its technical and scientific potential the more
a country will be an attractive partner. Developing as well as developed
countries can be attractive partners if they have an adequate infrastructure,
including communication networks, qualified research personnel, a wide-
spread knowledge of international languages, etc. Furthermore, firms from
advanced countries will have an incentive to collaborate in countries with
expanding markets. Yet providing a strong infrastructure is certainly a pre-
requisite for international collaboration, but it is not sufficient as long as
technological performances can also be explained in terms of ‘institutional
failure’ (Abramovitz, 1986). As noted earlier, the modernisation of institu-
tions in charge of the diffusion of science and technology is essential, as the
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lack of appropriate relations between education systems and industry or
financial systems and the business sector can provide a serious drawback to
the development of scientific and technical collaborations.

In the long run it seems that this is the type of globalisation that can rein-
force a country’s scientific and technological potential and, therefore, its
competitive performance. It can allow a country to become an information
crossroads and thus to acquire expertise in a wide range of technologies.
Spillovers and knowledge transfer through this form of technological
globalisation can indeed be substantially wide, especially when collabora-
tion involves the partnership of different actors – namely governments,
other institutions and the business sector – indirectly affecting competitive
performances. Thus, there is a strong case for public policy to provide
incentives for the development of such international cooperation.

Conclusions

In this chapter we have discussed the process of globalisation of innovation,
who the participating subjects are and, on the basis of the possible impact
globalisation might have on national economies, the role of public policy.
We considered a taxonomy which deconstructs the phenomenon into three
categories: exploitation, generation and collaboration. The most diffuse
type of globalisation is the international exploitation of innovation devel-
oped on a national basis. It is understandable that this type of globalisation
is quantitatively the most prominent given that it is also the oldest one.
However, the most significant fact is that this type has a higher growth rate
than the other two.

The global generation of innovation by multinational enterprises is
achieving a certain quantitative relevance, although much less significant
than is often stated. The effects of such a trend towards the increased global
generation of innovation on national and local systems are, moreover,
rather uncertain. Both virtuous circles and vicious cycles of cumulative
causation may occur, spurring or weakening national and local innovative
capacity and affecting economic and technological convergence across and
within national boundaries.

Finally, during the last 20 years, a third type of globalisation has devel-
oped, represented by the cooperative strategic arrangements among firms
for innovative projects. As in the case of the first, this type of globalisation
is more prominent in sectors with higher technological opportunity.
Although it is difficult to quantify the economic value associated with this
type, it has shown sustained growth.

We have also suggested that a single strategy to deal with the three
different types of globalisation does not exist, neither from a firm’s nor
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from a government’s point of view. These are three different processes and,
although they partly overlap, they should be treated separately.

It is, however, important to emphasise that none of the three categories
in this taxonomy renders public policy obsolete. On the contrary, a far
wider range of public policies than those currently practiced in the major-
ity of countries are desirable to best exploit the opportunities associated
with the globalisation of innovation.

Notes

This paper has been prepared for the expert group of the European Technology
Assessment Network on ‘Technology Policy in the Context of Internationalisation
of R&D and Innovation: How to Strengthen Europe’s Competitive Advantage in
Technology’, European Technology Assessment Network, European Commission.
The authors are grateful to Mario Pianta, Jonathan Michie and Giovanna Vertova
for their valuable comments and constructive discussions. Simona Iammarino
gratefully acknowledges the financial support of the European Commission, under
the TMR Marie Curie Research Training Programme (Contract No. ERBFM-
BICT961062).
1 Some examples of virtuous and vicious circles connected with inward and

outward foreign direct investment are given in Cantwell (1987), Cantwell and
Dunning (1991), Howells and Michie eds. (1997).

2 Mowery (1992, p. 211) defines an international collaborative venture as
‘interfirm collaboration in product development, manufacture, or marketing
that spans national boundaries, is not based on arm’s-length market transac-
tions and includes substantial and continual contributions by partners of
capital, technology or other assets’.

3 These are recurrent echoes on the specialised press. See, for example, ‘Foreign
passports, US doctorates’, Issues in Science and Technology, Spring 1991, 86–7:
‘Foreign R&D in the United States’, IEEE Spectrum, November 1994, 26–30:
‘High-tech jobs all over the map’, Business Week, 19 December 1994, 42–47.

4 Different methodologies to identify the sectors with high technological oppor-
tunity have been applied by Guerrieri and Milana (1995), Grupp (1995),
Amendola and Perrucci eds. (1995).

5 For a review of the studies made and of the methods used, cf. Martin (1995).
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