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Overview

4

‣ brief description of bottom-up approach to factor selection

‣ optional routine - for your consideration/FYI 

‣ still work in progress

‣ originally developed out of necessity for personal use

‣ fully functional R scripts provided for you in Dropbox folder

‣ you could apply to your own data tonight



Overview
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‣ exploratory data analysis phase that occurs before modeling

‣ routine (quickly) produces detailed table for your review 

‣ “wide-angle” view of conjuncts with strongest apparent  

connections to an outcome of interest  

‣ mathematical output still needs to be interpreted by analyst

using theory, background knowledge, case familiarity, 

relevance to research question, logic, common sense
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The Problem

4

‣ original dataset contains large number of factors

‣ all factors have plausible connection to outcome

‣ too many factors to model at once

‣ need way to select subset of factors to use in modeling
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Prior Guidance

4

‣ QCA: select factors based on “theoretical grounds alone”

‣ deductive, top-down strategy

‣ entirely theoretical

‣ no mathematical output to inform factor selection process
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Issues with Prior Guidance
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‣ throwing out information

‣ replicability

‣ justifying decisions about factor selection

‣ considering factors in isolation, not in “bundles”
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‣ Factor Analysis

‣ Principal Component Analysis

‣ Random Forest

‣ Blinder-Oaxaca Decomposition

‣ Conditional Inference Trees

‣ etc



Factor Selection: Other Methods

17

‣ Factor Analysis

‣ Principal Component Analysis

‣ Random Forest

‣ Blinder-Oaxaca Decomposition

‣ Conditional Inference Trees

‣ based on correlation and regression

‣ products of “net effects” thinking, interventionist framework
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A configurational approach to factor selection in CNA that is:

‣ inductive and bottom-up

‣ systematic and comprehensive

‣ replicable

‣ transparent

‣ case-based

‣ pragmatic



The Goal

4

A configurational approach to factor selection in CNA that:

‣ operates within a regularity framework

‣ uses all the information in the original dataset

‣ generates mathematical output for analyst to review

‣ considers factors in bundles, not just in isolation

‣ works with crisp-set, multi-value and fuzzy-set datasets



original approach: applied example



May 2020 Article in Medical Care
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73 Implementation Strategies (!!)

22



VA Project
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‣ 80 different VA medical centers around the United States

‣ data for each VA facility for 70 implementation strategies

‣ was each specific implementation strategy used as part of 

implementation of the local Hepatitis C virus treatment 

program at that VA facility? (1=YES; 0=NO)

‣ NOTE: implementation strategies often weak by 

themselves

‣ most effective when combined with other 

implementation strategies in a larger  “bundle”



VA Project
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‣ joined project very late after data collection was complete

‣ goal: conduct CNA analysis to identify bundles of 

implementation strategies linked to outcome of interest 

(higher HCV treatment starts)

‣ original data matrix: 80 rows by 70 columns
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Specific Problem: Factor Selection
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‣ no compelling a priori theoretical reasons to select certain 

implementation strategies over others

‣ conditional formatting (e.g.“heat maps”) of limited use

‣ strong theoretical and practical sense that “strategy 

bundles” somehow at work
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Factor Selection and “msc” output
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‣ conduct msc analysis on entire dataset

‣ look across all 80 cases and 70 factors at once

‣ consider all 1-condition, 2-condition and 3-condition 

configurations instantiated in dataset that meet consistency 

threshold

‣ examine mathematical output to identify strategy 

configurations with strongest apparent connections to 

outcome



Factor Selection and “msc” output
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‣ within 1-condition mscs, examine msc with highest coverage 

score

‣ look for mscs that explain sizable chunk of positive cases 

AND have separation

• separation = when top-scoring msc stands out because it has 

substantially higher coverage score than next-nearest neighbor

‣ repeat with 2- and 3-conditions mscs

‣ iteratively lower consistency threshold as needed & repeat



Factor Selection and “msc” output
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‣ using theory and background knowledge, interpret msc 

output to identify initial subset of conditions to include in 

modeling

‣ conjuncts represent the “building blocks” of CNA models

‣ analogy: detecting “signal” within noisy context



Special Note
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‣ for theoretical reasons, project team interested only in 

presence of implementation strategies

‣ in this dataset, absence of implementation strategy not 

considered informative

‣ for this project only: focused on mscs with no negated 

conditions



Condition Table
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Cross-Validation of Results
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‣ set out to cross-validate results using Logic Regression 

‣ fundamentally different method



Logic Regression
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‣ form of regression specifically designed to identify Boolean 

dependencies in very large datasets in genetics

‣ developed by biostatisticians

‣ explicitly states limitations of traditional linear 

regression for identifying combinations of conditions 

linked to an outcome

‣ main article published in 2003 with >400 citations

‣ uses “simulated annealing” approach



Logic Regression
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‣ CCMs and LR both belong to a higher-order family of 

methods targeting Boolean conjunctivity and disjunctivity

‣ The two approaches apply distinct tools, implement   

distinct fit measures, are built for distinct data scenarios, 

and up to now have been applied in distinct, non-

overlapping areas of research

‣ There are data scenarios in which both methods are 

applicable, creating new potential for cross-validation



Cross-Validation Example
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‣ using Logic Regression in conjunction with FR score 

routine, generated ~1000 models with no negations using 

exact same dataset used in Medical Care paper

‣ results directly confirmed three paths in model

‣ top-scoring model consists of three of exactly the same 

configurations identified in the earlier article, consisting of 

a one-, two- and three-condition conjunct

‣ furthermore, the top four models all share a model-

submodel relationship
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2nd validation study
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2nd Validation Study
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‣ VA study with > 3000 cases

‣ Original dataset had 48 factors

‣ randomly split into training sample and validation sample

‣ derived cna model in training sample, then “tested” 

against validation sample

‣ modeled two different outcomes

‣ cna models for both outcomes were validated using this 

split-sample design 



refined msc routine



refined msc routine
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‣ automates the process of conducting 5 msc runs 

‣ 75, 80, 85, 90 and 95% consistency thresholds

‣ selects the “top 10” mscs per complexity level

‣ integrates runs into a single Excel workbook

‣ display all 5 runs side-by-side on a single tab (75to95), 

‣ adds additional reference tabs for each specific run



refined approach: applied example





Applied Example
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‣ 2016 systematic review 

‣ QCA applied in original cross-study analysis

‣ 60 cases

‣ 9 behavioral change techniques

‣ 1 outcome factor:  improved medication adherence



Applied Example: 9 Factors
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Published Model
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Published Model
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(K=1*S=1) + (F=0*G=1) + (R=0*S=1*I=1*T=1) + 

(K=0*F=0*C=1*M=0) + (F=0*S=1*M=0*I=1*T=1) + 

(K=1*R=1*F=1*I=1*C=1*M=0) + (K=1*R=0*F=1*T=1)



refined msc approach
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‣ creates an Excel workbook on your computer

‣ QCA applied for cross-study analysis



refined msc approach
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‣ creates an Excel workbook on your computer

‣ QCA applied for cross-study analysis



refined msc approach
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‣ analysis



Interpreting Condition Table
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‣ goal – separate signal from noise

‣ identify “best of class” mscs

‣ mscs with top coverage score within complexity level

‣ separation from next-nearest neighbor

‣ align with theory, background knowledge, case familiarity, 

logic, common sense







Model informed by msc routine
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SELF_EFF=1 + ATT=1 + MOTIV_INT=1

Consistency =   .83,    Coverage = .71



Model informed by msc routine 

72

SELF_EFF=1 + ATT=1 + MOTIV_INT=1

Consistency =   .83,    Coverage = .71

(K=1*S=1) + (F=0*G=1) + (R=0*S=1*I=1*T=1) + 

(K=0*F=0*C=1*M=0) + (F=0*S=1*M=0*I=1*T=1) + 

(K=1*R=1*F=1*I=1*C=1*M=0) + (K=1*R=0*F=1*T=1)

Consistency = 1.0, Coverage = .76



R script for msc routine
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The Goal

4

A configurational approach to factor selection in CNA that:

‣ operates within a regularity framework

‣ uses all the information in the original dataset

‣ generates mathematical output for consultation

‣ considers factors in bundles, not just in isolation

‣ works with crisp-set, multi-value and fuzzy-set datasets



Closing Thoughts
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‣ draws on bottom-up philosophy fundamental to cna

‣ akin to taking an “X-ray” of your dataset 

‣ computationally intensive (but fast)

‣ provides a panoramic view of co-occurrence within your 

dataset 

‣ allows you to apply your understanding of theory and 

background knowledge to mathematical output when 

making decisions about factor selection

‣ creates space for surprising/unexpected mscs to emerge



Questions 

Discussion

81
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