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# A MULTIPLE COMPARISON PROCEDURE FOR COMPARING SEVERAL TREATMENTS WITH A CONTROL 

Charles W. Dunnetr**<br>American Cyanamid Company

## I. INTRODUCTION

Acommon problem in applied research is the comparison of treatments with a control or standard. Such a situation may arise, for example, when an agronomist tests the effects on crop yield of the addition of chemicals to the soil, or when a pharmacologist assays drug samples to determine their potencies. In designing an experiment to measure the effects of such treatments, it is often desirable to include in the experiment a control in the form of either a dummy treatment, to measure the magnitude of the experimental response in the absence of the treatments under investigation, or some recognized standard treatment. Sometimes past experience with the control will suffice, but often this cannot be relied upon due to altered environmental conditions. Thus the agronomist may leave a few of his experimental plots untreated for comparison with the treated plots, and the pharmacologist may measure the response to a standard drug preparation of known potency concomitantly with the test samples in order to estimate the potencies of the latter.

We will consider the case where the numerical results of an experiment performed to compare $p$ treatments with a control can be summarized in the form of a set of numbers $\bar{X}_{0}, \bar{X}_{1}, \cdots, \bar{X}_{p}$ and $s$, where the $\bar{X}$ 's are means of $p+1$ sets of observations which are assumed to be independently and normally distributed, $\bar{X}_{0}$ referring to the control and $\bar{X}_{i}$ to the $i$-th treatment $(i=1, \cdots, p)$, and $s$ is an independent estimate of the common standard deviation of the $p+1$ sets of observations. This paper presents a procedure for making confidence statements about the true (or expected) values of the $p$ differences $\bar{X}_{i}-\bar{X}_{0}$, the procedure having the property that the probability of all $p$ statements being simultaneously correct is equal to a specified value, $P$. Tables have been computed which enable the procedure to be used by the experimenter for $P=.95$ or .99 and $p=1(1) 9$. When the numbers of observations in each set are equal, the tables enable the experimenter

[^0]to set one-sided upper (or lower) confidence limits on the true values of the $p$ differences $\bar{X}_{i}-\bar{X}_{0}$ such that the probability is $P$ that all $p$ true values will actually be less than the upper limits set, or to set two-sided confidence limits on the true values of the $p$ differences $\bar{X}_{i}-\bar{X}_{0}$ such that $P$ is a lower bound to the probability that all $p$ true values will actually be between the limits set. If the numbers of observations in each set are unequal, the tables may still be used but the associated $P$ will be only approximate. The tables may also be used to set joint confidence limits on the potencies of $p$ drugs relative to a common standard, the associated $P$ being approximately equal to the probability that all statements will be correct when one-sided limits are set and approximately a lower bound to this probability when two-sided limits are set.

The problem of multiple comparisons with a control is a special case of the more general multiple comparisons problem considered by Tukey [17] and Scheffé [16]. Tukey's procedure based on the Studentized range and Scheffe's procedure based on the $F$-distribution enable the experimenter to make any number of comparisons among a set of sample means with the assurance that the probability of all confidence statements being correct will be equal to or greater than a specified value. When the experimenter only wishes to make comparisons between one of the means and each of the others, as in the case when one of the means represents a control, use of the Tukey or Scheffé procedure would result in confidence limits which are wider than necessary. The procedure described in this paper results in narrower confidence limits for the $p$ comparisons $\bar{X}_{i}-\bar{X}_{0}$ than either the Tukey or the Scheffé procedure.

In an earlier paper, Roessler [15] considered the problem of multiple comparisons involving a control. However, he assumed that the $p$ comparisons $\bar{X}_{i}-\bar{X}_{0}$ were independent which is incorrect since they all have $\bar{X}_{0}$ in common. In the present paper it is shown that, to obtain simultaneous confidence limits on the $\bar{X}_{i}-\bar{X}_{0}$, the multivariate analogue of Student's $t$-distribution defined by Dunnett and Sobel [4] is encountered. This same distribution was involved in a multiple decision procedure for ranking population means described by Bechhofer et al., [2], to which Tables 1a and 1b of the present paper are applicable. A multiple decision procedure for comparing several experimental categories with a control was formulated by Paulson [11]. Tables 1a and 1 b of the present paper are also applicable to Paulson's procedure. The procedure described in the present paper may also be considered as a multiple decision procedure; it is compared with Paulson's in Section VII below.

For the benefit of those who may be interested primarily in applications, the procedure is illustrated by two examples in Section II. The main part of the theory is given in Section III with a description of the construction of the tables in Section IV. In Section V, the question of the optimum allocation of available experimental resources between the control and the $p$ treatments is considered. In Section VI, the procedure is applied to the problem of estimating the potencies of $p$ drug samples relative to a common standard.

## II. EXAMPLES

(a) The following example was adapted from one given by Villars [18]. The data represent measurements on the breaking strength of fabric treated by three different chemical processes compared with a standard method of manufacture.

|  | Breaking Strength (lbs.) |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  | Standard | Process 1 | Process 2 | Process 3 |
|  | 55 | 55 | 55 | 50 |
|  | 47 | 64 | 49 | 44 |
| Means | $\underline{48}$ | 64 | 52 | $\underline{41}$ |
| Variances | 50 | 61 | 52 | 45 |

Here, $p=3$ and $N=3$. The average variance is $s^{2}=19$, which is an estimate of the common variance of the four sets with $(p+1)(N-1)=8$ degrees of freedom. It could be calculated directly as follows:

$$
\begin{aligned}
s^{2} & =\frac{55^{2}+47^{2}+48^{2}+55^{2}+\cdots+41^{2}-3\left(50^{2}+61^{2}+52^{2}+45^{2}\right)}{8} \\
& =\frac{152}{8}=19 .
\end{aligned}
$$

The standard deviation is $s=\sqrt{19}=4.36$ and the estimated standard error of a difference between two means is $s \sqrt{2 / N}=4.36 \sqrt{2 / 3}=3.56$. The quantity which must be added to and/or subtracted from the observed differences between the means to give their confidence limits has been called by Tukey [17] an "allowance" and is given by $A$ $=t s \sqrt{2 / N}$, where $t$ is obtained from Table 1 if one-sided limits are desired or from Table 2 if two-sided limits are wanted. For $p=3$ and d.f. $=8, t=2.42$ for one-sided limits and $t=2.94$ for two-sided limits for $P=95 \%$. Analogous values of $t$ can be determined from the tables if $P=99 \%$ confidence is required.

For one-sided limits, the allowance is $A=(2.42)(3.56)=9$ and the experimenter can conclude that:
(i) The breaking strength using process 1 exceeds the standard by at least $61-50-9=2 \mathrm{lbs}$.
(ii) The breaking strength using process 2 exceeds the standard by at least $52-50-9=-7 \mathrm{lbs}$.
(iii) The breaking strength using process 3 exceeds the standard by at least $45-50-9=-14 \mathrm{lbs}$.
The joint statement consisting of the above three conclusions has a confidence coefficient of $95 \%$, i.e., in the long run, $95 \%$ of such joint statements will actually be correct. Upper limits for the three differences could be obtained in an analogous manner.

For two-sided limits, the allowance is $A=(2.94)(3.56)=11$ and the experimenter can conclude that:
(i) The breaking strength using process 1 exceeds the standard by an amount between $61-50 \pm 11=0$ and 22 lbs.
(ii) The breaking strength using process 2 exceeds the standard by an amount between $52-50 \pm 11=-9$ and 13 lbs .
(iii) The breaking strength using process 3 exceeds the standard by an amount between $45-50 \pm 11=-16$ and 6 lbs .
The joint confidence coefficient for these three statements is greater than $95 \%$. (Due to an approximation made in computing Tables 2 a and 2 b , the tabulated values of $t$ are somewhat larger than necessary so that the actual $P$ 's attained are slightly greater than 95 and $99 \%$. No such approximation was made in computing Tables 1 a and 1 b .)
(b) The following data are blood count measurements on three groups of animals, one of which served as a control while the other two were treated with two drugs. Due to accidental losses, the numbers of animals in the three groups are unequal.

|  | Blood Counts (millions of cells per cubic millimeter) |  |  |
| :--- | :---: | :---: | :---: |
|  | Controls | Drug A | Drug B |
|  | 7.40 | 9.76 | 12.80 |
|  | 8.50 | 8.80 | 9.68 |
|  | 7.20 | 7.68 | 12.16 |
|  | 8.24 | 9.36 | 9.20 |
|  | 9.84 |  | 10.55 |
|  | 8.32 | 35.60 |  |
|  | 49.50 | 4 | 54.39 |
| $N:$ | 6 | 8.90 | 5 |
| Means: | 8.25 |  | 10.88 |

Computations:

$$
\begin{aligned}
s^{2} & =\frac{7.40^{2}+8.50^{2}+\cdots+9.20^{2}+10.55^{2}-\frac{49.50^{2}}{6}-\frac{35.60^{2}}{4}-\frac{54.39^{2}}{5}}{\left(\sum N_{i}\right)-(p+1)} \\
& =\frac{16.566}{15-3}=\frac{16.566}{12}=1.3805 \\
s & =\sqrt{1.3805}=1.175
\end{aligned}
$$

For d.f. $=\left(\sum N_{i}\right)-(p+1)=12$ and $P=95 \%, t=2.11$ (one-sided) or $t=2.50$ (two-sided).
"Allowances" for differences from the control:

$$
\begin{array}{r}
\text { One-sided: } \operatorname{drug} A:(2.11)(1.175) \sqrt{1 / 6+1 / 4}=1.60 \\
\operatorname{drug} B:(2.11)(1.175) \sqrt{1 / 6+1 / 5}=1.50 \\
\text { Two-sided: } \operatorname{drug} A:(2.50)(1.175) \sqrt{1 / 6+1 / 4}=1.90 \\
\operatorname{drug} B:(2.50)(1.175) \sqrt{1 / 6+1 / 5}=1.78
\end{array}
$$

If the experimenter is interested only in upper one-sided limits for the differences from the control, he can make the following statements:
(i) Drug A raises the blood count by at most $8.90-8.25+1.60$ $=2.25$ millions per cmm .
(ii) Drug B raises the blood count by at most $10.88-8.25+1.50$ $=4.13$ millions per cmm .
The joint confidence coefficient for these two statements is approximately $95 \%$. (Since the tables of $t$ were computed for equal numbers of observations per group, their use in the case of unequal numbers results in the desired probabilities being only approximately achieved.) Corresponding lower limits could be calculated in an analogous manner.

If the experimenter desires simultaneous upper and lower limits on the differences, he should use the two-sided allowances as follows:
(i) Drug A raises the blood count by an amount between 8.90-8.25 $\pm 1.90=-0.25$ and 2.55 millions per cmm .
(ii) Drug B raises the blood count by an amount between 10.88 $-8.25 \pm 1.78=0.85$ and 4.41 millions per cmm .
An approximate lower bound to the joint confidence coefficient of these statements is $95 \%$.

## III. THEORETICAL BASIS

Suppose there are available $N_{0}$ observations on the control, $N_{1}$ observations on the first treatment, $\cdots, N_{p}$ observations on the $p$-th treatment. Denote these observations by $X_{i j}(i=0,1, \cdots, p ; j=1$, $2, \cdots, N_{i}$ ), and the $i$-th treatment mean, $\sum_{j=1}^{N_{i}} X_{i j} / N_{i}$, by $\bar{X}_{i}$. We make the assumptions usually made in the analysis of variance, namely, that the $X_{i j}$ are independent and normally distributed with common variance $\sigma^{2}$ and means $m_{i}$. We assume also that there is available an estimate $s^{2}$ of $\sigma^{2}$, independent of the $\bar{X}_{i}$, which is based on $n$ degrees of freedom. For example, we may take

$$
\begin{equation*}
s^{2}=\sum_{i=0}^{p} \sum_{j=1}^{N_{i}}\left(X_{i j}-\bar{X}_{i}\right)^{2} / n \tag{1}
\end{equation*}
$$

where $n=\left(\sum_{i=0}^{p} N_{i}\right)-(p+1)$. Our problem is to obtain separate confidence limits for each of the differences $m_{i}-m_{0}(i=1,2, \cdots, p)$, such that the joint confidence coefficient, i.e., the probability that all $p$ confidence intervals will contain the corresponding $m_{i}-m_{0}$, is equal to a preassigned value, $P(0<P<1)$.

Consider first the case $p=1$, where there is only one treatment to be compared with the control. The method of obtaining confidence limits for $m_{1}-m_{o}$, as described in almost any statistics textbook, is based on Student's $t$-distribution. If we write

$$
z=\frac{\bar{X}_{1}-\bar{X}_{0}-\left(m_{1}-m_{0}\right)}{\sqrt{\frac{1}{N_{1}}+\frac{1}{N_{0}}}}
$$

which is normally distributed with mean 0 and variance $\sigma^{2}$, then $t=z / s$ follows the Student $t$-distribution with $n$ degrees of freedom. A lower limit on $m_{1}-m_{o}$ with the desired confidence coefficient will be given by

$$
\bar{X}_{1}-\bar{X}_{0}-d^{\prime} s \sqrt{\frac{1}{N_{1}}+\frac{1}{N_{0}}}
$$

if $d^{\prime}$ is chosen so that

$$
\begin{equation*}
\operatorname{Prob}\left(t<d^{\prime}\right)=P \tag{2}
\end{equation*}
$$

Similarly, if an upper confidence limit is required, it will be given by

$$
\bar{X}_{1}-\bar{X}_{0}+d^{\prime} s \sqrt{\frac{1}{N_{1}}+\frac{1}{N_{0}}} .
$$

On the other hand, if the experimenter wishes to have bounds on $m_{1}-m_{o}$ in both directions, he may take

$$
\bar{X}_{1}-\bar{X}_{0} \pm d^{\prime \prime} s \sqrt{\frac{1}{N_{1}}+\frac{1}{N_{0}}}
$$

where $d^{\prime \prime}$ is chosen to satisfy

$$
\begin{equation*}
\operatorname{Prob}\left(|t|<d^{\prime \prime}\right)=P \tag{3}
\end{equation*}
$$

The constant $d^{\prime}$ or $d^{\prime \prime}$ corresponding to the desired value of $P$ can be obtained from tables of the percentage points of Student's $t$-distribution, which are widely available.

Now consider the general case where there are $p$ treatments and a control. Write

$$
z_{i}=\frac{\bar{X}_{i}-\bar{X}_{0}-\left(m_{i}-m_{0}\right)}{\sqrt{\frac{1}{N_{i}}+\frac{1}{N_{0}}}}
$$

and $t_{i}=z_{i} / s, i=1,2, \cdots, p$. Then lower confidence limits with joint confidence coefficient $P$ for the $p$ treatment effects $m_{i}-m_{0}$ will be given by

$$
\bar{X}_{i}-\bar{X}_{0}-d_{i}^{\prime} s \sqrt{\frac{1}{N_{i}}+\frac{1}{N_{0}}},(i=1,2, \cdots, p)
$$

if the $p$ constants $d_{i}{ }^{\prime}$ are chosen so that

$$
\begin{equation*}
\operatorname{Prob}\left(t_{1}<d_{1}^{\prime}, t_{2}<d_{2}^{\prime}, \cdots, t_{p}<d_{p}^{\prime}\right)=P . \tag{4}
\end{equation*}
$$

Similarly, upper confidence limits will be given by

$$
\bar{X}_{i}-\bar{X}_{0}+d_{i}^{\prime} s \sqrt{\frac{1}{N_{i}}+\frac{1}{N_{0}}}
$$

On the other hand, two-sided confidence limits having the desired joint confidence coefficient will be given by

$$
\bar{X}_{i}-\bar{X}_{0} \pm d_{i}^{\prime \prime} s \sqrt{\frac{1}{N_{i}}+\frac{1}{N_{0}}}(i=1,2, \cdots, p)
$$

if the $p$ constants $d_{i}{ }^{\prime \prime}$ are chosen to satisfy

$$
\begin{equation*}
\operatorname{Prob}\left(\left|t_{1}\right|<d_{1}^{\prime \prime},\left|t_{2}\right|<d_{2}^{\prime \prime}, \cdots,\left|t_{p}\right|<d_{p}{ }^{\prime \prime}\right)=P \tag{5}
\end{equation*}
$$

To find any set of constants $d_{i}{ }^{\prime}$ or $d_{i}{ }^{\prime \prime}$ satisfying these equations, the joint distribution of the $t_{i}$ is required. It may be noted that the joint distribution of the $z_{i}$ is a multivariate normal distribution with means 0 and variances $\sigma^{2}$ and where the correlation between $z_{i}$ and $z_{j}$ is given by

$$
\rho_{i j}=1 / \sqrt{\left(\frac{N_{0}}{N_{i}}+1\right)\left(\frac{N_{0}}{N_{j}}+1\right)} .
$$

The joint distribution of the $t_{i}$ is thus the multivariate analogue of Student's $t$-distribution defined by Dunnett and Sobel [4].

To find solutions to (4) and (5), we require a tabulation of the multivariate Student $t$-distribution. We shall show now that the problem of tabulating the multivariate Student $t$-distribution can be reduced to the problem of tabulating the corresponding multivariate normal distribution. Consider first equation (4) above. It can be written

$$
\begin{align*}
P & =\operatorname{Prob}\left(z_{1}<d_{1}{ }^{\prime} s, z_{2}<d_{2}{ }^{\prime} s, \cdots, z_{p}<d_{p}{ }^{\prime} s\right) \\
& =\int_{-\infty}^{+\infty} F\left(d_{1}{ }^{\prime} s, d_{2}{ }^{\prime} s, \cdots, d_{p}{ }^{\prime} s\right) p(s) d s \tag{6}
\end{align*}
$$

where $F\left(z_{1}, z_{2}, \cdots, z_{p}\right)$ is the multivariate normal c.d.f. of the $z_{i}$ and $p(s)$ is the probability density function of $s$. Thus, if $F$ were tabulated, it would be fairly easy using a desk calculator to evaluate (6) by numerical integration for any set of fixed $d_{i}{ }^{\prime}$, and hence to find solutions to (4) as functions of $P, p$ and $n$.

Similarly, (5) can be written

$$
\begin{align*}
P & =\operatorname{Prob}\left(\left|z_{1}\right|<d_{1}{ }^{\prime \prime} s,\left|z_{2}\right|<d_{2}{ }^{\prime \prime} s, \cdots,\left|z_{p}\right|<d_{p}{ }^{\prime \prime} s\right) \\
& =\int_{-\infty}^{+\infty} G\left(d_{1}{ }^{\prime \prime} s, d_{2}{ }^{\prime \prime} s, \cdots, d_{p}{ }^{\prime \prime} s\right) p(s) d s \tag{7}
\end{align*}
$$

where $G\left(z_{1}, z_{2}, \cdots, z_{p}\right)$ is the c.d.f. of the $\left|z_{i}\right|$. Again, if $G$ were tabulated, we could also evaluate (7) and determine the solutions to (5) as functions of $P, p$ and $n$.

The functions $F$ and $G$ can be obtained for $p=2$ from $K$. Pearson's tables of the bivariate normal distribution [13], although the tabulation interval is not fine enough for numerical integration purposes. However, for $p=2$, (4) and (5) can be evaluated directly from the results of Dunnett and Sobel [4]. The function $F$ has been tabulated for equal values of its arguments and for $p \leqq 9$ by the National Bureau of Standards [10] for the special case $\rho_{i j}=1 / 2$. As will be explained in the next
section, Table 1 of this paper was based on this tabulation. It would be extremely useful for the purpose of the problem considered in this paper to have a corresponding tabulation of the function $G$.

Until exact tables are available, it will be necessary in general to rely upon approximations to the solutions of (4) and (5). From the results given by Dunnett and Sobel [5], we can write, when

$$
\begin{gather*}
\rho_{i j}=1 / \sqrt{\left(\frac{N_{0}}{N_{i}}+1\right)\left(\frac{N_{0}}{N_{j}}+1\right)}, \\
\operatorname{Prob}\left(t_{1}<d_{1}^{\prime}, t_{2}<d_{2}^{\prime}, \cdots, t_{p}<d_{p}{ }^{\prime}\right) \geqq \prod_{i=1}^{p} \operatorname{Prob}\left(t<d_{i}{ }^{\prime}\right) \tag{8}
\end{gather*}
$$

and

$$
\begin{align*}
\operatorname{Prob}\left(\left|t_{1}\right|\right. & \left.<d_{1}{ }^{\prime \prime},\left|t_{2}\right|<d_{2}^{\prime \prime}, \cdots,\left|t_{p}\right|<d_{p}{ }^{\prime \prime}\right) \\
& \geqq \prod_{i=1}^{p} \operatorname{Prob}\left(|t|<d_{i}^{\prime \prime}\right) . \tag{9}
\end{align*}
$$

Thus, upper bounds to the constants $d_{i}{ }^{\prime}$ and $d_{i}{ }^{\prime \prime}$ can be determined by equating the right-hand sides of (8) and (9) to the desired value of $P$. These calculations involve only the probability integral of the univariate Student $t$-distribution, which has been tabulated most recently by Hartley and Pearson [8, 12].

Since (4) and (5) are each increasing functions of the correlations $\rho_{i j}$, alternative lower bounds which are closer than the lower bounds given in (8) and (9) may be obtained by taking $\rho_{i j}=0$. Pillai and Ramachandran [14] have tabulated solutions $d_{1}{ }^{\prime}=d_{2}{ }^{\prime}=\cdots d_{p}{ }^{\prime}$ to (4) and solutions $d_{1}{ }^{\prime \prime}=d_{2}{ }^{\prime \prime}=\cdots=d_{p}{ }^{\prime \prime}$ to (5) for $P=.95$ and $\rho_{i j}=0$. It would be useful to have a tabulation of such equicoordinate percentage points of the multivariate Student $t$-distribution in the important special case where $\rho_{i j}=0$ for other values of $P$.

Lower bounds based on the bivariate Student $t$-distribution can also be obtained, as shown in [5]. Taking ${d_{1}}^{\prime}=d_{2}{ }^{\prime}=\cdots=d_{p}{ }^{\prime}=d^{\prime}, d_{1}{ }^{\prime \prime}$ $=d_{2}{ }^{\prime \prime}=\cdots=d_{p}{ }^{\prime \prime}=d^{\prime \prime}$, and $\rho_{i j}=\rho \geqq 0$, these can be written

Prob ( $t_{1}<d^{\prime}, t_{2}<d^{\prime}, \cdots, t_{p}<d^{\prime} \mid \rho_{i j}=\rho$ )

$$
\begin{equation*}
\geqq\left[\operatorname{Prob}\left(t_{1}<d^{\prime}, t_{2}<d^{\prime} \mid \rho_{12}=\rho\right)\right]^{p / 2} \tag{10}
\end{equation*}
$$

and

$$
\begin{align*}
\operatorname{Prob}\left(\left|t_{1}\right|<d^{\prime \prime}\right. & \left.,\left|t_{2}\right|<d^{\prime \prime}, \cdots,\left|t_{p}\right|<d^{\prime \prime} \mid \rho_{i j}=\rho\right)  \tag{11}\\
& \geqq\left[\operatorname{Prob}\left(\left|t_{1}\right|<d^{\prime \prime},\left|t_{2}\right|<d^{\prime \prime} \mid \rho_{12}=\rho\right)\right]^{p / 2}
\end{align*}
$$

The probability within the square brackets can be determined from the probability integral of the bivariate Student-t distribution [4] with correlation $\rho$. The bounds obtained from these inequalities are sharper than those given by (8) and (9), and in most cases will also be sharper than those obtained by using the Pillai and Ramachandran tables [14].

There are, of course, infinitely many solutions to (4) and (5). For the applications considered in this paper, we will take the constants to be equal, viz., $d_{1}{ }^{\prime}=d_{2}{ }^{\prime}=\cdots=d_{p}{ }^{\prime}\left(=d^{\prime}\right.$, say) and $d_{1}{ }^{\prime \prime}=d_{2}{ }^{\prime \prime}=\cdots=d_{p}{ }^{\prime \prime}$ ( $=d^{\prime \prime}$, say). Besides greatly simplifying the computational problem, there are some theoretical grounds for doing so in the case where $\rho_{i j}=\rho \geqq 0$, which occurs frequently in practice. For example, it can be shown that $\sum d_{i}{ }^{2}$ and $\sum d_{i}{ }^{\prime \prime 2}$ are each minimized by this choice.

## IV. CONSTRUCTION OF THE TABLES

Tables 1a and 1b give solutions $d^{\prime}=d_{1}{ }^{\prime}=\cdots=d_{p}{ }^{\prime}$ to (4) for $P=.95$ and .99 , respectively, for $p \leqq 9$ and $\rho_{i j}=1 / 2$. They are applicable to the situation where there are equal numbers of observations on the control and the $p$ treatments, viz, $N_{0}=N_{1}=\cdots=N_{p}$. These tables were constructed by numerical evaluation of the integral in (6) using tables of the function $F$ computed by the National Bureau of Standards [10]. The method used was as follows: For $n=5,10,20,25$ degrees of freedom, the integral in (6) was calculated for three successive values of $d^{\prime}$ differing by 0.1 such that the desired value of $P$ was bracketed. The required value of $d^{\prime}$ was then determined to 3 decimal places by 3 -point inverse interpolation. For $n=\infty$ degrees of freedom, the values given in tables computed by Bechhofer [1] were used. For the intermediate degrees of freedom, the values were obtained by interpolation with $1 / n$ as argument. An accuracy of 1 in the second decimal place should be achieved by this method.

Tables 2 a and 2 b give solutions $d^{\prime \prime}=d_{1}{ }^{\prime \prime}=\cdots=d_{p}{ }^{\prime \prime}$ to the righthand side of (11) for $P=.95$ and .99 , respectively, for $p \leqq 9$ and $\rho_{i j}=1 / 2$. The method of constructing these tables was as follows: For $n=5,10$, $20,40, \infty$ degrees of freedom, the probability in the square brackets of (11) was calculated for three successive values of $d^{\prime \prime}$ differing by 0.1 such that the desired value of $P$ was bracketed, using the expressions developed in [4] for the probability integral of the bivariate Student $t$-distribution. The required value of $d^{\prime \prime}$ was then determined by 3 -point inverse interpolation to 3 decimal places. For the intermediate degrees of freedom, the required values were obtained by interpolation using $1 / n$ as argument. An accuracy of 1 in the second decimal place should be achieved by this method.

## V. OPTIMUM ALLOCATION OF OBSERVATIONS BETWEEN CONTROL AND TREATMENTS

The tables given in this paper were prepared to handle the case where equal numbers of observations are available on each of the $p$ treatments and on the control. In many practical situations, the experimenter will, in fact, wish to allocate the available number of observations equally to each group. Where it is feasible, however, it may be advantageous to do otherwise. In this section, we will consider the consequences of allocating $N_{0}$ observations to the control and $N_{1}$ observations to each of the other treatment groups, i.e., we will take $N_{1}=N_{2}=\cdots=N_{p}$ and $N_{0} \neq N_{1}$.

Lower confidence limits to the $m_{i}-m_{0}$ will be given by

$$
\bar{X}_{i}-\bar{X}_{0}-d^{\prime} s \sqrt{\frac{1}{N_{1}}+\frac{1}{N_{0}}} \quad(i=1,2, \cdots, p)
$$

where $d^{\prime}$ is chosen to satisfy

$$
\begin{equation*}
\operatorname{Prob}\left(t_{i}<d^{\prime}, i=1,2, \cdots, p\right)=P, \tag{12}
\end{equation*}
$$

the $t_{i}$ having the multivariate Student $t$-distribution with

$$
\rho_{i j}=1 /\left(\frac{N_{0}}{N_{1}}+1\right) .
$$

We will consider the allocation $N_{0} / N_{1}$ optimum if it maximizes $P$ for fixed value of

$$
d^{\prime} \sqrt{\frac{1}{N_{1}}+\frac{1}{N_{0}}}
$$

and fixed total number of observations, $N_{0}+p N_{1}$. It may be noted that fixing the total number of observations also fixes $n$, the number of degrees of freedom associated with the multivariate $t$-distribution, if $s$ is defined by (1). Let

$$
h=d^{\prime} \sqrt{\frac{1}{N_{1}}+\frac{1}{N_{0}}} .
$$

Then (12) can be written

$$
\begin{equation*}
\operatorname{Prob}\left(t_{i}<\frac{h}{\sqrt{\frac{1}{N_{1}}+\frac{1}{N_{0}}}}, i=1,2, \cdots, p\right)=P \tag{13}
\end{equation*}
$$

From (13), it is evident that $P$ can be increased for fixed $h$ by decreasing

$$
\sqrt{\frac{1}{N_{1}}+\frac{1}{N_{0}}}
$$

It is easy to show, as has been pointed out by several authors, see, for example, Finney [7], that

$$
\sqrt{\frac{1}{N_{1}}+\frac{1}{N_{0}}}
$$

attains a minimum for fixed $N_{0}+p N_{1}$ when $N_{0} / N_{1}=\sqrt{p}$. However, this choice makes $\rho_{i j}<1 / 2$, which operates to decrease $P$.

In order to investigate numerically the effect of different allocations on $P$, the curves shown in Figs. 1 and 2 computed. Fig. 1 shows $P$ as a function of $N_{0} / N_{1}$ for $p=2$ and $n=1,2,5,10, \infty$, with $h$ chosen in each case to make $P=.95$ when $N_{0} / N_{1}=1$. Fig. 2 shows $P$ as a function of $N_{0} / N_{1}$ for $p=2,4,9$ and $n=\infty$, with $h$ again chosen to make $P=.95$ when $N_{0} / N_{1}=1$. The curves for finite $n$ were computed from formulas given in [4]. The curves for $n=\infty$ were computed by numerical integration using tables of the normal distribution [9], with certain points for $p=2$ checked against Pearson's bivariate normal tables [13].

Figs. 1 and 2 indicate that the optimum allocation occurs where $N_{0} / N_{1}$ is only slightly less than $\sqrt{p}$ except when the number of degrees of freedom is small. Some further computations carried out by the author for the case of $n=\infty$ degrees of freedom indicated that the point of optimum allocation becomes even closer to $\sqrt{p}$ when $h$ is chosen to make $P=.99$ for $N_{0} / N_{1}=1$. However, for $h$ chosen to make $P=.75$ for $N_{0} / N_{1}=1$, it was found that $P<.75$ for $N_{0} / N_{1}=\sqrt{p}$ and the optimum value of $N_{0} / N_{1}$ was considerably less than $\sqrt{p}$. For practical purposes, we can thus conclude that, if the experimenter is working with a joint confidence coefficient in the neighborhood of $P=.95$ or greater, then the experiment should be designed so that $N_{0} / N_{1}=\sqrt{p}$ approximately, where $N_{0}$ is the number of observations on the control and $N_{1}$ the number on each of the $p$ treatments.

## VI. APPLICATION TO BIOLOGICAL ASSAY

An important example involving the multiple comparison of several treatments with a control arises in the biological assay of several drug samples relative to a common standard. In the "parallel line" type of biological assay, regression lines $Y=a_{0}+b X$ and $Y=a_{1}+b X$ are fitted


Frg. 1.-In plotting these curves, $d^{\prime} \sqrt{\left(1 / N_{1}\right)+\left(1 / N_{0}\right)}$ was fixed for each $n$ so that $P=.95$ for $N_{0}=N_{1}$, where $d^{\prime} s \sqrt{\left(1 / N_{1}\right)+\left(1 / N_{0}\right)}$ is the difference between $\bar{X}_{3}-\bar{X}_{0}$ and its lower confidence limit. The dotted curve indicates where the optimum occurs for each $n$; the vertical dashed line is drawn at $N_{0} / N_{1}=\sqrt{p}=\sqrt{2}$. to data representing observed responses $Y$ at several log-dose levels $X$ of a standard drug preparation $S$ and a test sample $U$. The estimated log-potency of $U$ relative to $S$ is represented by the horizontal distance between the two regression lines,

$$
\begin{equation*}
M=\frac{a_{1}-a_{0}}{b}=\bar{X}_{0}-\bar{X}_{1}+\frac{\bar{Y}_{1}-\bar{Y}_{0}}{b} \tag{14}
\end{equation*}
$$



Fig. 2.-In plotting these curves, $d^{\prime} \sqrt{\left(1 / N_{1}\right)+\left(1 / N_{0}\right)}$ was fixed for each $p$ so that $P=.95$ for $N_{0}=N_{1}$, where $d^{\prime} \sigma \sqrt{\left(1 / N_{1}\right)+\left(1 / N_{0}\right)}$ is the difference between $\bar{X}_{i}-\bar{X}_{0}$ and its lower confidence limit. The black arrows indicate where the optima occur; the white arrows indicate the points where $N_{0} / N_{1}=\sqrt{p}$.
where $\bar{X}_{0}$ and $\bar{X}_{1}$ are the mean log-dose levels, and $\bar{Y}_{0}$ and $\bar{Y}_{1}$ are the mean observed responses, of $S$ and $U$ respectively. On the other hand, the true log-potency may be represented by

$$
\begin{equation*}
\bar{M}=\bar{X}_{0}-\bar{X}_{1}+\frac{m_{1}-m_{0}}{\beta} \tag{15}
\end{equation*}
$$

where $m_{0}, m_{1}$ and $\beta$ are the expected values of $\bar{Y}_{0}, \bar{Y}_{1}$ and $b$, respectively. Assuming that the responses $Y$ are independent and normally distributed with common variance $\sigma^{2}$ and means $m_{0}+\beta\left(X-\bar{X}_{0}\right)$ and $m_{1}+\beta\left(X-\bar{X}_{1}\right)$ for $S$ and $U$ respectively, we can obtain confidence limits for $\bar{M}$ by Fieller's [6] method by considering

$$
\begin{equation*}
z=\frac{\bar{Y}_{1}-\bar{Y}_{0}-\left(\bar{M}-\bar{X}_{0}+\bar{X}_{1}\right) b}{\left[\frac{1}{N_{1}}+\frac{1}{N_{0}}+\left(\bar{M}-\bar{X}_{0}+\bar{X}_{1}\right)^{2} c^{2}\right]^{1 / 2}} \tag{16}
\end{equation*}
$$

Here, $N_{0}$ and $N_{1}$ are the numbers of responses observed on $S$ and $U$ respectively, and $c^{2} \sigma^{2}$ is the variance of the common slope $b$. Then $z$ is normally distributed with mean 0 and variance $\sigma^{2}$. If $s^{2}$ is an estimate of $\sigma^{2}$ independent of $z$, based on $n$ degrees of freedom, then $z / s$ has Student's $t$-distribution with $n$ degrees of freedom. Hence, confidence limits for $\bar{M}$ with confidence coefficient $P$ can be obtained by equating $z^{2} / s^{2}$ to $t^{2}$, where $t$ is the $P$-percentage point of Student's $t$, and solving the resulting quadratic equation for $\bar{M}$. The solution may be found, for example, in Bliss [3].

Now suppose there are $p$ unknown drug samples: $U_{1}, U_{2} \cdots, U_{p}$, to be compared with a common standard, $S$. Extending the above notation in an obvious way, we define the $p$ variables,

$$
\begin{equation*}
z_{i}=\frac{\bar{Y}_{i}-\bar{Y}_{0}-\left(\bar{M}_{i}-\bar{X}_{0}+\bar{X}_{i}\right) b}{\left[\frac{1}{N_{i}}+\frac{1}{N_{0}}+\left(\bar{M}_{i}-\bar{X}_{0}+\bar{X}_{i}\right)^{2} c^{2}\right]^{1 / 2}}, i=1,2, \cdots, p \tag{17}
\end{equation*}
$$

The $z_{i}$ have a joint $p$-variate normal distribution with means 0 , common variance $\sigma^{2}$ and correlation between $z_{i}$ and $z_{j}$ given by

$$
\rho_{i j}=\left(1+\epsilon_{i} \epsilon_{j}\right) / \sqrt{\left(\frac{N_{0}}{N_{i}}+1+\epsilon_{i}^{2}\right)\left(\frac{N_{0}}{N_{j}}+1+\epsilon_{j}^{2}\right)}
$$

where $\left.\epsilon_{i}=\bar{M}_{i}-\bar{X}_{0}+\bar{X}_{i}\right) c \sqrt{N_{0}}$. For the $p$ pairs of confidence limits on the $\bar{M}_{i}$ to have a joint confidence coefficient equal to $P$, we are led to consider the joint distribution of the $z_{i} / s$, which is the multivariate Student $t$-distribution as in Section III, with this important difference: the correlations $\rho_{i j}$ are no longer known exactly since they involve the unknown parameters $\bar{M}_{i}$ and $\bar{M}_{j}$. Fortunately, $\epsilon_{i}$ may be expected to be fairly small in most cases since it is common practice in designing a biological assay experiment to try to arrange the dose levels so that $\bar{X}_{0}-\bar{X}_{i}$ is close to $\bar{M}_{i}$. Thus, we can obtain confidence limits for the $\bar{M}_{i}$ which have approximately the desired confidence coefficient by assuming the $\epsilon_{i}$ to be negligible, whence

$$
\begin{equation*}
\rho_{i j}=1 / \sqrt{\left(\frac{N_{0}}{N_{i}}+1\right)\left(\frac{N_{0}}{N_{i}}+1\right)} . \tag{18}
\end{equation*}
$$



Fig. 3

This takes the value $\frac{1}{2}$ in the usual situation where $N_{0}=N_{i} \quad(i=1$, $2, \cdots, p$, in which case the tables in this paper are applicable.

The contour curves in Fig. 3 show the effect of $\epsilon_{i}$ and $\epsilon_{j}$ on $\rho_{i j}$ when $N_{0}=N_{i}=N_{j}$. In most practical situations, the log-dose levels chosen by the experimenter for each drug will cover a wide enough range so that


Fig. 4
the $\epsilon_{i}$ are numerically small, in which case they do not exert much influence on the value of $\rho_{i j}$. In Fig. 4, curves are drawn for degrees of freedom equal to 5 and $\infty$ showing the actual $P$ attained as a function of $\rho$ in the case of estimating the log-potencies of two drugs ( $p=2$ ) when $N_{0}=N_{1}=N_{2}$ and the tables are used applicable to $\rho=\frac{1}{2}$ and
$P=95 \%$. It may be seen that for a wide range of values of $\rho$ around $\rho=\frac{1}{2}, P$ does not differ much from the value $95 \%$.

## VII. MULTIPLE DECISION PROCEDURES FOR COMPARING TREATMENTS WITH A CONTROL

A multiple decision procedure for selecting the "best" of $p+1$ categories when comparing $p$ experimental categories with a control has been developed by Paulson [11]. Paulson gives a method for making one of the following $p+1$ decisions:

$$
\left\{\begin{array}{l}
D_{0}: \text { select the control as best } \\
D_{i}: \text { select the } i \text {-th category as best } \quad(i=1,2, \cdots, p)
\end{array}\right.
$$

If $\bar{X}_{0}, \bar{X}_{1}, \cdots, \bar{X}_{p}$ represent the $p+1$ means, each based on $N$ observations, $\bar{X}_{0}$ being the control, then Paulson's method consists in picking out $\bar{X}^{*}=\max \left(\bar{X}_{1}, \cdots, \bar{X}_{p}\right)$ and if $\bar{X}^{*}-\bar{X}_{0} \geqq \lambda_{n} s \sqrt{2 / N}$ the decision $D^{*}$ corresponding to $\bar{X}^{*}$ is made, whereas if $\bar{X}^{*}-\bar{X}_{0}<\lambda_{n} s \sqrt{2 / N}$ the decision $D_{0}$ is made. The constant $\lambda_{n}$ is chosen so that the probability of making decision $D_{0}$, when all $p$ treatments are equivalent to the control, is equal to a pre-assigned value $P$. Clearly, $d_{i}{ }^{\prime}=\lambda_{n}$ must be a solution of (4). Thus, Tables 1a and 1 b of this paper give the required values of $\lambda_{n}$ for $P=.95$ and .99 .

In some situations it may be appropriate to consider the following set of possible decisions from which a choice is to be made:
$D_{0}$ : select the control as best
$D_{i}$ : select the $i$-th treatment $(i=1,2, \cdots, p)$ as the only one better than the control
$D_{i j}$ : select the $i$-th and $j$-th treatments $(i, j=1,2, \cdots, p ; i \neq j$ ), without ordering them, as the only two better than the control
$D_{1,2, \ldots, p}$ : select all $p$ treatments, without ordering them, as better than the control

The following procedure is proposed for choosing one of the above $2^{p}$ decisions on the basis of the $p+1$ observed means $\bar{X}_{0}, \bar{X}_{1}, \cdots, \bar{X}_{p}$, each based on $N$ observations, and the independent estimate $s$ of the common standard deviation:
(Accept $D_{0}$ if $\bar{X}_{i}-\bar{X}_{0}<d s \sqrt{2 / N}$ for all $i$
Accept $D_{i}$ if $\bar{X}_{i}-\bar{X}_{0} \geqq d s \sqrt{2 / N}$ and $\bar{X}_{i}-\bar{X}_{0}<d s \sqrt{2 / N}$ for all $j \neq i$
Accept $D_{i j}$ if $\bar{X}_{i}-\bar{X}_{0} \geqq d s \sqrt{2 / N}, \bar{X}_{j}-\bar{X}_{0} \geqq d s \sqrt{2 / N}$ and $\bar{X}_{k}-\bar{X}_{0}$ $<d s \sqrt{2 / N}$ for all $k \neq i$ or $j$

Accept $D_{1,2, \ldots, p}$ if $\bar{X}_{i}-\bar{X}_{0} \geqq d s \sqrt{2 / N}$ for all $i$

By choosing $d$ to satisfy (4), we will be assured that the probability of accepting $D_{0}$ when all the treatments are equivalent to the control is equal to a pre-assigned value $P$. In fact, $d$ will then be identical with Paulson's $\lambda_{n}$. Table 1 gives the required values of $d$ for $P=.95$ and .99 .

It is also possible to determine the size $N$ of sample required to achieve a specified probability of accepting some other decision when all the treatments are not equivalent to the control. For example, suppose all the treatments are equivalent to the control except one, say the first one, which is better than the control. The correct decision to make would then be $D_{1}$. Suppose $m_{0}=m_{2}=m_{3}=\cdots=m_{p}=m_{1}-\delta$. Then the probability of making decision $D_{1}$ can be written

$$
\begin{align*}
P_{1} & =\operatorname{Pr}\left(D_{1} \mid m_{0}=m_{2}=\cdots=m_{p}=m_{1}-\delta\right) \\
& =\operatorname{Pr}\left(\bar{X}_{1}-\bar{X}_{0} \geqq d s \sqrt{2 / N}, \quad \bar{X}_{2}-\bar{X}_{0}\right. \\
& \left.<d s \sqrt{2 / N}, \cdots, \bar{X}_{p}-\bar{X}_{0}<d s \sqrt{2 / N}\right)  \tag{19}\\
& =\operatorname{Pr}\left(t_{1} \geqq d, t_{2}<d, \cdots, t_{p}<d\right)
\end{align*}
$$

where

$$
t_{i}=\frac{\bar{X}_{i}-\bar{X}_{0}}{s \sqrt{2 / N}} \quad(i=1,2, \cdots, p)
$$

We note that $t_{2}, \cdots, t_{p}$ are Student $t$-variates, but $t_{1}$ is a non-central $t$-variate.

To obtain bounds for $P_{1}$, write

$$
\begin{align*}
\bar{P}_{1} & =\operatorname{Pr}\left(t_{1}<d, t_{2}<d, \cdots, t_{p}<d\right)  \tag{20}\\
& \geqq \operatorname{Pr}\left(t_{1}<d\right) \cdot \operatorname{Pr}\left(t_{2}<d, \cdots, t_{p}<d\right)
\end{align*}
$$

This inequality follows from Dunnett and Sobel [5]. Since

$$
\begin{equation*}
P_{1}+\bar{P}_{1}=\operatorname{Pr}\left(t_{2}<d, \cdots, t_{p}<d\right) \tag{21}
\end{equation*}
$$

it follows that an upper bound for $P_{1}$ is given by

$$
\begin{equation*}
P_{1} \leqq \operatorname{Pr}\left(t_{1} \geqq d\right) \cdot \operatorname{Pr}\left(t_{2}<d, \cdots, t_{p}<d\right) \tag{22}
\end{equation*}
$$

On the other hand, an obvious upper bound on $\bar{P}_{1}$ is

$$
\begin{equation*}
\bar{P}_{1} \leqq \operatorname{Pr}\left(t_{1}<d\right) \tag{23}
\end{equation*}
$$

From (21) and (23), we get the following lower bound for $P_{1}$,

$$
\begin{equation*}
P_{1} \geqq \operatorname{Pr}\left(t_{2}<d, \cdots, t_{p}<d\right)-\operatorname{Pr}\left(t_{1}<d\right) \tag{24}
\end{equation*}
$$

The difference between the bounds given by (22) and (24) is


Fig. 5
$\operatorname{Pr}\left(t_{1}<d\right) \cdot\left[1-\operatorname{Pr}\left(t_{2}<d, \cdots, t_{p}<d\right)\right]$ which will be small in the region of interest where $P_{1}$ is fairly large. In Fig. 5, the two bounds for $P_{1}$ are plotted as functions of $\sqrt{ }(\overline{N / 2}) \delta / \sigma$ for d.f. $=\infty, p=2$ and 9 , and where $d$ is chosen in each case so that $P=.95$. To compute the probability involving $t_{2}, \cdots, t_{p}$, in (22) and (24), tables of the multivariate normal distribution computed by the Bureau of Standards [10] were used. If it were desired to compute the bounds on $P_{1}$ for a finite number of degrees of freedom, the probability involving $t_{2}, \cdots, t_{p}$ could be computed by numerical integration on the Bureau of Standards tables. However, since in most practical situations the number of degrees of freedom will be large, it may be sufficient to assume d.f. $=\infty$ and use the Bureau of Standards tables directly.

Using Fig. 5, it is possible to determine the required value of $N$ corresponding to any given values of $\delta / \sigma$ and $P_{1}$. The following table shows the value of $\sqrt{N} \delta / \sigma$ corresponding to $p=1(1) 9$ to achieve $P_{1}=.80$ for $P=.95$ and d.f. $=\infty$.

| $p$ | $\sqrt{\bar{N} \delta / \sigma}$ |
| :--- | :---: |
|  | 1 |
| 2 | 3.52 |
| 3 | 4.05 |
| 4 | 4.30 |
| 5 | 4.46 |
| 6 | 4.58 |
| 7 | 4.67 |
| 8 | 4.74 |
| 9 | 4.81 |

For example, suppose that the experimenter has $p=5$ treatments to compare with a control. Table 1a will provide the value of $d$ to give a probability of $P=.95$ that none of the treatments will be declared superior to the control when, in fact, all are equivalent to the control. If, in addition, the experimenter wants to achieve a probability of $P_{1}=.80$ of correctly selecting a superior treatment, if there is one which is, say, one standard deviation better than the control, the above table shows that $\sqrt{N} \delta / \sigma=4.58$ whence $N=21$ on substituting $\delta / \sigma=1$. Thus 21 observations should be taken on each of the treatments and on the control. This will provide $(p+1)(N-1)=120$ degrees of freedom for estimating the variance, so that $d=2.26$ from table 1a. While the table used above to determine $N$ is based on d.f. $=\infty$, the result should not be much different for d.f. $=120$. The experimenter would then take 21 ob-
servations in each group, observe $\bar{X}_{0}$ and $\bar{X}_{i}(i=1,2, \cdots, 5)$, calculate $s^{2}$ from equation (1), and declare any treatment superior to the control which gives a mean $\bar{X}_{i}$ greater than $\bar{X}_{0}+2.26 s \sqrt{2 / 21}$.

TABLE 1a*
TABLE OF $t$ FOR ONE-SIDED COMPARISONS BETWEEN $p$ TREATMENT MEANS AND A CONTROL FOR A JOINT CONFIDENCE COEFFICIENT OF $P=95 \%$

| $p$, Number Of Treatment Means (Excluding The Control) |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| d.f. | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| 5 | 2.02 | 2.44 | 2.68 | 2.85 | 2.98 | 3.08 | 3.16 | 3.24 | 3.30 |
| 6 | 1.94 | 2.34 | 2.56 | 2.71 | 2.83 | 2.92 | 3.00 | 3.07 | 3.12 |
| 7 | 1.89 | 2.27 | 2.48 | 2.62 | 2.73 | 2.82 | 2.89 | 2.95 | 3.01 |
| 8 | 1.86 | 2.22 | 2.42 | 2.55 | 2.66 | 2.74 | 2.81 | 2.87 | 2.92 |
| 9 | 1.83 | 2.18 | 2.37 | 2.50 | 2.60 | 2.68 | 2.75 | 2.81 | 2.86 |
| 10 | 1.81 | 2.15 | 2.34 | 2.47 | 2.56 | 2.64 | 2.70 | 2.76 | 2.81 |
| 11 | 1.80 | 2.13 | 2.31 | 2.44 | 2.53 | 2.60 | 2.67 | 2.72 | 2.77 |
| 12 | 1.78 | 2.11 | 2.29 | 2.41 | 2.50 | 2.58 | 2.64 | 2.69 | 2.74 |
| 13 | 1.77 | 2.09 | 2.27 | 2.39 | 2.48 | 2.55 | 2.61 | 2.66 | 2.71 |
| 14 | 1.76 | 2.08 | 2.25 | 2.37 | 2.46 | 2.53 | 2.59 | 2.64 | 2.69 |
| 15 | 1.75 | 2.07 | 2.24 | 2.36 | 2.44 | 2.51 | 2.57 | 2.62 | 2.67 |
| 16 | 1.75 | 2.06 | 2.23 | 2.34 | 2.43 | 2.50 | 2.56 | 2.61 | 2.65 |
| 17 | 1.74 | 2.05 | 2.22 | 2.33 | 2.42 | 2.49 | 2.54 | 2.59 | 2.64 |
| 18 | 1.73 | 2.04 | 2.21 | 2.32 | 2.41 | 2.48 | 2.53 | 2.58 | 2.62 |
| 19 | 1.73 | 2.03 | 2.20 | 2.31 | 2.40 | 2.47 | 2.52 | 2.57 | 2.61 |
| 20 | 1.72 | 2.03 | 2.19 | 2.30 | 2.39 | 2.46 | 2.51 | 2.56 | 2.60 |
| 24 | 1.71 | 2.01 | 2.17 | 2.28 | 2.36 | 2.43 | 2.48 | 2.53 | 2.57 |
| 30 | 1.70 | 1.99 | 2.15 | 2.25 | 2.33 | 2.40 | 2.45 | 2.50 | 2.54 |
| 40 | 1.68 | 1.97 | 2.13 | 2.23 | 2.31 | 2.37 | 2.42 | 2.47 | 2.51 |
| 60 | 1.67 | 1.95 | 2.10 | 2.21 | 2.28 | 2.35 | 2.39 | 2.44 | 2.48 |
| 120 | 1.66 | 1.93 | 2.08 | 2.18 | 2.26 | 2.32 | 2.37 | 2.41 | 2.45 |
| inf. | 1.64 | 1.92 | 2.06 | 2.16 | 2.23 | 2.29 | 2.34 | 2.38 | 2.42 |

[^1]
## TABLE 1b*

TABLE OF $t$ FOR ONE-SIDED COMPARISONS BETWEEN $p$ TREATMENT MEANS AND A CONTROL FOR A JOINT CONFIDENCE COEFFICIENT OF $P=99 \%$

| $p$, Number Of Treatment Means (Excluding The Control) |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| d.f. | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| 5 | 3.37 | 3.90 | 4.21 | 4.43 | 4.60 | 4.73 | 4.85 | 4.94 | 5.03 |
| 6 | 3.14 | 3.61 | 3.88 | 4.07 | 4.21 | 4.33 | 4.43 | 4.51 | 4.59 |
| 7 | 3.00 | 3.42 | 3.66 | 3.83 | 3.96 | 4.07 | 4.15 | 4.23 | 4.30 |
| 8 | 2.90 | 3.29 | 3.51 | 3.67 | 3.79 | 3.88 | 3.96 | 4.03 | 4.09 |
| 9 | 2.82 | 3.19 | 3.40 | 3.55 | 3.66 | 3.75 | 3.82 | 3.89 | 3.94 |
| 10 | 2.76 | 3.11 | 3.31 | 3.45 | 3.56 | 3.64 | 3.71 | 3.78 | 3.83 |
| 11 | 2.72 | 3.06 | 3.25 | 3.38 | 3.48 | 3.56 | 3.63 | 3.69 | 3.74 |
| 12 | 2.68 | 3.01 | 3.19 | 3.32 | 3.42 | 3.50 | 3.56 | 3.62 | 3.67 |
| 13 | 2.65 | 2.97 | 3.15 | 3.27 | 3.37 | 3.44 | 3.51 | 3.56 | 3.61 |
| 14 | 2.62 | 2.94 | 3.11 | 3.23 | 3.32 | 3.40 | 3.46 | 3.51 | 3.56 |
| 15 | 2.60 | 2.91 | 3.08 | 3.20 | 3.29 | 3.36 | 3.42 | 3.47 | 3.52 |
| 16 | 2.58 | 2.88 | 3.05 | 3.17 | 3.26 | 3.33 | 3.39 | 3.44 | 3.48 |
| 17 | 2.57 | 2.86 | 3.03 | 3.14 | 3.23 | 3.30 | 3.36 | 3.41 | 3.45 |
| 18 | 2.55 | 2.84 | 3.01 | 3.12 | 3.21 | 3.27 | 3.33 | 3.38 | 3.42 |
| 19 | 2.54 | 2.83 | 2.99 | 3.10 | 3.18 | 3.25 | 3.31 | 3.36 | 3.40 |
| 20 | 2.53 | 2.81 | 2.97 | 3.08 | 3.17 | 3.23 | 3.29 | 3.34 | 3.38 |
| 24 | 2.49 | 2.77 | 2.92 | 3.03 | 3.11 | 3.17 | 3.22 | 3.27 | 3.31 |
| 30 | 2.46 | 2.72 | 2.87 | 2.97 | 3.05 | 3.11 | 3.16 | 3.21 | 3.24 |
| 40 | 2.42 | 2.68 | 2.82 | 2.92 | 2.99 | 3.05 | 3.10 | 3.14 | 3.18 |
| 60 | 2.39 | 2.64 | 2.78 | 2.87 | 2.94 | 3.00 | 3.04 | 3.08 | 3.12 |
| 120 | 2.36 | 2.60 | 2.73 | 2.82 | 2.89 | 2.94 | 2.99 | 3.03 | 3.06 |
| inf. | 2.33 | 2.56 | 2.68 | 2.77 | 2.84 | 2.89 | 2.93 | 2.97 | 3.00 |

[^2]TABLE $2 a^{*}$
TABLE OF $t$ FOR TWO-SIDED COMPARISONS BETWEEN $p$ TREATMENT MEANS AND A CONTROL FOR A JOINT CONFIDENCE COEFFICIENT OF $P=95 \%$

| $p$, Number Of Treatment Means (Excluding The Control) |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| d.f. | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| 5 | 2.57 | 3.03 | 3.39 | 3.66 | 3.88 | 4.06 | 4.22 | 4.36 | 4.49 |
| 6 | 2.45 | 2.86 | 3.18 | 3.41 | 3.60 | 3.75 | 3.88 | 4.00 | 4.11 |
| 7 | 2.36 | 2.75 | 3.04 | 3.24 | 3.41 | 3.54 | 3.66 | 3.76 | 3.86 |
| 8 | 2.31 | 2.67 | 2.94 | 3.13 | 3.28 | 3.40 | 3.51 | 3.60 | 3.68 |
| 9 | 2.26 | 2.61 | 2.86 | 3.04 | 3.18 | 3.29 | 3.39 | 3.48 | 3.55 |
| 10 | 2.23 | 2.57 | 2.81 | 2.97 | 3.11 | 3.21 | 3.31 | 3.39 | 3.46 |
| 11 | 2.20 | 2.53 | 2.76 | 2.92 | 3.05 | 3.15 | 3.24 | 3.31 | 3.38 |
| 12 | 2.18 | 2.50 | 2.72 | 2.88 | 3.00 | 3.10 | 3.18 | 3.25 | 3.32 |
| 13 | 2.16 | 2.48 | 2.69 | 2.84 | 2.96 | 3.06 | 3.14 | 3.21 | 3.27 |
| 14 | 2.14 | 2.46 | 2.67 | 2.81 | 2.93 | 3.02 | 3.10 | 3.17 | 3.23 |
| 15 | 2.13 | 2.44 | 2.64 | 2.79 | 2.90 | 2.99 | 3.07 | 3.13 | 3.19 |
| 16 | 2.12 | 2.42 | 2.63 | 2.77 | 2.88 | 2.96 | 3.04 | 3.10 | 3.16 |
| 17 | 2.11 | 2.41 | 2.61 | 2.75 | 2.85 | 2.94 | 3.01 | 3.08 | 3.13 |
| 18 | 2.10 | 2.40 | 2.59 | 2.73 | 2.84 | 2.92 | 2.99 | 3.05 | 3.11 |
| 19 | 2.09 | 2.39 | 2.58 | 2.72 | 2.82 | 2.90 | 2.97 | 3.04 | 3.09 |
| 20 | 2.09 | 2.38 | 2.57 | 2.70 | 2.81 | 2.89 | 2.96 | 3.02 | 3.07 |
| 24 | 2.06 | 2.35 | 2.53 | 2.66 | 2.76 | 2.84 | 2.91 | 2.96 | 3.01 |
| 30 | 2.04 | 2.32 | 2.50 | 2.62 | 2.72 | 2.79 | 2.86 | 2.91 | 2.96 |
| 40 | 2.02 | 2.29 | 2.47 | 2.58 | 2.67 | 2.75 | 2.81 | 2.86 | 2.90 |
| 60 | 2.00 | 2.27 | 2.43 | 2.55 | 2.63 | 2.70 | 2.76 | 2.81 | 2.85 |
| 120 | 1.98 | 2.24 | 2.40 | 2.51 | 2.59 | 2.66 | 2.71 | 2.76 | 2.80 |
| inf. | 1.96 | 2.21 | 2.37 | 2.47 | 2.55 | 2.62 | 2.67 | 2.71 | 2.75 |

[^3]TABLE 2b*
TABLE OF $t$ FOR TWO-SIDED COMPARISONS BETWEEN $p$ TREATMENT MEANS AND A CONTROL FOR A JOINT CONFIDENCE COEFFICIENT OF $P=99 \%$

| $p$, Number Of Treatment Means (Excluding The Control) |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| d.f. | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| 5 | 4.03 | 4.63 | 5.09 | 5.44 | 5.73 | 5.97 | 6.18 | 6.36 | 6.53 |
| 6 | 3.71 | 4.22 | 4.60 | 4.88 | 5.11 | 5.30 | 5.47 | 5.61 | 5.74 |
| 7 | 3.50 | 3.95 | 4.28 | 4.52 | 4.71 | 4.87 | 5.01 | 5.13 | 5.24 |
| 8 | 3.36 | 3.77 | 4.06 | 4.27 | 4.44 | 4.58 | 4.70 | 4.81 | 4.90 |
| 9 | 3.25 | 3.63 | 3.90 | 4.09 | 4.24 | 4.37 | 4.48 | 4.57 | 4.65 |
| 10 | 3.17 | 3.53 | 3.78 | 3.95 | 4.10 | 4.21 | 4.31 | 4.40 | 4.47 |
| 11 | 3.11 | 3.45 | 3.68 | 3.85 | 3.98 | 4.09 | 4.18 | 4.26 | 4.33 |
| 12 | 3.05 | 3.39 | 3.61 | 3.76 | 3.89 | 3.99 | 4.08 | 4.15 | 4.22 |
| 13 | 3.01 | 3.33 | 3.54 | 3.69 | 3.81 | 3.91 | 3.99 | 4.06 | 4.13 |
| 14 | 2.98 | 3.29 | 3.49 | 3.64 | 3.75 | 3.84 | 3.92 | 3.99 | 4.05 |
| 15 | 2.95 | 3.25 | 3.45 | 3.59 | 3.70 | 3.79 | 3.86 | 3.93 | 3.99 |
| 16 | 2.92 | 3.22 | 3.41 | 3.55 | 3.65 | 3.74 | 3.82 | 3.88 | 3.93 |
| 17 | 2.90 | 3.19 | 3.38 | 3.51 | 3.62 | 3.70 | 3.77 | 3.83 | 3.89 |
| 18 | 2.88 | 3.17 | 3.35 | 3.48 | 3.58 | 3.67 | 3.74 | 3.80 | 3.85 |
| 19 | 2.86 | 3.15 | 3.33 | 3.46 | 3.55 | 3.64 | 3.70 | 3.76 | 3.81 |
| 20 | 2.85 | 3.13 | 3.31 | 3.43 | 3.53 | 3.61 | 3.67 | 3.73 | 3.78 |
| 24 | 2.80 | 3.07 | 3.24 | 3.36 | 3.45 | 3.52 | 3.58 | 3.64 | 3.69 |
| 30 | 2.75 | 3.01 | 3.17 | 3.28 | 3.37 | 3.44 | 3.50 | 3.55 | 3.59 |
| 40 | 2.70 | 2.95 | 3.10 | 3.21 | 3.29 | 3.36 | 3.41 | 3.46 | 3.50 |
| 60 | 2.66 | 2.90 | 3.04 | 3.14 | 3.22 | 3.28 | 3.33 | 3.38 | 3.42 |
| 120 | 2.62 | 2.84 | 2.98 | 3.08 | 3.15 | 3.21 | 3.25 | 3.30 | 3.33 |
| inf. | 2.58 | 2.79 | 2.92 | 3.01 | 3.08 | 3.14 | 3.18 | 3.22 | 3.25 |

[^4]
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[^1]:    * Table la gives a solution $d_{i}{ }^{\prime}=t$ to equation (4) in the text for $P=.95$ for the case $\rho_{i j}=1 / 2$.

[^2]:    * Table 1b gives a solution $d_{i}{ }^{\prime}=t$ to equation (4) in the text for $P=.99$ for the case $\rho_{i j}=1 / 2$.

[^3]:    * Table 2a gives a solution $d_{i}^{\prime \prime}=t$ which makes the right-hand side of inequality (11) in the text equal to .95 for the case $\rho=1 / 2$. This may be used as an approximate solution to equation (5) in the text for $P=.95$ for the case $\rho_{i j}=1 / 2$.

[^4]:    * Table 2 b gives a solution $d_{i}{ }^{\prime \prime}=t$ which makes the right-hand side of inequality (11) in the text equal to .99 for the case $\rho=1 / 2$. This may be used as an approximate solution to equation (5) in the text for $P=.99$ for the case $\rho_{i j}=1 / 2$.

