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ETHICS OF ARTIFICIAL

INTELLIGENCE

An Introductory Overview for
Law and Regulation

--------------------------------------------------------------------------------------------------------

JOANNA J. BRYSON

For many decades, artificial intelligence (AI) has been a schizophrenic field pursuing
two different goals: an improved understanding of computer science through the use of
the psychological sciences; and an improved understanding of the psychological sci-
ences through the use of computer science. Although apparently orthogonal, these goals
have been seen as complementary since progress on one often informs or even advances
the other. Indeed, we have found two factors that have proven to unify the two pursuits.
First, the costs of computation and indeed what is actually computable are facts of
nature that constrain both natural and artificial intelligence. Second, given the con-
straints of computability and the costs of computation, greater intelligence relies on the
reuse of prior computation. Therefore, to the extent that both natural and artificial intel-
ligence are able to reuse the findings of prior computation, both pursuits can be
advanced at once,

Neither of the dual pursuits of Al entirely readied researchers for the now glaringly
evident ethical importance of the field. Intelligence is a key component of nearly every
human social endeavor, and our social endeavors constitute most activities for which we
have explicit, conscious awareness. Social endeavors are also the purview of law and,
more generally, of politics and diplomacy. In short, everything humans deliberately do
has been altered by the digital revolution, as well as much of what we do unthinkingly.
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ow we can do what we do—for example, how e
check the spelling of a document; book travel; rec-aII when we last contacted a particy|,,
employee, client, or politician; plan our budgets; influence Vote‘rs'from other countrieg,
decide what movie to watch; earn money fr °m.Perf°rm"fg a_"tlst“fa")"; discover sexy;]
or life partners; and so on. But what makes the impact ublqulto.us is that everything v,

heory knowable. This awareness fundamep,

have done, or chosen not to do, is atleastint g
tally alters our society because it alters not only how we can act irectly, but also ho,,

and how well we can know and regulate ourseIers and each other.
about Al ethics recently. But unfortunately many of

A great deal has been written ] ‘
these discussions have not focused either on the science of what is computable or on the
social science of how ready access to more information and more (but mechanica)
computational power has altered human lives alul-d be.h.avwr. Ratiler, a great deal of thes.

nt or “intuition pump” through which we cap

i Al as a thought experime
studies focus on & the nature of ethical obligation. In this

better understand the human condition or .
Handbook, the focus is on the Jaw—the day-to-day means by which we regulate oy

societies and defend our liberties. This chapter sets out the context for the volume by

introducing Al as an applied discipline of science and engineering.

Often this alteration is in terms of h

INTELLIGENCE IS AN ORDINARY PROCESS

For the purpose of this introduction, I will use an exceedingly well-established defini-
tion of intelligence, dating to a seminal monograph on animal behavior.! Intelligence is
the capacity to do the right thing at the right time. It is the ability to respond to the
opportunities and challenges presented by a context. This simple definition is important
because it demystifies intelligence, and through it AL It clarifies both intelligence’s limits
and our own social responsibilities in two ways.
First, note that intelligence is a process, one that operates at a place and in a moment.
It is a special case of computation, which is the physical transformation of information.’
Information is not an abstraction.® It is physically manifested in energy (light or sound),
or materials, Computation and intelligence are therefore also not abstractions. They
require time, space, and energy. This is why—when you get down to it—no one s really
ever that smart, It Is physically impossible to think of everything. We can make trade-
offs: we can, for example, double the number of computers we use and cut the time ofa
computation nearly in half. The time is never cut quite in half, because there s alwaysan

: George If"h" Romanes, Animal Intelligence (London: D, Appleton, 1882).
mos;vﬂchacl Sipser, Introduction to the ‘Theory of Computation, 2nd ed. (Boston: PWS, Thompson.
: (.:laudc Elwood Shannon, “A M ' '
“ ‘ ’ athematical ton” i ch. J. 273
(1948): 379434, cal 'Theory of Communication,” in Bell System Te
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extra cost of splitting the task and recombining the outcomes of the processing.* But this
near halving requires fully double the space for our two computers, and double the
energy in the moment of computation. The sum of the total energy used is again slightly
more than the same as for the original single computer, due again to extra energy needed
for the overheads. There is no evidence that quantum computing will change this cost
equation fundamentally: it should save not only on time but also on space, however the
energy costs are poorly understood and to date look fiendishly high.

Second, note that the difference between intelligence and artificial intelligence is only a
qualifier. Artificial means that something has been made through a human process. This
means by default that humans are responsible for it The artifact actually even more
interesting than AT here is a concept: responsible. Other animals can be trained to inten-
tionally limit where they place (for example) even the fairly unintentional byproducts of
their digestive process, but as far as we know only humans have, can communicate
about, and—crucially—can negotiate an explicit concept of responsibility.

Over time, as we recognize more consequences of our actions, our societies tend to
give us both responsibility and accountability for these consequences—credit and blame
depending on whether the consequences are positive or negative. Artificial intelligence
only changes our responsibility as a special case of changing every other part of our
social behavior. Digital technology provides us with better capacity to perceive and
maintain accounts of actions and consequences, so it should be easier, not harder, to
maintain responsibility and enforce the law. However, whether accountability is easier
with AI depends on whether and in what ways we deploy the capacities digital technol-
ogy affords. Without care and proper measures, the increased capacity for communica-
tion that information communication technology (ICT) provides may be used to diffuse
or obscure responsibility. One solution is to recognize the lack of such care and mea-
sures for promoting accountability in processes concerning digital artifacts to be a form
of negligence under the law. Similarly, we could declare that unnecessary obfuscation of
public or commercial processes is a deliberate and culpable evasion of responsibility.

Note that the simplicity of the definitions introduced in this section is extremely
important as we move toward law and regulation of systems and societies infused with
AL In order to evade regulation or responsibility, the definition of intelligence is often
complicated in manifestos by notions such as sentience, consciousness, intentionality,
and so forth, I will return to these issues later in the chapter, but what is essential when
considering Al in the context of law is the understanding that no fact of either biology
(the study of life) or computer science (the study of what is computable) names a necessary
point at which human responsibility should end. Responsibility is not a fact of nature.
Rather, the problem of governance is as always to design our artifacts—including the
law itself—in a way that helps us maintain enough social order so that we can sustain
human dignity and flourishing,

* Anoverhead; cf. Ajay D, Kshemkalyani and Mukesh Singhal, Distributed, Computing: Principles,
Algorithms, and Systems (Cambridge; Cambridge Unlversity Press, 2o11),
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Al, INCLUDING MACHINE LEARNING,

OccuRs BY DESIGN

.......
-------------------
------
.......
-----

Artificial intelligence only occurs by and with design. Thus Al .is only produced
tionally, for a purpose, by one or more members f)f'human so-c.lety- Th'c}t actof p
tion requires design decisions concerning at a minimum the fnformat.mn input
output from the system, and also where and how th? computatTOn l'eflulred totra
that information will be run. These decisions entail also considerations of eper
sumption and time that can be taken in producing as good a system as possible,
any such system can and should be defended Wltl'.l levels of b.oth cyber- and
security appropriate to the value of the data transsmltted or retained as wel|
cal capacities of the system if it acts on the world. ' .

The tautology that Al is always generated by design exte.nds fo machine learning ML),
which is one means of developing Al wherein computfmon is used to discover usefy]
regularities in data. Systems can then be built tf) explf)lt these regularities, whether to
categorize them, make predictions, or select actions directly. The mere fact that payy of
the process of design has been automated does not mea_n thz.it the system itself is not
designed. The choice of an ML algorithm, the data fed into it to train it, the point a
which it is considered adequately trained to be released, how that point is detecteq by
testing, and whether that testing is ongoing if the learning continues during the systenys
operation—all of these things are design decisions that not only must be made but also can
easily be documented. As such, any individual or organization that produces AI coylg
zlwa‘vs be held to account by being asked to produce documentation of these processes,

Documentation of such decisions and records of testing outcomes are easy to pro-
duce, but good practice is not always followed.® This is as much a matter for the law as
any other sloppy or inadequate manufacturing technique.” The development processes
deemed adequate for commercial products or even private enjoyment are determined
by some combination of expertise and precedent. Whether these processes have been
{ollowed and documented can easily be checked either before a product is licensed, after
a complaint has been made, or as a part of routine inspection.

Although actual algorithms are abstractions, that only means algorithms in them-
selves are not Al In computer science, an algorithm is just a list of instructions to be fol-
lowed, like a recipe in baking.® Just as a strand of DNA in itself is not life—it has no
capacity 1o reproduce itself—so instruction sets require not only input (data) but also

inlen.
roduc.
to and
nsform
gY con.
Fin ally,
Physica]
as the physi.

" Note that these observations show that basic systems engineering demonstrates how under-
indormed the Idea bs of a machine converting the world Into paperclips, as per Nick Bostrom,
Superintelligence: Paths, Dangers, Strategles (Oxford: Oxford University Press, 2014), 122-25.

" Michael Huttermann, DevOps for Developers (New York: Apress/Springer, 2012).

" Joshus A, Kroll e al, “Accountable Algorithms," Unly, Penn, L. Rev, 165 (2017): 633-706.

" Ihe term algorithm Is currently often misused to mean an Al system by those unclear on the
distinctions between design, programs, data, and physical computing systems,

—
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physical computation to be run. Without significant, complex physical infrastructure to
execute their instructions, both DNA and Al algorithms are inert. The largest global
technology corporations have almost inconceivably vast infrastructure for every aspect
of storing, processing, and transmitting the information that is their business. This
infrastructure includes means to generate electric power and provide secure communi-
cation as well as means to do computation.

These few leading corporations further provide these capacities also as service
infrastructure to a significant percentage of the world’s other ICT companies—of
course, at a cost, The European Union (EU) has committed to investing substantial pub-
lic resources in developing a localized equivalent of this computational infrastructure
resource, as they have previously done with both commercial aviation and global posi-
tioning systems. The EU may also attempt to build a parallel data resource, though
this is more controversial, There has also been some discussion of “nationalizing” sig-
nificant technology infrastructure, though that idea is problematic given that the
Internet is transnational, Transnationalizing technology “giants” is discussed later in
this chapter.

Digital technology empowers us to do all sorts of things, including obfuscating or
simply deleting records or the control systems they refer to. We can make systems either
harder or easier to understand using AL’ These are design decisions. The extent to
which transparency and accountability should be required in legal products is also a
design decision, though here it is legislators, courts, and regulators that design a regula-
tory framework. What is important to realize is that it is perfectly possible to mandate
that technology be designed to comply with laws, including any that ensure traceability
and accountability of the human actions involved in the design, running, and mainte-
nance of intelligent systems. In fact, given that the limits of “machine nature” are
far more plastic than those of human nature, it is more sensible to minimize the amount
of change to laws and instead to maximize the extent of required compliance to and
facilitation of extant laws."°

THE PEREORMANCE OF DESIGNED ARTIFACTS

Perhaps in the desire to evade either the laws of nations or the laws of nature, many
deeply respected Al professionals have claimed that the most promising aspects of Al

* Kroll et al., “Accountable Algorithms.”
' Joanna J, Bryson, Mihailis E. Diamantis, and Thomas D. Grant, “Of, For, and By the People: The

Legal Lacuna of Synthetic Persons,’ Artificial Intelligence and Law 25.3 (Sept. 2017): 273-291; Margaret
Boden et al., Principles of Robotics, The United Kingdom's Engineering and Physical Sciences Research
Council (EPSRC), April 2011, https://www.epsrc.ac.uk/résearch/ourportfolio/themes/engineering/
actlvitles/principlesofrobotics/,
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would be compromised if Al were Lo be regulated."" For exa.mple, the claim that Maip,.
taining standard rights to cxplanation—that is, c'lemonstl:atlon of due process—
climinate the utilization of many advanced machine lea.rnmg techniques is based
fact that these methods produce systems the exact workings of which are toq com
be knowable. This claim fails to take into account the Present standards for accountaby].
ity in corporate law. If a company is audited, t}.:at audit never exter}ds to explaining tp,,
workings of the brain synapses or gene "38“13“0’} of 'tha't company's employees, Rathe,
we look for audit trails—or perhaps witnesses—indicating that humans have fq |

Woulg
on the
plex [0

lloweq
appropriate procedures. e
Automation exploiting artificial intelligence may reduce the number of people wh

can be put on a witness stand to describe their recollections of events or motivations, by
it enables a standard of record keeping that would be unbearably tedious in nondigita]
processes. It is not the case that all Al EYELEmEETER rog';rz‘x.mmed to keep such records, Nor
that all such records are maintained indefinitely. But it is the case that any Al system can
be programmed to perform such documentation, aI'ld the.lt the Progr af‘nming and other
development of Al can always use good systenlxs engineering Practlce, mcluding lOgging
data on the design, development, training, testing, and operation of the systems, Further,
individuals or institutions can choose how;, where, and for how long to store this logged
data. Again, these are design decisions for both AI systems and the institutions that
create them. There are already available standards for adequate logging to generate
proof of due diligence or even explanations of Al behavior. Norms of use for these of
other standards can be set and enforced.

What matters for human justice is that humans do the right things. We do not need to
completely understand exactly how a machine-learning algorithm works any more than
we need to completely understand the physics of torque to regulate bicycle riding in traf.
fic. Our concerns about Al should be that it is used in a way that is lawful. We want to
know, for example, that products comply with their claims, that individual users are not
spied upon or unfairly disadvantaged, and that foreign agencies were not able to illicitly
insert false information into a machine-learning dataset or a newsfeed.

All Al affords the possibility of maintaining precise accounts of when, how, by whom,
and with what motivation the system deploying it has been constructed. Indeed, this is
true of artifacts in general, but digital artifacts are particularly amenable to automating
the process. The very tools used to build intelligent systems can also be set to capture
and prompt for this kind of information. We can similarly track the construction, appli-
cation, and outcomes of any validating tests. Further, even the most obscure Al system

"' My assertion about the “decply respected” relates to claims I've heard in high-level policy settings,
but haven't been able to find In print. However, for examples of the rhetoric see Cassie Kozyrkov,
“Explainable Al Won't Deliver: Here's Why," Hackernoon (Nov. 2018), https://hackernoon.com/
nplainablc-al—wont-dellver-herc-s-why-6738f54216be; Cassie Kozyrkov,“The Trade-Off in Machine
Learning: Accuracy vs Explaln-Ability, Medium (Dec, 2018), https://medium.com/@erdemkalayci/
thc-uadrof{-ln-machlne-lcarnlng-accumcy-vs-exp]alnability-ﬂ)b13914fdez.

" loanna|. Bryson and Alan E T, Winfield, “Standardizing Ethical Design for Artificial Intelligence
and Autonomous Systems,” Computer 50,5 (May 2017): 16-119.
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after development can be treated entirely as a blackbox and still tested to see what varia-
tion in inputs creates variation in the outputs.'® Even where performance is stochastic,
statistics can tell us the probability of various outcomes, again a type of information to
which the law is already accustomed e.g. for medical outcomes. In practice though, sys-
tems with Al are generally far less opaque than human reasoning and less complex than
other problems we deal with routinely such as the workings of a government or ecosys-
tem. There is a decades-old science of examining complex models by using simpler ones,
which has been recently accelerating to serve the sectors that are already well regulated
and that of course (like all sectors) increasingly use AL'* And of course many forms of A
built either with or without the use of ML, do readily produce explanations themselves.'®

To return to one of the assertions at the beginning of this section, it is also wrong to
assume that Al is not already regulated. All human activity, particularly commercial
activity, occurs in the context of some sort of regulatory framework.'® The question is
how to continue to optimize this framework in light of the changes in society and its
capacities introduced by Al and ICT more generally.

INTELLIGENCE INCREASES BY EXPLOITING
PRIOR COMPUTATION

The fact that computation is a physical process limits how much can be done de novo in
the instant during which intelligence must be expressed—when action must be taken to
save a system from a threat or to empower it through an opportunity. For this reason,
much of intelligence exploits computation already done, or rather exploits those arti-
facts produced that preserve the outcomes of that computation. Recognising the value
and reuse of prior computation helps us understand the designs not only of culture but
als0 of biology. Not only can organisms solely exploit opportunities they can perceive,
they also tend to perceive solely what they are equipped to exploit—capacities for per-
ception and action evolve together. Similarly, culture passes us not every tool that others
haveinvented, but of all those inventions, the ones that produce the greatest impact relative
10 the costs of transmission. Costs of transmission include both time spent transmitting

P —
o 1 process bs coming to be called (as of this writing) “forensic analysls”; see, e.g., Joseph R. Barr
fud M " ’ - .
' J ;w; h Cavanasugh, *Forensics, Assessing Model Goodness: A Machine Learning View,” ESCRI 2,
#LALMNGF 1))
Petrick Mall, *On the Art and Science of Machine Learning l-’.\pl.m.utum," arXiv preprint
u'{.h 1810 43909 (3018)
Mo J’:;.hv  Cranefueld et al, “No ez for You: Value-based Plan Selection in BDI Agents,” in JCAL
re L ediny
Py e.’:. ed. ( uk. Sierra (Melbourne, 2017): 178843 Jlaming Zeng, Berk Ustun, and Cynthia
™ :”.- ‘n “rpretabde Classification Models for Rtecidivism Prediction,” Journal of the Royal Statistical
FOoserer A CSatistics n So lety) iker y (2o z): 6y =722,

’ des Boundasg | :
M spe and Joanna | Beyson, Soart Policles for Artificl rnee '
s g Mo cles | ticial Intelligence, in preparation,

¥
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(reducing other opportunities) and the likelihood of inadequately faithful replication
creating hazardous behaviour."” Culture itself evolves, and frequently those changes
generate increased efficacy in those that learn them.'®

Much of the recent immense growth of Al has been due specifically to improved
capacities to “mine” using ML the prior discoveries of humanity and nature more
generally.'” Of course with such mining the good comes with the bad. We mine not only
knowledge but also stereotypes—and, if we allow Al to take action, prejudice—when we
mine human culture.® This is not a special feature of Al; as mentioned previously, thisis
how nature works as well.”* Evolution can only collect and preserve the best of what i
presently available (what has already been computed); even within that range the
process is stochastic and will sometimes make errors. Further, examining the Al prod-
ucts of ML has shown that at least some of what we call “stereotypes” reflect aspects of
present-day conditions, such as what proportion of job holders for a particular position
havea particular gender. Thus some things we have agreed are bad (e.g. that it s sexist to
expect programmers to be male) are aspects of our present culture (most programmers
are male now) we have at least implicitly agreed we wish to change. Machine learning of
data about present employment-or even of ordinary word use which will necessarily be
impacted by present employment-cannot by itself also discover such implicit agree-
ments and social intentions,

One theory for explaining the explosion in what we recognize as Al (that is, of Al with
rich, demonstrably human-like, and previously human-specific capacities such as speech
production or face recognition) is that it is less a consequence of new algorithms than of
new troves of data and increased computation speeds. Where such explosions of capaci-
ties is based on the strategy of mining past solutions, we can expect that improvement to
plateau. Artificial and human intelligence will come to share nearly the same boundary of
extant knowledge, though that boundary will continue to expand. In fact, we can also

" Ivana( -aée and Joanna . Bryson, “Agent Based Modelling of Communication Costs: Why
lr'fm?f"”“" Canbe Free” In Emergence and Evolution of Linguistic Communication, ed. C. Lyon,
r,,' L. Nehaniv, and A, Cangelos| (London; Springer, 2007), 305-322; Kenny Smith and Elizabeth
'b‘v‘rm:wm. “Eliminating Unpredictable Varlation through Iterated Learning,’ Cognition 116.3 (2010}
444y,

" Mt'lf"ltwudl.Andrrw Whiten, and Kevin N, Laland, “Towards a Unlfied Sclence of Cultural ‘
f wlunun.. ltcharlufq! and Brain Sciences 29.4 (2006); 329-47; Joanna |, Bryson, “Embodiment wr‘s\l"‘l
"1""”'.’“"."”"" & Socy 71 (June 2008); 77-943 Joanna ], Bryson, "Artificlal Intelligence and Pro-d0¢
Behaviour in Collective Agency and Cooperation In Natural and Artificlal Systems: Explanation.
{mpfrmmmm:n and Smulation, ed. Catrin Misselhorn, vol, 122, Philosophical Studles (Berlin: §
40:3).' #H)-306; Danlel C, Dennert, From Bacteria 1o Bach and Back (London, Allen Lane, 2017):
( Hu:m.n I Moeslund and Veik Granam, “A Survey of Computer Vislon-=based Human Motlon
prares Computer Viston and Image Understanding 1.3 (2001): 231-268; Sylvaln Callnon et al

4!::::.::»: and Reproduction of Gestures by Imitation” IBEE Roboties ¢ Automation Mag. 123 (s010F

* Avlin Caliskan, Joanna
Language Corpora Comaln |
" Midly Lewds and Ga
Coender? Nature Himan

p' I ngt' f

T
|- Bryson, and Arving Narayanan, "Semanties Derlved Automatieally !
Tuman-like Blases” 8¢/, 356,6134 (2017)1 183-186.
ry Lupyan, *Language Use Shapes Cullural Norms: Large Scale
Wehaviour (accepted for publication),

i)
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expect human knowledge to be expanding faster now, given the extra computational
resources we are bringing not only through digital hardware but also by our increasing
access to other human minds. For humanity, ICT reduces the aforementioned overhead
costs of discovering, combining, and transmitting prior computational outcomes. We
all get smarter as our culture expands to embrace more—and more diverse—minds.**
However, the fact that we can exploit our own computation to build Al or that we can
increase our own native as well as systemic intelligence by using AL, does not mean that
we are replaceable with or by AT As will be explained in the next sections, Al cannot be
used to replicate humans, and this has substantial consequences for law and regulation.

Al CANNOT ProDUCE FUuLLY REPLICATED

..............................................................

Computer science is often mistaken for a branch of mathematics. When this happens,
many important implications of computation being a physical process are lost. For
example, Al is wrongly perceived as a path toward human immortality. First, the potential
of “uploading” human intelligence in any meaningful sense is highly dubious.
Technologically, brains cannot be “scanned” and replicated in any other material than
another brain, as their computational properties depend on trillions of temporal
minutiae.?? Creating a second, identical human to host that new brain not only is physically
intractable but also would be cloning—both unethical and illegal, at least in the
European Union. Second, even if we could somehow upload adequate abstractions of
our own minds, we should not confuse this with actually having spawned a digital replica.”*
For example, an abstracted digital clone might be of use to manufacture canned email
replies?® or to create interactive interfaces for historical storytelling,** but this does not
make it human,

" Anita Williams Woolley et al,, “Evidence for a Collective Intelligence Factor in the Performance
of Human Groups,' Sel, 30,6004 (October 29, 2010): 686-688; Barton H. Hamilton, Jack A. Nickerson,
and Hideo Owan, “Diversity and Productlvity in Production ‘Teams.” Advances in the Econ. Analysis of
Particlpatory and Labor-Managed Firms (2012): 99-138; Feng Shi et al,, “The Wisdom of Polarized
( .r;::wdi," Nature Hum, Behaviour 3 (2019): 329-336, :

Yoonsuck Choe, Jaerock Kwon, and Ji Ryang Chung, “Time, Consciousness, and Mind
U[;i:udlng," Int'l |, Machine Consclousness 4.01 (2012): 257-274.

ik As some would suggest; see Murray Shanahan, The Technological Singularity (Cambridge, MA:
Ml.« { Press, 2015), for a review,

Mark Dredze et al,, “Intelligent Emall: Reply and Attachment Prediction] in Proceedings of the
Ufir‘ In!tma{!wm! Conference on Intelligent User Interfaces (New York: ACM, 2008), 321-4.
Im“_l ) :;Vi d'Irsum et al; . “New Dimenslons In Testimony: Digitally Pre.scrvh\g a Holocaust Sur?'ivor‘s
’ active .Su':rytclll!ag. In Proceedings of the Bighth International Conference on Interactive Digi to!
Morytelling (Cham, Switzerland Springer, 2018): 269-281,
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ﬁ“&\

Many have argued that the moral intuitions, motivations, even the aesthetics of g
enculturated ape can in no way be meaningfully embedded in a device that shares nop,.
ing of our embodied physical (“phenomenological”) experience.”” Nothing we build
from metal and silicon will ever share our phenomenology as much as a rat or cow, and
few see cows or rats as viable vessels of our posterity. Yet whether such digital artifacts
are viewed as adequate substitutes for a real person depends on what one values about
that person. For example, for those who value their capacity to control the lives of oth-
ers, many turn to the simple technology of a will to control intimate aspects of the lives
of those chosen to be their heirs. It therefore seems likely that there will be those who
spend millions or even billions of dollars, euros, or rubles on producing digital clones
they are literally deeply invested in believing to be themselves, or at least in forcing oth-
ers to treat as extensions of themselves.**

Even if we could somehow replicate ourselves in an artifact, the mean time for obso-
Jescence of digital technologies and formats is far, far shorter than the average human
life expectancy, which presently nears ninety years. This quick obsolescence is true not
only of our physical technology but also of our fashion. Unquestionably any abstracted
digital self-portrait would follow fashion in reflecting an aspect of our complex selves
that will have been culturally appropriate only in a specific moment, It would not be
possible from such an abstraction to fully model how our own rich individual being
would have progressed through an extended lifetime, let alone through biological gen-
erztions. Such complete modeling opposes the meaning of abstraction. An unabstractcfl
model would zgain require biological cloning, but even then after many generations it
would f21] out of ecological fashion or appropriateness as evolution progresses.

With apologies 1o both Eisenhower and Box™, all abstractions are wrong, but pro-
ducing abstractions is essential. By the definition used in this chapter, all Jintelligenc?‘-‘
that is, inmelligent action—is an abstraction of the present context. Therefore producing
a0 abstraction is the essence of intelligence, But that abstraction is only a snapshot of
the organiem; it is not the organism itself, All models are wrong, because we build
them o perform actions that are not feasible using the original,
Reproducing our full organism is not required for many aspe
“positive immortality”™ Replicating our full selves is certainly nol esse

! : } ' ‘ or having
fotion or otherwise mmaking a lasting contribution to a culture or soclety, nor for ha b
s to 1ntrmluu.

In,"ClW" ol

cts of what is called
ntial to writing

s irrevacable Impact on an ecosystem, But the purpose of this chapte
A (rom the perspective of maintaining social order-—that Is, from the pers

|||.-(:t"“
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bk Pagusle, " Dwo Comcepte of Immontality: Reframing Public Debate on Ste
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law and regulation. As will be discussed in the following section, the methods for enforcing
law and regulation are founded on the evolved priorities of social animals. Therefore any
intelligent artifacts representing such highly abstracted versions of an individual human
are not relevant to the law except perhaps as the intellectual property of their creator.

Al ITSELF CANNOT BE Di1sSsUADED

------------------

...............

There is no way to ensure that an artifact could be held legally accountable.?* Many peo-
‘ple think the purpose of the law is to compensate, and obviously if we allow a machine to
own property or at least wealth then it could in some sense compensate for its errors or
misfortune. However, the law is really primarily designed to maintain social order by
dissuading people from doing wrong. Law dissuades by making it clear what actions are
considered wrong and then determining the costs and penalties for committing these
wrong acts. This is even more true of policies and treaties, which are often constructed
after long periods of negotiated agreement among peers (or at least sufficiently powerful
fellow actors that more direct control is not worth its expense) about what acts would be
wrong and what costs would adequately dissuade them. The Iran Nuclear Deal is an
excellent example of this process.*?

Of course all of these systems of governance can also generate revenue, which may be
used by governments to some extent to right wrongs. However, none of the costs or pen-
alties that courts can impose will matter to an Al system. We can easily write a program
that says, “Don’t put me in jail!” However, we cannot program the full, systemic aversion
to the loss of social status and years of a finite life span, which the vast majority of
humans experience as our birthright. In fact, not only humans but many social species
find isolation and confinement deeply aversive—guppies can die of fright if separated
from their school, and factory farming has been shown to drive pigs to exhibit symp-
toms of severe mental illness.**

We might add a bomb, camera, and timer to a robot and then program the bomb to
destruct if the camera has seen no humans (or other robots) for ten minutes. Reasoning
by empathy, you might think this machine is far more disuadable than a human, who
can easily spend more than ten minutes alone without self destructing. But empathy isa
terrible system for establishing universal ethics—it works best on those most like

" With no human components; Christian List and Philip Pettit, Group Agency: The Possibility,
Design, and Status of Corporate Agents (Oxford: Oxford University Press, 2011), i

" Kenneth Katzman and Paul K, Kerr, Iran Nuclear Agreement, Tech. rep. R43333, Library of Congress,
Congresslonal Research Service, May 2016, https://crsreports.congress.gov/product/pdf/R/R43333.

" Frangolse Wemelsfelder, “Ihe Sclentific Valldity of Subjective Concepts in Models of Animal
Welfare; Applied Animal Behaviour Scl, 53.1 (1997): 75-88.
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—_—

yourself** The robot’ behavior could easily be utterly unaltered by this contrivange,
and so it could not be said to suffer at all by the technical definitions of suffering®, anq it
certainly could not be said to be dissuaded. Even if the robot could detect and reasqy
about the consequences of its new situation, it would not feel fear, panic, or any othey
systemic aversion to isolation, although depending on its goals it might alter its planning
to favor shorter planning horizons.

The law has been invented by—we might even say “coevolved with”—our societiesin
order to hold humans accountable. As an unintended consequence, only humans can be
held accountable with our law. Even the extension of legal personality to corporations
only works to the extent that real humans who have real control over those corporations
suffer if the corporation does wrong. The overextension of legal personhood to a corpo-
ration designed to fail (e.g. to launder money) is known as creating a shell company. If
you build an Al system and allow it to operate autonomously, it is similarly essential that
you as the person who chooses to allow the system to operate autonomously will be the
one who will go to jail, be fined, and so on if the Al system transgresses the law. There s
simply no way to hold the Al system itself accountable or to dissuade it. Artificial intelli-
gence being itself held accountable would be the ultimate shell company.*

The implicit principles that underlie our capacity to coordinate and cooperate
through the law and its dissuasions have also coevolved with our complex societies. We
share many of our cognitive attributes—including perception, action capacities, and,
importantly, motivations—with other apes. Yet we also have specialist motivations and
capacities reflecting our highly social nature.’” No amount of intelligence in itself
necessitates social competitiveness; neither does it demand acceptance by an in-group,
dominance of an out-group, nor the need to achieve social status in either. These are
motivations that underlie human (and other social species’) cooperation and competi-
tion, that result from our evolutionary history.*® None of this is necessary—and muchof

) ; )qul Bloom, Against Empathy: The Case for Rational Compassion (New York: Harper Collins,
1016).

‘ e \5'cmds{dd_cr. 'Sdcn:iﬁc Validity of Subjective Concepts”; Daniel C. Dennett “Why You Can't Makea
Ay Thn Feels Pain” Brainstorms, pp. 190229 page numbers from (Ca.mbrit'ige MA, MIT Press 1981,
ariginal edtion: Montgomery, VT: Bradford Books, 1978), Bryson, “Artificial Intelli er;ce ar;d Pro-Social
“‘*““‘l‘"’ i Mar Bv"fl A. Boden, "Robot Says: Whatever (The Robots Won't Take Oger Because They
Condidnit Case Lew);” Acon (August 23, 2018) (originally a lecture at the Leerhulme Centre for the Future of
Irtelligrnce). hups/faeon colessays/the- robots- wont-take-over-because-they-couldnt A less. Note in
particular that pone of the milllons of currently extant robots woul h;:lm\r tnm}: ‘ 'lll -c‘ff:he:; ,, ta
uridess ks programming was alo altered (or the welght of the additions stopped h‘;'“ y wi : e;)e
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" . . : i
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it is even incoherent—from the perspective of an artifact. Artifacts are definitionally
designed by human intent, not directly by evolution. With these intentional acts of
authored human creation®® come not only human responsibility but also an entirely
different landscape of potential rewards and design constraints,

Al AND ICT IMpPACT EVERY
HuMAN ENDEAVOR

------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------

Given that Al can always be built to be explainable, and that on'ly humans can be held to
account, assertions that Al itself should be trustworthy, accountable, or responsible are
completely misguided. If only humans can be held to account, then from a legal per-
spective the goal for Al transparency is to ensure that human blame can be correctly
apportioned. Of course there are other sorts of transparency, such as those that support
ordinary users in establishing the correct boundaries they have with their systems
(defending their own interests), or for providing developers or other practitioners the
ability to debug or customize an AI system.*! Artificial intelligence can be reliable but
not trustworthy—it should not require a social compact or leap of faith.** Consumers
and governments alike should have confidence that they can determine at will who is
responsible for the Al-infused systems we incorporate into our homes, our business
processes, and our security.

Every task we apply our conscious minds to—and a great deal of what we do
implicitly—we do using our intelligence. Artificial intelligence therefore can affect
everything we are aware of doing and a great deal we have always done without intent.
As mentioned earlier, even fairly trivial and ubiquitous AI has recently demonstrated
thzt human language contains our implicit biases, and further that those biases in many
cases reflect our lived realities,*® In reusing and reframing our previous computation, Al
allows us to see truths we had not previously known about ourselves, including how we
iransmit stereotypes,*® but it does not automatically or magically improve us without
effort, Caliskan, Bryson, and Narayanan discuss the outcome of the famous study

L " ~ )
The choice 1o create life through childbirth is not the same. While we may author some of child-
reusing, the dispositions just discussed are shared with other primates and are not options left to
Perents or uher conspecifics to determine,

." ‘-”!' Yoanna . Bryson, “Patiency 1s Not a Virtue: The Design of Intelligent Systems and Systems of
5.-.:::. & Hhice and Info, Tech, 20,1 (Mar, 2018): 15-26,
Eryson end Winfield, “Standardizing Hthlcal Design.”

0 “ Onora O/ Neill, A Question of Trust: ‘The BRC Reith Lectures 2002 (Cambridge: Cambridge
Canversity Press, 0013),

L1 1}
- ;“’“““' Eryson, and Narayanan, “Semantics Derlyed Automatically from Language Corpora,
“wis and |

‘L2l Apyan, "Language Use Shapes Cultural Norms." Marlanne Bertrand and Sendhil
: f';-"*hﬁrhm. “Are Emily and Greg More Employable Than Lakisha and Jamal? A Fleld Experiment on
B 3ok Discrimination,” Am. con, Rev, 94.4 (2004); 99I=1013,
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showing that, given otherwise-identical resumes, individuals with stereq
African American names were half as likely to be invited to a job interview as individyg;
with European American names.** Smart corporations are now using carefully pro.
grammed Al to avoid implicit biases at the early stages of human resources Processes sg
they can select diverse CVsinto a short list. This demonstrates that Al can—with explicjt
care and intention—be used to avoid perpetuating the mistakes of the past,

The idea of having “autonomous” Al systems “value-aligned” is therefore likely to be

misguided. While it is certainly necessary to acknowledge and understand the extent to
which implicit values and expectations must be embedded in an
such embedding is not sufficient to create a system that is auton
a sysfem cannot be made accountable,
The issue should not be embedding ou
but rather ensuring that our machines
tions of their human operators,
intentions, in order to ensure o
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y artifact,"® designing for
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it is in many senses almost neutral—nearly all human endeavors involve cooperation,
and while these generally benefit many humans, some are destructive to many others.
Further, the essence of cooperation is moving some portion of autonomy from the
individual to a group.®’ The extent of autonomy an entity has is the extent to which it
determines its own actions.*? Individual and group autonomy must to some extent trade
off, though there are means of organizing groups that offer more or less liberty for their
constituent parts.

Many people are (falsely) preaching that ML is the new Al and (again falsely) that the
more data ML is trained on, the smarter the AI. Machine learning is actually a statistical
process we use for programming some aspects of AL Thinking that ‘bigger’ (more) data
are necessarily better begs the question: better for what? Basic statistics teaches us that
the number of data points we need to make a prediction is limited by the amount of
variation in that data, providing only that the data are a true random sample of the pop-
ulation measured.®® So there are natural limits for any particular task on how much data
is actually needed to build the intelligence to perform it—except perhaps for surveil-
lance. What we need for science or medicine may require only a minuscule fractionofa
population. However, if we want to spot specific individuals to be controlled, dissuaded,
or even promoted, then of course we want to “know all the things”**

The changing costs and.benefits of investment at the group level that Roughgarden,
Oishi, and Akcay describe has other consequences beyond privacy and liberty.
Information communication technology facilitates blurring the distinction between
customer and corporation; it blurs even the definition of an economic transac-tif)n.
Customers now do real labor for the corporations to whom we give our custom: pricing
and bagging groceries, punching data at ATMs for banks, filling in forms for airlines,
and so forth.*® The value of this labor is not directly remunerated—we assume tha't we
receive cheaper products in return, and as such our loss of agency to these corporations
might be seen as a form of bartering. “Free” services like Internet search.es and email
may be better understood as information bartering.® These transactions are not
denominated with a price, which means that ICT facilitates a black or at least opaque
market reducing both measured custom and therefore tax revenue. This is true for every-
one who uses Internet services and interfaces, even ignoring the present controversies

* Bryson, “Artificlal Intelligence and Pro-Soclal Behaviour”
** Harvey Armstrong and Robert Read, “Western European Micro-St?tes and EL{ ;,\f‘;?v?g:;fe,
Regions: ‘The Advantages of Slz¢ and Soverelgnty,” World Dev. 23.7 (1995): 1229—12‘25; S s,

pord s " Criticistn 2
‘A Space of Onés Own: Autonomy, Privacy, Liberty;” Philosop iy e 505, i
" Meng, lao-L1, “Statistical eradlscs and paradoxes In big data (I): Law of large populations, big

data paradox, and the 2016 US presidential election” The Annals of Applied Statistics 12.2 (2018):

685~7206, ! TP {2 (2019): 7-13
" Mark Andrejevic, “Automating Survelllance, Sl‘“"‘m""”ﬁ&‘wmly RIS
haviour,
* Towards a New

* Bryson, “Artificlal lntcllfgcnccmul Pro-Soclal Be ' Socet
* Joanna ), Bryson, “The Past Decade and Future of Al's Impact on oj ;-yt d on a previous
Enlightenment? A ‘Transcendent Decade, OpenMind BBVA (commlssioned, baseCenay

whitepaper for the OECD, also commlssloned.), (Madrld: Taylor, 2019).
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over definitions of employment raised by platforms.”” Our failure to assign Monetary
value to these transactions may also explain the mystery of why AT does not seem, to be
increasing productivity.*® ‘ _

Artificial intelligence, then, gives us new ways to do everything we do Intentionally
and a great deal more. The extent to which AI makes different tasks easier and harder
varies in ways that are not intuitive. This also increases and decreases the values of
human skills, knowledge, social networks, personality traits, and even locations, Further,
Al alters the calculations of identity and security, Fortunately, Al also gives us tools for
reasoning and communicating about all these changes and for adjusting to them, Byt
this makes group-level identity itself more fluid, complicating our ability to govern.

...........................................................

WHO’s IN CHARGE? Al AND GOVERNANCE
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cybersecure (of else not on the Internet), with clearly documented accountability and
Lines of responsibility.** Nevertheless, even if these visions can be achieved, there arestill
other areas of law and governance with which we should be concerned. The last I focus
on in this present chapter are the new foci of power and wealth. As just explained in the
previous section, these are also parts of the “everything human™ that Al and ICT are
altering. Further, it is clear that achieving secure and accountable Al requires coopera-
tion with adequate sources of power to counter those who wish to avoid the consensus
of the law. Therefore wealth and power distribution, while again like cybersecurity
dleariy orthogonal technologically to Al are also irrevocably intertwined with its ethical
and regulated application. Problems of Al accountability and grotesquely uneven wealth
distribution are unlikely to be solved independently.

In this section it should be noted that I am describing my own work in progress with
colleagues,* but some aspects of it seem sufficiently evident to justify inclusion here. We
hypothesize that when new technologies reduce the economic cost of distance, this in
turn reduces the amount of easily-sustained competition in a sector. This is because
loczle becomes less a part of value, so higher-quality products and services can domi-
nate ever-larger regions, up to and including in some cases the entire globe. Sucha
process may have sparked the gross inequality of the late nineteenth and early twentieth
centuries, when rail, news and telecommunication, and oil (far easier to transport than :
cozl or wood) were the new monopolies. Inequality spirals if capital is allowed to cap- |
ture regulation, as seems recently to have happened not only with “big tech” globally but p
2150 with finance in the United Kingdom or oil in Saudi Arabia and Russia, leadingtoa
“resource curse=>* The early twentieth century was a period of significant havoc; in the
mid-twentieth century lower inequality and political polarization cooccurred with the
innovation of the welfare state, which in some countries (including the United States
2nd United Kingdom) preceded at least World War II, though such cooperation even in
these states seemed to require the motivation of the previous War and financial crash.

Governance can be almost defined by redistribution; certainly allocation of resources
to solve communal problems and create public goods is governance’s core characteris-
tic.** Thus excessive inequality can be seen as a failure of governance.* Right now what
we are clearly not able to govern (interestingly, on both sides of the Great Firewall of

“ (£ Filippo Santoni de Sio and Jeroen van den Hoven, “Meaningful Human Control over
Astonomous Systems: A Philosophical Account;” Frontiers in Robotics and Al 5 (2018): 15.

“ Alexander |, Stewart, Nolan McCarty, and Joanna J. Bryson, “Explaining Parochialism: A Causal
Aceount for Political Polarization in Changing Economic Environments;” arXiv preprint
wXiviboy11477 (2018).

“ John Christensen, Nick Shaxson, and Duncan Wigan, “The Finance Curse: Britain and the World
Economy! British |, Pol. and Int’l Relations 18.1 (2016): 255-269; Nolan M. McCarty, Keith T. Poole, and
Howard Rosenthal, Polarized America: The Dance of Ideology and Unequal Riches, 2nd ed. (Cambridge,
MA: MIT Press, 2016),

. * Jean-Pierre Landau, *Populism and Debt: Is Europe Different from the US.2" Talk at the
Princetom Woodrow Wilson School, and In preparation. Feb. 2016,

_“ k.., a Gini coefficient over 0,17; Francesco Grigoli and Adrian Robles, Inequality Overhang, IMF
Working Paper WP/17/76, International Monetary Fund, 2017. Note that too low a Gini coefficient can
be problematic oo,
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China) are Internet companies. Perhaps similar to the market f(:lr commercial *‘lil‘craft,
the costs of distance are sufficiently negligible that th‘e best products Ore: vegy likely
become global monopolies unless there is a substir:tlal government 1nvesltm.ent (eg,
the Great Firewall of China® or Airbus in Europe). Where governafl?e fails in a locy]
region, such as a county, then that is also where we are likely to s;ege political polarizatiop
and the success of populist candidates or referendum outcomes.

Many problems we associate with the present moment then were not necessarily cre-
ated by Al or ICT directly, but rather they were formed indirectly by facilitating
increased inequality and regulatory capture. Other problems may not have been so
much created as exposed by AL’° There are some exceptions where ICT—particularly,
the capacity of digital media to be fully reproduced at a distance and to do so inexpen-
sively—does produce qualitative change. These include changing of the meaning of
ownership” and generating truly novel means for recognizing and disrupting human

intentions, even implicit intentions not consciously known by their actors.”? On the
other hand,
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remove.”® Trust allows cheating or innovating, and sometimes this may be essential.
First, allowing innovation makes more tractable the level of detail about exceptions that
needs to be specified. Second, of course, innovation allows us to adjust to the unex-
pected and to find novel, sometimes better solutions. Some—perhaps many—nations
may be in danger of allowing the digital era to make innovation or free thought too dif-
ficult or individually risky, creating nationwide fragility to security threats as well as
impinging on an important human right: freedom of opinion.” In such countries, law
may bend too much toward rigidly preserving the group, and inadequately defend the
individual. As I mentioned, this is not only an issue of rights but also of robustness.
Individuals and variation produce alternatives-choosing among available options is a
rapid way to change behavior when a crisis demonstrates change is needed.”” Given that
the digital revolution has fundamentally changed the nature of privacy for everyone, all
cocieties will need to find a way to reintroduce and defend “wiggle room” for innovation
and opinion. I believe strongly that it would be preferable if this is done not by destroy-
ing access to history, but by acknowledging and defending individual differences,
including shortcomings and the necessity of learning. But psychological and political
realities remain to be explored and understood, and may vary by polity.

SUMMARY AND THE ROBOTS THEMSELVES

.......................................................................................................................................

To reiterzte my main points, when computer science is mistaken for a branch of mathe-
mztics, many important implications of computation being a physical process are lost.
Further, the impact on society of the dissemination of information, power, and influ-
ence hzs not been adequately noted in either of those two disciplines, while in law and
wociz] sciences, awareness of technological reality and affordances has been building
only dlowly. Ironically, these impacts until very recently were also not much noticed in
nolitical science. Primarily, these impacts were noted only in sociology, which was
unfortunately imploding at the same time Al was exploding. Similar to the myopia of
computer science, psychology has primarily seen itself as studying humans as organ-
jerme, The primary ethical considerations in that field were seen as being similar to those
of medicel subjects, such as concerns about patient privacy. Again, some related disci-
plines such a8 media studies or marketing raised the issue, that as we better understood
bumman behavior we might more effectively manipulate and control it, but that observation
made little headway in the popular academic understanding of Al Direct interventions

C e, Question of Trust; Paul Rauwolf and Joanna ). Bryson, “Expectations of Fairness and
Irast Cas Fvidve in Fnvironments of Partial Information,” Dynamic Garnes and Applications 8.4
(1ee k) byl 417,

A brischunann and Selinger, Re-engineering Hurmanity.

" Cabien, “What Privacy Is For”; Luke Stark, “The emotional Context of Information Privacy.” Info.
Loty 3.9 (2016): 14-27.

Digitalizado com CamScanner



https://v3.camscanner.com/user/download

22 JOANNA J. BRYSON

via neuroscience and drugs received more attention, but the potentia] f,
manipulations, particularly of adults, were seemingly dismissed,

These historic errors may be a consequence of the fact that human adults are of pe
sity the ultimate moral agents. We are the centers of accountability in our owp SOCie:-e&
and as such we are expected to have the capacity to take care of ourselves, The ethic;es%
Al therefore was often reduced to its popular culture edifice as an extensjon of the ci\?‘]
rights movement.”® Now that we have discovered—astonishingly!—that people 0f0thelr
ethnicities and genders are as human as “we” are, “we” are therefore obliged to consider
that anything might be human. This position seems more a rejection of the inclusivity of
civil and human rights than an appropriate extension, but it is powerfully attractiye to
many who seem particularly likely to be members of the recently dominant form of
gender and ethnicity, and who perhaps intuit that such an extension would again rajge
the power of their own clique by making the notion of rights less meaningful,

More comprehensibly, some have suggested we must extend human rights protec-
tions to anything that humans might identify with in order to protect our own self-
concept, even if our identification with these objects is implicit or mistaken,” This
follows from Kant’s observation that those who treat animals reminiscent of humans
badly are also more likely to treat humans badly. Extending this principle to Al thoughis
most likely also a mistake, and an avoidable one. Remember that Al is definitionally an
artifact and therefore designed. It almost certainly makes more sense where tractable to
change Al than to radically change the law. Rather than Kant motivating us to treat Al
that appears human as if it were human, we can use Kant to motivate not building Al'to
appear human in the first place. This has been the approach of first the United
Kingdom® and now very recently the OECD®* whose Al ethics principles recommend
that Al should never deceptively appear to be human. This may seem like a heavy
restrictiction at present, but as society becomes more familiar with AI—and, through
that process, better understands what it is about being human that requires and deserves
protection—we should be able to broaden the scope of how humanlike devices can be
while still not having that likeness deceive.®?

There are recent calls to ground Al governance not on “ethics” (which is viewed s
ill-defined) but on international human rights law. Of course, this may be "‘.fa.]se
dichotomy; procedures from classical ethics theories may still be of use in determinits

r indirect

”* “Tony J. Prescott, “Robots Are Not Just T s, ' 2 ! 142149}
David J. Gunkel, “Ihe Other Question: glmll .i(l))?llZi'l1(()31(1)1'Zlnlizlrﬁgssg;1\jz lii(ng?tlsz?’ E; ics4¢?nd Info. Tech
’21(:.’2 ('21'1,1]?): f$7-99; Daniel Estrada, “Value Alignment, Fair Play, and the Rights of Service Lo L
y,,’, ;(l: ;;‘y, 7;«;;1/{7;‘15:];:{‘ ’f’(f:.ﬂ,’:zAAMMCM Conference on A, Ethics, and Society, AIES 20 18,
” Joel Parthemore and Blay Whitby, “What Makes Any Agent a Moral Agent? Reflections O
MaC‘h’nc Consciousness and Moral Agency, Infl |, Machine Consciousness 5.03 (2013): 1057129
Da‘?d J. Gunkel, Robot Rights ((.‘;unbrldgc. MA: MI'T Press, 2018)
. Boden et al,, Principles of Robotfcs, . ‘
OECD, Recommendation of the Council on Artificial Intelligence,

2 “w ) {, 29:
> ; ]‘6’3""3 J. Bryson, “The Meaning of the EPSRG Princlples of Robotics,” Connection Sci. 292
0-136,
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ambiguities and trade-offs of law’s application,*® We can certainly expect ongoing
consideration of localized variation, which the term ethics perhaps better communi-
cates than rights. Ethics has always been about identity communicated in codes of con-
duct, which confound fundamental principles that we may be able to codify as rights
with other things that are essentially identity markers. But identity too can be essential
to security through constructing a defendable community.* Identity obviously (defini-
tionally) defines a group, and groups are often the best means humans have for achiey-
ing security and therefore viability. Not only is breaking into different groups sometimes
more efficient for governance or other resource constraints, but also some groups will
have different fundamental security trade-offs based on their geological and ecological
situation or just simply their relations with neighbors. Identity also often rests on shared
historical narratives, which afford different organizational strategies. These of course
may be secondary to more essential geo-ecological concerns, as is illustrated by the
apparent ease with which new ethnicities are invented.?® All of these of course also make
a contribution to security, and get wrapped up in localised ethical systems.

In conclusion, any artifact that transforms perception to more relevant information,
including action, is Al—and note that Al is an adjective, not a noun, unless it is referring
to the academic discipline. There is no question that AI and digital technologies more
generally are introducing enormous transformations to society. Nevertheless, these
impacts should be governable by less transformative legislative change. The vast major-
ity of Al—particularly where it has social impact—is and will remain a consequence of
corporate commercial processes, and as such subject to existing regulations and regulat-
ing strategies. We may need more regulatory bodies with expertise in examining the
accounts of software development, but it is critical to remember that what we are holding
accountable is not the machines themselves but the people who build, own, or operate
them—including any who alter their operation through assault on their cybersecurity.
What we need to govern is the human application of technology, and what we need to
oversee are human processes of development, testing, operation, and monitoring.

Antificial intelligence also offers us an opportunity to discover more about how we
ourselves and our societies work. By allowing us to construct artifacts that mimic
aspects of nature but provide new affordances for modularity and decoupling, we allow
ourselves novel means of self-examination, including examination of our most crucial
capacities such as morality and political behavior, This is an exciting time for scientific
and artistic exploration as well as for commerce and law. But better knowledge also

" Cansu Canca, “Human Rights and Al Ethics; Why Ethics Cannot Be Replaced by the UDHR,”
l{nftrd Natlons Univ.: Al & Global Governance Articles & Insights (July 2019), https://cprunu.edu/
""ﬂ"*"-l-w/muancc-lmman-righls-aud-al-clhlcs-why-vlhlcs-cunnul-bc-rcpluccd-hy-the-mlhr.htllll.

"Bl Mcsweeney, Security, Identity and Interests: A Soclology of International Relations Cambridge
University Press (1999); Simon l, Powers, “The Institutlonal Approach for Modeling the Evolution of
”“".""" Socleties,” Artlf, Life 24.1 (2018): 10-28,

Erin K. Jenne, Stephen M, Saldeman, and Wil Lowe, “Separatism as a Bargaining Posture: The
Role of Leverage in Minority Radicallzation,” ), Peace Research 44.5 (2007): 539~558.
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e Y
offers an opportunity for better control, The role of the law for craftin

g both indivigy,
and societal protections has never been more crucial.
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