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This article discusses transparency obligations introduced 

in the Artificial Intelligence Act, the recently proposed 

European regulatory framework for artificial intelligence (AI). 

An analysis of the extent to which current approaches for AI 

documentation satisfy requirements is presented and their 

suitability as a basis for future technical standards is assessed.

The field of artificial intelligence (AI) has experi-
enced an unprecedented rate of development in 
the last decade, finding a wide range of practi-
cal applications across most, if not all, economic 

sectors. Driven by the digital transformation of society, AI 
is bound to bring opportunities, not only as an engine for 
growth and innovation, but also as a means to address some 
of the most pressing societal challenges in critical domains, 
for example, the environment, energy, agriculture or health. 

In the European Union, this is reflected in the promi-
nent position of AI and data—the raw material needed for 
its development—in the policy agenda. A wide range of leg-
islative initiatives and funding programs have been put in 
place in order to unleash the potential of data-driven inno-
vation in Europe, boosting research and industrial capac-
ity, while ensuring that AI is a force for good in society.

Indeed, the most prominent element of the European 
approach to AI is arguably its human-centered view. Like 
is the case with many technologies, adoption of AI comes 
with certain risks, most notably its potential, if not prop-
erly used, to negatively affect the fundamental rights, 

Documenting High-Risk
AI: A European Regulatory
Perspective

Digital Object Identifier 10.1109/MC.2023.3235712
Date of current version: 3 May 2023

https://orcid.org/0000-0002-9811-9397
https://orcid.org/0000-0002-7004-6480
https://orcid.org/0000-0001-5427-8460
https://orcid.org/0000-0003-4983-3989
https://orcid.org/0000-0002-9669-3459


	 M AY  2 0 2 3 � 19

safety, and health of human beings. 
Against this backdrop, and in order to 
set the necessary regulatory conditions 
for the adoption of trustworthy AI in 
the European Union, the European 
Commission presented in April 2021 
its proposal for the regulation of arti-
ficial intelligence, the AI Act.1 The AI 
Act lays down a set of legal obligations 
for providers of certain AI systems, 
defining requirements that depend on 
their risk profile. The legal text does 
not, however, mandate any specific 
technical solutions or approaches to 
be adopted. Instead, it defines the 
essential, high-level requirements 
needed for the protection of public 
interests. In turn, technical solutions 
for their fulfillment in practice will 
be specified primarily in the form of 
technical standards.

European and international stan-
dardization organizations developing 
the standards to support the AI Act 
are faced with the task of captur-
ing in their specifications the exist-
ing landscape of best practices and 
state-of-the-art techniques and meth-
ods in trustworthy AI. In this article, 
we contribute to these ongoing efforts, 
and focus our attention on a subset 
of the requirements defined in the AI 
Act, namely those related to trans-
parency, understood in our context as 
the transfer of relevant information 
about the AI system—or the data used 
to build it—to relevant stakeholders. 
Specifically, we perform an in-depth 
analysis of existing AI documenta-
tion approaches which have emerged 
in recent years, assessing their poten-
tial to operationalize two concrete 
requirements: 1) the provision of infor-
mation to users and 2) the provision of 
technical documentation to national 
authorities and their designated con-
formity assessment bodies.

AI TRANSPARENCY 
INITIATIVES: FROM 
VOLUNTARY PRACTICES TO 
LEGAL REQUIREMENTS
Transparency of AI systems has been 
an area of great interest in industry 
and academic circles in recent years, 
starting even before the appearance of 
AI regulatory frameworks. The rapid 
pace of development of AI methods and 
their swift transition from research 
ideas to operational environments, 
while fundamentally being a techno-
logical success story, have occasion-
ally been accompanied by high-profile 
failures and resulting controversy. 
Well-known examples include dark-
skinned individuals being wrongfully 
arrested based on face recognition 
software2 and self-driving cars failing 
to stop for a pedestrian in a crosswalk.3 
In addition to their potentially serious 
direct consequences, these incidents 
tend to attract considerable attention, 
both from the AI community and the 
general public, affecting the reputa-
tion of the developers involved and 
generally undermining trust in AI.

Transparency plays a fundamental 
role in mitigating these risks. Indeed, 
many notable AI incidents could have 
been avoided had the capabilities and 
limitations of AI systems been prop-
erly communicated in the first place to 
the respective AI practitioners, users 
or those ultimately affected by their 
decisions. Inspired in part by this real-
ization, several research and indus-
try-driven initiatives have emerged in 
recent years with the aim to define doc-
umentation approaches that increase 
transparency and trust in AI. Among 
the most successful initiatives we find 
some that focus on the datasets used for 
AI, such as Datasheets for Datasets4 and 
The Dataset Nutrition Label,5,6 as well as 
some that address the documentation 

of AI models and algorithms, such 
as Model Cards7 and AI Factsheets.8 
Some of these, despite their short life, 
and while not being formal standards 
and having a voluntary nature, have 
already seen a relevant degree of adop-
tion by the AI community.

At this moment, however, a transi-
tion from voluntary practices to hard 
legal requirements is underway with 
the adoption of AI regulatory frame-
works appearing on the horizon in 
many parts of the world. In the EU, the 
AI Act is, at the time of writing this 
article, being discussed by the coleg-
islators, that is, the European Parlia-
ment and the Council of the European 
Union. The ongoing negotiations are 
expected to lead to its adoption in the 
near future, which will result in con-
crete transparency obligations for the 
providers of certain AI systems.

DOCUMENTATION 
REQUIREMENTS FOR  
HIGH-RISK AI SYSTEMS
The obligations defined in the Euro-
pean AI Act are closely linked to 
defined risk profiles for AI systems, 
which can be, from highest to lowest: 
unacceptable risk, covering harmful 
uses of AI or uses that contravene Euro-
pean Union values and that are conse-
quently prohibited; high risk, covering 
AI systems that may create an adverse 
impact on people’s safety, health, or 
fundamental rights under certain cir-
cumstances; limited risk, applying to 
some AI systems that are not consid-
ered high risk but whose operation 
shall be informed to the natural per-
sons exposed to them (for example, 
chatbots or deepfake videos); and min-
imal risk, covering all other AI systems 
that can be deployed in the EU without 
additional legal obligations beyond 
those already in place.
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Reasonably, and as depicted in Fig-
ure 1, the strongest documentation obli-
gations apply to high-risk AI systems. 
This is the case for both stakeholder 
categories considered, which neverthe-
less have different transparency needs, 
ranging from clear but concise and 
accessible instructions of use for users, 
to comprehensive technical documen-
tation—demonstrating full compli-
ance with the legal requirements—for 
authorities and conformity assessment 
bodies. In this context, the question 
arises whether existing documentation 
practices—and their wealth of publicly 
available examples—could be leveraged 
when formalizing these needs at the 
technical level in the form of standards.

To assess this, we have identified, 
compiled, and classified the main in
formation elements relevant to these 
stakeholders based on the legal text. 
These are summarized in Table 1, which 
also includes for reference the relevant 
articles where the corresponding infor-
mation elements are covered.

The information required encom-
passes not only the AI systems them-
selves, but also the datasets used to 
build them. Indeed, the data used for 
training, validating, and testing these 
systems is known to have a substan-
tial impact on their operation, and, if 
not properly managed, can be a major 
source of failures and incidents. Accord-
ingly, the data-related elements listed 
should not only be documented but also 
be part of a suitable data governance 
practice. It is also important to note that 
many information elements are com-
mon to users, authorities, and confor-
mity assessment bodies, with the main 
difference being the general level of 
detail required (for example, in dataset 
scope, data representativeness or purpose), 
or the need for some additional consid-
erations to be captured for conformity 
assessment, such as a description at 
the technical level of processing steps, 
implemented features, and assessment 
details (for example, in data preparation, 
risks, or human oversight).

It should be noted that Table 1 is not 
meant to be a final and exhaustive list of 
information elements needed for compli-
ance with future legal requirements. First 
and foremost, because the AI regulation 
is still under negotiation, and is therefore 
subject to be modified in its road toward 
adoption. Furthermore, documentation 
needs arising from the requirements laid 
down by the AI Act will most certainly 
include elements not directly connected 
to technical design and development 
characteristics, the main focus of this 
work. Documentation elements that are 
pertinent for the AI Act but not explicitly 
considered in our context include, among 
others, certain product-related aspects 
(for example, product layouts and illus-
trations, installation and maintenance 
instructions), documentation of pro-
cess-oriented requirements (for example, 
procedures, roles, and responsibilities in a 
quality, risk, or data management system), 
and documentation of postmarket place-
ment measures (for example, monitoring 
and incident reporting measures).

FIGURE 1. Minimum documentation requirements in the European AI Act, depending on the AI system’s risk level (minimal risk, limited 
risk, or high risk) and the intended recipient (users or authorities and conformity assessment bodies). In this article, we cover the  
operationalization of documentation obligations for high-risk AI systems and both stakeholders.
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Despite this, Table 1 provides a detailed 
overview of the type of technical informa-
tion elements related to datasets and AI 
systems that providers of high-risk AI sys-
tems are expected to systematically docu-
ment once the AI Act comes into force and 
serves as a solid basis for our assessment.

ASSESSMENT OF STATE-OF-
THE-ART AI DOCUMENTATION 
APPROACHES

Selection criteria
For our analysis, we selected a relevant 
subset from the range of existing AI and 

dataset transparency and documentation 
approaches, with the selection criteria 
following the specific needs of the Euro-
pean AI regulation proposal.

The first key consideration was re
lated to the horizontal nature of the AI 
Act, meaning that it defines require-
ments for high-risk AI systems inde-
pendent of the specific sector in which 
they operate. Similarly, it covers a 
wide range of AI methods (for exam-
ple, types of algorithms), not being 
fundamentally limited to specific 
techniques such as machine learn-
ing. Considering this, we included 

documentation approaches that can 
be broadly applied to most AI systems 
and techniques.

Another important consideration 
we made for the selection of documen-
tation methodologies was their align-
ment with the risk-based approach 
defined by the European AI regula-
tion. In this regard, methodologies 
explicitly considering AI-related risks 
and related attributes (such as robust-
ness, fairness and bias, discrimina-
tion, and other potential sources of 
harm to fundamental rights, safety, or 
health) were favored.

TABLE 1. Summarized list of relevant technical information elements under the European AI Act, 
distinguishing between documentation requirements related to AI datasets and systems.  

Information element Target Description Articles 

DA
TA

SE
TS

 

Data provenance A Specify the origin and/or source(s) from which the data have been collected (for example 
Internet, private database, third party public dataset).

10, 11

Dataset scope U, A Assess the type of data contained in the dataset (for example, numerical, categorical, text, 
image) and its scope (for example, sales data, personal data, medical data of a specific target 
population). Assess possible data gaps and/or shortcomings (for example, sufficiency of data, 
appropriate level of granularity).

10, 11, 13

Data  
collection

A Indicate how data was collected from its origin/source(s) (for example, by means of web 
crawling techniques, by querying a private database). If data was collected from different 
sources, indicate the aggregation techniques used.

10, 11

Data preparation U Provide information about data format(s). Give proper consideration to the split into training, 
testing and validation sets, and what their individual characteristics are.

10, 13

A Additionally, document data preparation and processing operations, including: annotation, 
labeling, cleaning, and enrichment.

10, 11

Data  
correctness

A Include a detailed analysis of dataset quality, with concrete metrics and measures, to ensure 
that data are correct and complete (for example, images have enough resolution, check missing 
values, outliers, noise level in terms of incorrect labels).

10, 11

Data  
representativeness

U, A Provide evidence, with concrete measures and metrics, on the relevance and 
representativeness of data with regard to the persons or groups of persons and the 
geographical, behavioral, or functional setting on which the system is intended to be used.

10, 11, 13

Data privacy A Describe the data safeguards for the fundamental rights and freedoms of natural persons in the 
form of privacy measures (for example, data pseudonymization, encryption, anonymization, 
aggregation).

10, 11, 13

(Continued)
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AI
 S

YS
TE

M
S 

Purpose U, A Document the intended purpose of the AI system and any potential misuse of the system that 
could be reasonably foreseen.

8, 9, 11, 13

Risks U Describe situations where the specific AI system may lead to risks, including those related to 
health, safety, and fundamental rights.

9, 13

A In addition, describe design features and mitigations adopted to address risks, as well as the 
description of any residual risks.

9, 11

Interpretation U Include sufficient information in order to enable the user to interpret the outputs of the system 
and to use them appropriately.

13

A Additionally, include details about the assessment of measures implemented to facilitate 
interpretation of the system outputs.

11, 13

Human oversight U Detail the human oversight measures in place to understand the operation and internal 
decision-making of the system, identify anomalies, monitor and control its operation, and 
prevent over-reliance.

11, 14

A In addition, provide detailed information about the assessment of human oversight measures in place. 11, 14

Architecture A Description of the AI architecture, including the type of algorithm/model, the processing 
steps, software components involved, and how they integrate, and computational 
resources used across different steps, for example, training, testing, validation, and 
operation.

11

Development A Detailed description of the methods and processes used for AI system development, including 
the components utilized, such as pretrained models or tools.

11

Training A Describe how the AI system was trained, including an explanation of optimization targets 
and objective functions with the relevant parameters and tradeoffs involved, the training 
techniques employed, and any relevant assumption or choices.

11

Accuracy U, A Report the level of accuracy achieved and which can be expected, including on the specific 
persons or groups targeted by the system.

13, 15

Robustness U Include a description of situations and circumstances under which the performance of 
the system may be impacted or impaired, and any potential source of errors, faults, or 
inconsistencies.

13

A Furthermore, describe the specific robustness and resilience measures adopted, whether by 
design in the algorithm or system, or through fail-safe or redundancy.

11, 15

Cybersecurity U, A Document measures adopted to ensure the cybersecurity of the AI model and/or system against 
specific threats such as adversarial attacks or data poisoning, including evaluation results and 
metrics.

13, 15

Test A Detailed testing and verification protocol and test logs showing levels of accuracy, robustness, 
and cybersecurity achieved, including metrics and thresholds defined according to the 
intended purpose of the system and the identified risks.

11, 15

Changes U Describe any changes that the system may be subjected to after it is placed in the market, for 
example, if it continues to learn during operation.

13

 A In addition, describe measures in place to maintain performance as those changes take effect, 
with due consideration to the potential effects of any feedback loops.

11, 15

System aspects A Consider system-level aspects beyond the AI component itself, including the integration in the 
overall system, firmware and hardware components, and interactions with non-AI subsystems.

11

Target audience is denoted with A=authorities & conformity assessment bodies and U=users.

TABLE 1. (Continued.) Summarized list of relevant technical information elements under the European 
AI Act, distinguishing between documentation requirements related to AI datasets and systems. 

Information  
element Target Description Articles 
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Last but not least, we decided to favor 
open and well-structured approaches 
(for example, in the form of research 
papers) which have already attracted 
attention and been subject to the scru-
tiny of the AI research and practitioner 
communities. Peer-reviewed and field-
tested approaches are expected to be 
more mature, having potentially gone 
through multiple rounds of improve-
ment. Furthermore, they are typically 
accompanied by multiple examples 
and in some cases even software tools  

that simplify and partially automate 
their adoption.

Given these considerations, we se
lected the six documentation approaches 
listed in the columns of Table 2. Three 
of them focus on datasets and another 
two on AI systems. The final one is 
the very recent Organisation for Eco-
nomic Co-operation and Development 
(OECD) Framework for the Classifica-
tion of AI Systems9 which, while not 
being a research paper and not being 
widely adopted due to its novelty, was 

considered essential to our study given 
its international and open nature, the 
high-caliber institutions involved and 
the large number of contributing AI  
researchers and practitioners.

Assessment methodology
Five scientific experts on AI from the 
European Commission’s Joint Research 
Center participated in an assessment 
exercise following a Delphi method.10 
Initially, the experts went through all 
selected approaches and, for each of 

TABLE 2. Suitability of state-of-the-art documentation methodologies with respect 
to the technical information elements identified in the European AI Act. 
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Publication year 2018 2022* 2021 2019 2019 2022

Proponent institution(s)

Black in AI, Microsoft, 
and several univer-

sities (industry + 
academia)

Harvard and 
MIT (academia) Google (industry)

Google 
(industry)

IBM  
(industry)

OECD (inter-
governmental 
organization)

Documentation Method Questionnaire Visual Template
Information 

sheet
Information 

sheet Questionnaire

DA
TA

SE
TS

 

Data 
provenance

A 

Dataset scope U, A 

Data collection A x 

Data 
preparation

U 
A x

Data 
correctness

A x 

Data 
representa
tiveness

U, A 

Data privacy A x 

(Continued)
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AI
 S

YS
TE

M
S 

Purpose U, A x x x

Risks U 

A x x x

Interpretation U x x x

A x x x x x

Human 
oversight

U 
A 

x
x

x
x

x
x

x
x x

Architecture A x x x

Development A x x x

Training A x x x

Accuracy U, A x x x x

Robustness U x x x

A x x x x x

Cybersecurity U, A x x x x x

Test A x x

Changes U x x x x

A x x x x x

System 
aspects

A x x x x

* The dataset nutrition label was first published in 2018 and then revisited in 2022. We assess here its latest version at the time of writing this article.  
† AI FactSheets are based on templates that can be tailored to different stakeholders. Our assessment takes into account various templates made available by the authors. 
 �Colored spheres indicate the degree of coverage for each requirement, namely: white  low coverage; yellow  medium coverage; green  high coverage. A missing sphere (x) 
indicates that the element is not considered.

TABLE 2. (Continued.) Suitability of state-of-the-art documentation methodologies with 
respect to the technical information elements identified in the European AI Act.  
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them, annotated the level of coverage of 
each information element using a color 
scheme, where white represents low cov-
erage, yellow medium coverage, green 
high coverage, and a missing sphere (X) 
indicates that the approach does not con-
sider the requirement. Thereafter, two 
experts aggregated the responses and 
identified disagreements. Finally, a 
group session was carried out with all 
experts to discuss and resolve disagree-
ments until an overall consensus was 
reached. A single Delphi round was suf-
ficient to reach consensus.

DISCUSSION
Table 2 presents the assess-
ment of selected documentation 
approaches resulting from the Del-
phi exerc i s e described. We consid-
ered two dimensions in our analysis: 
coverage, indicated by the presence of a 
sphere on the table, and depth, indicated 
by its color. In both cases, our quanti-
tative assessment should be taken 
as an approximate one. Indeed, while 
there was substantial a priori agree-
ment between individual experts 
during the entire process, some dis-
agreements had to be resolved, both 
related to data information elements 
(for example, data preparation, data 
correctness, data representativeness, 
and data privacy) as well as AI system-
related ones (including risks and test 
aspects). Alignment rounds between 
experts included discussions aiming 
to define, for example, what would 
constitute practical and useful docu-
mentation levels regarding data dis-
tributions of target populations, risk 
mitigation measures, testing proto-
cols, and data safeguards for privacy 
and fundamental rights. This might 
indicate that some information ele-
ments required are particularly sub-
jective and require careful attention.

In terms of dataset-related infor-
mation, our overall assessment is very 
positive. All three dataset-centered 
approaches, namely datasheets for data-
sets, dataset nutrition label, and account-
ability for machine learning, provide 
in-depth coverage of AI Act data-related 
documentation needs, with the first of 
them being the most complete overall. 
Still, some specific information ele-
ments could be captured in greater 
detail, namely those related to data 
correctness, representativeness, and 
privacy. This is especially the case when 

considering documentation needs for 
authorities and conformity assessment, 
which would benefit from concrete 
measures and metrics (for example, dis-
tributions of data across demographic 
groups, c h e c k s  f o r  missing values, 
outliers, and privacy measures for data), 
found only to be partially covered.

Regarding AI system documen-
tation, the assessment is similarly 
positive, with all of the required informa-
tion elements being covered, albeit with 
a somewhat lower depth. Notably, all 
of the documentation approaches for 
AI systems reviewed provide substan-
tial coverage of the intended pur-
pose of the system as well as associated 
risks and potential misuse scenarios. 
Overall, AI Factsheets is found to be 
the most complete initiative assessed, 

covering all relevant technical concerns 
through the entire AI system lifecycle 
and taking a system- and service-level 
view beyond individual AI model con-
siderations. This approach is a tem-
plate-based one, and a methodology 
is described to tailor it to the specific 
needs of concrete stakeholders. During 
our study, we jointly assessed several 
factsheet templates available in the lit-
erature, partially explaining the broad 
coverage observed. The other AI system 
documentation approaches assessed, 
while presenting some gaps, are very 

complementary in terms of content as 
well as presentation, notably by pro-
viding information in a user-friendly 
manner, for example, by visual means. 
In particular, documentation of perfor-
mance in model cards, conveying dis-
aggregated evaluation results, that is, 
reported separately for the different rel-
evant groups, was highly rated and per-
ceived as very effective.

Collectively, the documentation 
approaches reviewed appear not to 
fully achieve the level of technical 
detail needed by authorities and those 
responsible for assessing compliance 
with legal requirements, at least for a 
subset of the relevant information ele-
ments. Indeed, this may not be their 
objective, as current adopters often 
link to external supplementary material 

INDEED, THIS MAY NOT BE THEIR 
OBJECTIVE, AS CURRENT ADOPTERS 

OFTEN LINK TO EXTERNAL 
SUPPLEMENTARY MATERIAL IN THE 

FORM OF RESEARCH PAPERS AND CODE 
REPOSITORIES.
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in the form of research papers and code 
repositories. However, they appear to be 
highly suitable to provide concise and 
accessible technical information for 
users of high-risk AI systems according 
to the requirements in the AI Act and 
have the potential to evolve into formal 
standards supporting the regulation.

To achieve this, some points may 
require the attention of standardizers 
and the wider AI transparency and 

documentation community. First, some 
of the identified gaps in terms of 
depth should be addressed. To this 
end, approaches beyond those consid-
ered in our work may be helpful. This 
includes not only AI documentation 
approaches, but other types of docu-
ments such as checklists for AI prac-
titioners, for example, the Assessment 
List on Trustworthy Artificial Intelligence 
(ALTAI13) by the High-Level Expert 

group on AI from the European Com-
mission.14 The design checks in this 
or similar works, for example,15 could 
be further developed into sections for 
documentation templates.

Another point potentially requir-
ing attention is promoting consistency 
in their use. The technical depth of 
the information provided by different 
adopters appears to vary significantly. 
It may be beneficial to further detail 
the content to be included. This may be 
facilitated by the use of tools that auto-
mate the provision of information, and 
by detailed guidance for the selection 
and calculation of relevant metrics, for 
example, for accuracy, robustness or 
bias assessment. In this respect, some 
emerging AI system analysis toolkits, 
for example,16 may play a role.

Finally, considering the examples 
analyzed, existing AI documentation 
approaches most often seem to describe 
general-purpose AI systems, for exam-
ple, those performing generic com-
puter vision and text processing tasks. 
Tailoring of existing templates to bet-
ter describe AI systems with more con-
crete and nuanced risks and operation 
contexts—as those expected for high-
risk AI systems—may be required.

Standards development organizations 
may be best suited to address these and 
any other necessary considerations for 
the evolution of existing AI documen-
tation approaches into technical spec-
ifications for transparency and pro-
vision of information to the users of 
high-risk AI systems.

In this article, we presented an anal-
ysis of state-of-the-art approaches 
for documenting AI systems and 

datasets, assessing them from the 
point of view of the requirements set 
out in the European AI regulation 
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proposal. Our analysis shows that, 
while not fully aligned with the infor-
mation elements mentioned in the 
legal text, these approaches represent 
a solid and useful basis toward oper-
ationalizing documentation require-
ments for high-risk AI systems at the 
technical level.

From the point of view of provid-
ing full documentation for authorities 
and conformity assessment bodies, 
the approaches reviewed could poten-
tially demand additional depth in the 
description of various relevant tech-
nical information elements, for exam-
ple, through the inclusion of detailed 
metrics and assessment results. Desp
ite this, in their current form they 
appear to be very effective at providing 
concise and accessible information for 
AI practitioners and users, and could, 
with a moderate effort, be collectively 
extended to cover most of the techni-
cal information required to ensure 
proper understanding and use of high-
risk AI systems.

The analysis and recommendations 
presented in this work are intended to 
inform the evolution—and potentially 
formal standardization—of AI docu-
mentation approaches in support of 
regulatory needs. 
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