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Chapter 1
Intelligent Transportation Systems

Abstract Transportation systems constitute an essential part of modern life and
large urban centers. These systems have emerged as major players in enabling the
mobility of not only vehicles but also people residing in cities, playing a part in all
issues related to mobility within urban environments. Owing to the unprecedented
growth of urban centers and the introduction of new services that have emerged as a
result of technological advancements, these systems have been increasingly requir-
ing considerable support to manage resources and vehicles. Transportation systems
play a role in coordinating vehicle traffic and guaranteeing safety, which involves
tackling many challenging issues commonly observed in large urban centers. The
advancements and support of information and communication technologies have
enabled the design and implementation of transportation solutions, which led to
the development of intelligent transportation systems (ITSs) and the provision of
many innovative services, such as those related to guaranteeing safety, providing
useful information to drivers, enabling greater flow of movement on streets, and
avoiding congestion. ITSs combine various technologies and services to optimize
urban mobility and reduce both the financial and environmental damage caused by
the demand for vehicles in urban centers. This chapter describes the fundamental
concept of ITSs in the context of big cities.

1.1 Introduction

Communication and information technology are the driving force behind some
of the most notable innovations in the automotive industry and modern society.
In the last two decades, mobile communications have transformed our lives by
allowing the exchange of information, anywhere and anytime. The use of such
mobile communications systems in vehicles is expected to become a reality in
the near future, as industries, universities, and governments around the world
devote significant efforts and resources to the development of safer vehicles and
infrastructure for road transport. These investments can be verified through many
national and international initiatives dedicated to vehicular networks [3, 19, 24].
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2 1 Intelligent Transportation Systems

We can observe through these initiatives, whereby vehicles gradually incorporate
embedded features and devices, such as sensors, cameras, computers, and com-
munications resources. These features are causing vehicles to have an impact on
existing systems with the transmission and real-time interpretation of information,
supporting data acquisition and decision making to assist drivers and devices to
take proper, timely actions [14]. Vehicles have become a relevant tool for smart
cities because they have the ability to sense objects and events in the environment
and respond appropriately; they not only assist in vehicle traffic management but
also represent a tool for capturing real-time, relevant information used in resource
management.

Among its existing definitions, a smart city can be defined as an intelligent
environment that embeds information and communication technologies and creates
interactive systems. These systems bring communication to the physical world
to solve inhabitants’ problems in their urban conglomerations and ensure better
management of public resources and space. From this perspective, a smart city,
more generally referred to as an intelligent space, relates to a physical environment
in which communication and information technologies, as well as sensor systems,
are imperceptible as they become transparently embedded in physical objects
and the environment in which people live, travel, and work [21]. An intelligent
city, like any other urban center, needs careful attention to a series of mobility
and management problems, such as traffic, surveillance, natural disasters, and
sustainability. To support such solutions, many urban data need to be collected
and disseminated through communication infrastructures, which in turn require
integrated, heterogeneous, and intelligent forms of wireless communication.

Thus, in this context of smart systems, ITSs comprise the union of several
technologies with the aim of providing comprehensive optimization of the urban
mobility of a city and bringing greater safety to drivers and comfort and enter-
tainment to passengers [1]. As a result, ITSs employ data, communication, and
computation to provide services and applications for addressing and possibly
solving a wide range of transportation problems in modern large cities [5].
These applications rely on collaboration among elements that integrate urban and
transportation systems, such as sensors, mobile devices, and vehicles, to introduce
real-time awareness of the environment. The appropriate junction of all these factors
significantly contributes to the sensing and gathering of data for evaluation and
subsequent implementation of appropriate responses by a control system [6].

The services and applications provided by ITSs have particular characteristics
and peculiarities, which distinguish them from more traditional applications [15].
They are services that generate and consume a high volume of disparate data
and use specialized communication technologies with different bandwidths, reach,
and latency. These characteristics face restrictive, challenging issues since ITSs
also hold a wide range of restrictions and levels of quality of service that vary
dramatically according to each application. For this reason, designing a service that
is part of these systems represents a major challenge.

This chapter outlines the concepts of an ITS that offers services and applications
to smart cities, which includes pedestrians and vehicles. These services seek to
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1.2 Intelligent Transportation System Concepts 3

provide higher road safety, efficient mobility, and comfort to drivers and passengers
of vehicles traveling on city streets. The rest of the chapter is organized as follows.
In Sect. 1.2, we describe the concepts of an intelligent transport system and present
the principal ITS architectures and applications. We also explain the various issues
involved with security and privacy in an ITS. Finally, we discuss the most significant
challenges involved in integrating ITSs into smart urban centers.

1.2 Intelligent Transportation System Concepts

An ITS comprises a set of technologies and applications aimed at improving trans-
port safety and mobility, as well as increasing people’s productivity and reducing the
harmful effects of traffic. The initial ITS concept was proposed by researchers in the
United States (US) in the twentieth century [1]. However, ITSs are now attracting a
great deal of attention from academia and industry because such systems not only
improve vehicle traffic conditions but may ultimately make the transportation sector
safer and more sustainable and efficient, avoiding the inconveniences caused by
traffic congestion and the effects of climate problems on traffic.

ITSs integrate information and communication technologies (ICT) and apply
them to the transport sector [4]. These systems collect data from sensors and
equipment implanted in vehicles and infrastructures to merge the data so that it
is possible to contextualize the information, which will allow for making inferences
about the state of the transportation system of a given city. With this information it
is possible to offer services and applications that aim to improve the management
of urban resources and increase the convenience of people through the use of
information and alert services. Thus, ITSs help to ease traffic flow in cities by
reducing the time spent in traffic jams, in turn reducing fuel consumption, CO
emissions, and monetary losses.

In the following sections, we present the main ITS architectures and their
components, highlighting the main differences between each proposed model. In
addition, some projects aimed at the development of an ITS and the challenges of
ITSs are described.

1.2.1 ITS Integration with Smart Cities

Modern vehicles come equipped with a series of sensors, cameras, processing units,
and communication resources. All these embedded capabilities enable vehicles to
collect, transmit, and interpret information to assist in the acquisition of data and in
taking some action to help the driver and devices take action. These features turn
vehicles into a valuable tool for smart cities, serving as a source for capturing real-
time, relevant information used in the management of either traffic or resources. A
smart city can be defined as an intelligent environment that embeds information
and communication technologies that create interactive environments that bring
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4 1 Intelligent Transportation Systems

communication to the physical world to solve daily problems of inhabitants in their
urban conglomerations, ensuring better public management.

From this perspective, an intelligent city, or more generally an intelligent
space, refers to a physical environment in which communication and information
technologies, as well as sensor systems, disappear as they become embedded in
physical objects and the environment in which people live, travel, and work [21]. An
intelligent city requires solutions to several problems, such as traffic, surveillance,
natural disasters, and environmental monitoring. Urban data need to be collected
and disseminated through communication infrastructures to support such solutions.
This data flow, in turn, requires integrated, heterogeneous, and intelligent forms of
wireless communication.

Among the services employed in an intelligent city, we can include the coordi-
nation of traffic lights, parking, location services, weather services, tourist services,
and emergency services. All services should be integrated to improve the accuracy
of the information delivered to drivers [16]. Another useful service consists of the
deployment of sensors in streets to track and alert drivers of dangers ahead. In
addition, autonomous vehicles can make use of these sensors to guide passengers to
their destination. One framework explored the communication between sensors and
vehicles to enable a car to be moved between source and destination safely [12].

With the emergence of electric vehicles (EVs), new services have arisen to
provide shorter route planning with the aim of minimizing costs and avoiding traffic
jams, emphasizing recharging points along the way when needed [20]. Another
relevant aspect to smart cities revolves around the concern with sustainability
and related actions performed by humans to reduce their impact on the global
environment. Many traffic routing services and applications are already available
to the population to favor the movement of people, thereby decreasing fuel
consumption and vehicle emissions of carbon dioxide. Also, route- and ride-
sharing services have received significant attention and supporters [25] because
these strategies reduce the number of vehicles in circulation and, consequently,
emissions of gases into the atmosphere.

In intelligent cities, one challenge is the analysis and interpretation of data
obtained from various mobile and fixed devices that have localization and commu-
nication mechanisms, such as GPS, WIFI, 3G, and 4G. The mobility of individuals
must be taken into account in such environments to track the movement of vehicles
and pedestrians for maximizing connectivity and forecasting. Thus, this urban
dynamicity requires identifying mobility patterns, social events, routines, and the
interactions of individuals with the surrounding environment and with other indi-
viduals [18]. Equipped with the urban geographical characteristics, the microscopic
factors linked to human behavior make it possible to define macroscopic trends and
flow aspects of individuals over a period of time in a given region, evidencing critical
regions in a street network. In other words, deep analysis can identify those regions
that are most frequented and why these regions, for instance, receive a given stream
of people at a given time [18].

One of the most challenging aspects in smart cities is to design a robust and
reliable solution that can cope with the diversity and volume of data collected in
real time. Another part of the challenge relates to the precision of such a solution
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1.2 Intelligent Transportation System Concepts 5

regarding the monitoring and interpretation of data that can be used in decision
making. The analysis output should be usable in a large variety of applications,
such as allocating or moving physical resources not only for citizens but also for
municipal services, such as fire departments, ambulances, and police.

1.2.2 Architecture

The recent evolution of computing and communication technologies in the last
decade has boosted the development of ITS services, matching against increasing
demands, which come with a variety of requirements. The high diversity of
factors has prompted the need for standardization to define a general method by
which devices and components can interact with each other. Among the existing
architectures, we describe the architecture adopted in Canada, the United States,
Europe, and Japan.

1.2.2.1 North American ITS Architecture

The architecture used in the United States has been developed by the U.S.
Department of Transportation [22]. Its design focuses on assisting urban mobility
through a cooperative system. The architecture is referred to as the Architecture
Reference for Cooperative and Intelligent Transportation (ARC-IT); it consists of
a set of interconnected components organized into four views, as we can see in
Fig. 1.1. We describe each of the views as follows:

Communications View

Service 
Packages

Security

Security

Service
Packages

Functional View

Enterprise View

Physical View

Enterprise View
Stakeholders

Roles Needs

Relationships

Functional View

ProcessesRequirements

Data Flows

Communications View

Profiles

SolutionsStandards

Physical View

Information Flows

Phisical Objects

Functional Objects

Fig. 1.1 Architectural reference for cooperative and intelligent transportation [22]

meneguette@ifsp.edu.br



6 1 Intelligent Transportation Systems

• Enterprise View deals with the relationship between users and organizations,
establishing rules that such organizations follow within the cooperative ITS
environment. Therefore, the relationships between an entity, user, and system
depend on the roles that entities receive when interacting with user services.
Enterprise View consists of a set of objects such as:

– Enterprise Object is an individual or organization that interacts with an object.
An Enterprise Object can comprise several other objects by participating
in the interaction of various functionalities. For instance, Device Developer
is a component of Auto Manufacturer, but it also participates in Standards
Body [22];

– Resource supports the execution of some object. It may be a physical or virtual
element with limited dispersion;

– Relationship defines the coordination between Enterprise Objects, for exam-
ple, a contract;

– Role consists of a set of actions, functions, and rules that an object participat-
ing in a relationship carries out or follows.

Thus, in summary, the Enterprise View is composed of Enterprise Objects that
cooperate and interact to exchange information, manage systems, and operate
actions. Also, Enterprise View establishes relationships among those Enterprise
Objects, defining the method for Enterprise Objects to interact with other objects
that may appear in the View as Resources. The relationships among Enterprise
Objects establish a contract or agreement that seeks to find common purposes
necessary to implement and deliver an ITS service.

• Functional View focuses on the functioning of the abstract elements and
their logical interactions. Therefore, Functional View defines the functional
requirements to support the needs of ITS users. For this, the data flows and
processes provide a structure of presentation of interactions and functions that
preserve the requested requirements.

The ARC-IT functional model falls under a structural analysis methodology.
The methodology employs the National ITS Architecture’s logical architecture.
The architecture applies the work of Hatley/Pirbhai and includes Yourdon-
Demarco data flow diagrams (DFDs) to illustrate the flow of data between
functional elements [22]. The functional model does not include diagrams, just
collections of processes and their data flows. The Functional View uses some
structural artifacts, described as follows:

– Process consists of a function or activity that is required to perform actions
and achieve an objective or to support actions of another process, such as to
collect data and generate data;

– Process Specification corresponds to a function primitive, which is the textual
definition of the most detailed processes, including a set of inputs and outputs
of the functions, their requirements, and an overview;

– Data Flows comprise the flow of information among processes and an object
within a process;
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1.2 Intelligent Transportation System Concepts 7

– Terminator represents an external device that belongs to the architecture, such
as source and a sink for information.

The Functional View uses processes to manage and control the behavior of
the system, a type of monitoring. These processes execute a set of predefined
actions to achieve the goals of an application or to support the operations of
another process. The Functional View also provides data processing functions,
data stores, and the logical flows of information among these elements that
establishes the flow of data that move between processes.

• Physical View describes the physical elements, such as devices and systems,
that provide ITS functionality. This functionality contains the roles of elements
involved in delivering user services, the respective capabilities of such elements,
and the connections between them. Therefore, the Physical View describes the
transportation systems and the information exchanges that ITSs support. The
Physical View consists of seven main objects:

– Physical Object represents people, places, or objects that participate in the
ITS. These objects can be expressed according to their application, their
processing, and their interface with other objects. A Physical Object is divided
into five classes, as shown in Fig. 1.2:

Center defines the center of control and management of the system, which
provides application, management, administrative, and support functions
from a fixed location not in proximity to the road network;
Field encompasses all the infrastructure of the environment, such as
traffic detectors, cameras, signal controllers, dynamic message signs, and
parking. The Field class also includes communication equipment between
vehicles and the shoreline infrastructure, as well as other communication
mechanisms that provide communications between mobile elements and
fixed infrastructure;

Fig. 1.2 Diagram describing major physical components in ARC-IT [22]
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8 1 Intelligent Transportation Systems

Support consists of a center that presents non-transportation-specific ser-
vices, such as security and communications facilitation;
Traveler corresponds to the devices used by people on a trip to gain access
to transport services during their journey;
Vehicle represents vehicles and embedded sensors;
Mobile encompasses all Vehicles and mobile Travelers.

– Functional Object comprises the building blocks of the physical objects in
the Physical View. Functional objects group similar processes of a particular
Physical Object together into a package.

– Information Flow contains the information exchanged between a physical
object and a view. This information meets the communication requirements
provided by the interface. The Information Flow uses flow characteristics that
imply a series of communication protocol standards, in which provision of the
agreement relationship determines the role and use of those standards.

– Triple represents the junction of a Physical Object source and destination with
the Information Flow and Physical Object destination. It is used to define an
interface.

– Subsystem consists of a Physical Object with a specified functionality inside
the ARC-IT system boundary.

– Terminator represents a Physical Object without a specified functionality,
outside the ARC-IT system boundary.

– Service Package Diagram illustrates all Physical Object diagrams.

• Communication View defines how physical objects communicate. It describes
communication protocols to provide interoperability between Physical Objects
in the Physical View. These protocols need to map the system requirements with
the constraints imposed by physical connectivity, among other aspects.
The ARC-IT can be represented as an integrated set of physical objects that
interact and exchange information to support the architecture service packages.
Physical Objects consist of subsystems and of terminators, in which they
provide a set of capabilities that can be implemented at any one place or time.
Communication between these elements is carried out by Information Flows,
in which are included the source and destination Physical Objects and the
Information Flow that is exchanged, as depicted in Fig. 1.3.
Additionally, ARC-IT includes dozens of communication profiles that support
all links defined in the Physical View. Each profile identifies standards at each
layer of the Open Systems Interconnection (OSI) communication stack and in
particular includes standards that support ITS communications. Security Plane
specifies security policies, authentication mechanisms, and encryption of data.
Figure 1.4 describes a three-stack configuration based on the type of network
element used by the ARC-IT architecture.

• Service Package represents a service-oriented entry point that shares each of the
four views. The Service Packages specify not only the technologies but also the
views that involve the ARC-IT architecture.
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Fig. 1.3 Difference between ARC-IT, OSI model, and NTCI

RSE Gateway
OBE status

Vehicle OBE Roadside
Equipement

Service Monitor
System

ITS Application 
Information Layer

Undefined
Application  Layer

Undefined
Presentation  Layer

ISO ANS.1 UPER
Session  Layer

IETF DTLS
Transport  Layer

IETF UDP
Network  Layer

IETF IPv6
Data Link  Layer

IEEE 1609.4, IEEE 802.11
Physical  Layer

IEEE 802.11

ITS Application 
Information Layer

Undefined
Application  Layer

Undefined

Session  Layer
IETF DTLS

Transport  Layer
IETF UDP

Network  Layer
IETF IPv6

Data Link  Layer
LLC and MAc compatible

Physical  Layer
Backhaul PHY

Presentation  Layer
ISO ANS.1 UPER

Session  Layer
IETF DTLS

Transport  Layer
IETF UDP

Network  Layer
IETF IPv6

Data Link  Layer
IEEE 1609.4, IEEE 802.11

Physical  Layer
IEEE 802.11

Session  Layer
IETF DTLS

Transport  Layer
IETF UDP

Network  Layer
IETF IPv6

Data Link  Layer
LLC and MAc compatible

Physical  Layer
Backhaul PHY

Se
cu

rit
y 

Pl
an

e
IE

TF
 D

TL
S

Se
cu

rit
y 

Pl
an

e
IE

TF
 D

TL
S

Se
cu

rit
y P

la
ne

IEE
E 1

60
9.2

Fig. 1.4 Example of communication diagram [22]
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10 1 Intelligent Transportation Systems

Fig. 1.5 Canadian ITS architecture [2]

• Security is responsible not only for the safety of the system but also for the safety
of the vehicles’ mobility on the roads. The ARC-IT handles security holistically,
addressing security concerns spanning all four views.

The USA architecture provides the framework for the description of ITSs, which
defines the functions that must be performed by Physical Objects. Although the
architecture supplies several services to its users, it does not clarify the support of
the simultaneous use of various communication technologies to meet the needs of
its users. Another limitation of this architecture is related to the flexibility of the
system with respect to using new computing paradigms, such as cloud computing
and fog computing.

1.2.2.2 Canadian ITS Architecture

Transport Canada introduced the Canadian ITS architecture [2] and provided a
framework for planning, defining, and integrating ITSs. The architecture contains
the follows elements:

• The functions reflect the actions required for ITS, such as gathering traffic
information or requesting a route;

• The physical entities or subsystems correspond to the elements affected by the
functions, such as the field or the vehicle;

• The information flows and data flows are the connections between these functions
and physical subsystems together in an integrated system.

This framework contains a clear description of each element and subsystem. The
architecture is divided into five distinct components, as shown in Fig. 1.5. We review
each component in what follows.
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1.2 Intelligent Transportation System Concepts 11

• User Services describe the services offered in the platform and accessed by users.
The platform provides 37 services to its users. These services present a set of
functions that allow the user to travel quietly and securely. Among the provided
services, we mention Traffic Management, Traveler Information, and Emergency
Management;

• Logical Architecture defines the functions and activities of each process to
meet the requirements of the user services. This architecture also seeks to
help identify the system functions and information flows and attempts to guide
the development of functional requirements for new systems. The Logical
Architecture provides a graphical view that shows the fit between processes
and data flows. However, this architecture does not define where or by whom
functions are performed in the system, nor does it describe how to implement a
function.
Therefore, in the Canadian framework, the architecture defines the set of informa-
tion and data flows and processes that meet user service requirements. Processes
and data flows are grouped to form particular transportation management func-
tions and are represented graphically by bubble charts, which decompose into
several levels of detail.

• Physical Architecture describes the physical entities that define subsystems
and Terminators. The architecture specifies Architecture Flows that detail the
integration of subsystems and Terminators in the system. However, this architec-
ture provides agencies with a physical representation of how the system should
provide the required functionality. Thus, the architecture takes the processes
identified in the Logical Architecture and assigns them to physical entities.
The subsystems represent a set of capabilities, corresponding to the principal
structural elements of the ITS physical architecture. These subsystems are
divided into four classes, as shown in Fig. 1.6. Center defines the control
and management center of the entire system, which executes the services.
Field encompasses all the infrastructure of the environment, such as roadside
units (RSUs), monitoring sensors, and cameras. Vehicles represent vehicles and
onboard sensors. Travelers correspond to the devices used by people during a
trip. Terminators describe the boundary of an architecture and represent people,
systems, and the general environment that interface to an ITS.
Physical Architecture also uses an entity called Equipment Packages that divides
the subsystems into deployment-sized pieces. Equipment Packages serve to
group functions of a particular subsystem together into an “implementable”
software package and hardware capabilities.

• Service Packages consist of slices of the Physical Architecture that deal with
specific services related to transportation problems, such as surface control. A
service involves a set of Equipment Packages required to work together and
deliver a given transportation service. Therefore, a service collects different
information from many subsystems, Equipment Packages, and Terminators to
provide the required service output.

• Standards are methods that facilitate the deployment of interoperable systems at
local, regional, and national levels without impeding an innovation as technology
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Fig. 1.6 ITS architecture for Canada subsystems and communications [2]

advances and new approaches evolve. Therefore, Standards are fundamental to
the establishment of an open ITS environment.

The Canadian architecture provides a standard structure for the design of ITSs,
defining functions that must be performed by components and subsystems. The used
information flow employs a communication mechanism that allows for the mapping
of the requirements of each function with the need for each service offered to its
users. Although the architecture provides several services to its users, it is unclear
how the architecture allows for the simultaneous use of various communication
technologies to meet user needs. Another limitation of this architecture relates to
the availability of the resources; all services lie in Centers, and the communication
between the two Center and Vehicle classes occurs through an interface, which
limits the use of new paradigms.

1.2.2.3 European ITS Architecture

The ETSI Technical Committee on Intelligent Transport Systems [7] is responsible
for the development of the European ITS architecture, which consists of four
subsystems, as shown in Fig. 1.7.

• Personal provides access to service in ITSs from mobile devices to users, such
as by smartphone;
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• Vehicle corresponds to devices embedded in a vehicle, such as the onboard unit
(OBU), which hosts ITS applications. These applications consider information
about the vehicle and the environment in which it is located. They receive
information from, send it to, and exchange it with other drivers;

• Central defines a central device that manages, monitors, and makes available
ITS services to users;

• Roadside represents devices installed along the roadside that drive ITS applica-
tions. These devices collect information about vehicle flow and road conditions;
they also control roadside equipment and establish communication among
vehicles with the objective of enabling the exchange of information between
them.

These subsystems comprise a standard architecture known as an ITS station (ITS-
S). This architecture is based on the OSI model for which it establishes layers of
communication. However, this architecture includes one more layer interfacing with
ITS applications. Figure 1.8 describes the ITS-S architecture and shows how it is
divided into six elements.

• Access corresponds to layers 1 and 2 of the OSI protocol and contains a function
to establish access to communication channels;
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Fig. 1.8 ITS-S reference
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• Networking and Transport define the addressing and routing of network infor-
mation, as well as the sending of information over the network. This module
corresponds to layers 3 and 4 of the OSI model;

• Facilities comprise layers 5, 6, and 7 of the OSI model and are intended to
assist ITS applications that share functions and information according to their
functionality and application. They manage all data coding and application
sessions;

• Applications refer to ITS applications. These applications may contain features
of more than one service, and one service may be the result of a combination of
other applications;

• Management is in charge of managing communications within the ITS-S;
• Security Entity provides security services.

Therefore, an ITS-S hosts a variety of ITS applications and communicates with
other components within the subsystem and other ITS-Ss [7]. An ITS-S can be
composed of the following functional elements:

• ITS Station Host provides access to ITS applications through personal devices;
• ITS Station Gateway supports external communication. It connects two differ-

ent OSI protocol stacks at layers 5–7;
• ITS Station Router establishes a vehicle-to-vehicle (V2V) or vehicle-to-

infrastructure (V2I) communication or communication between ITS-Ss, meaning
an interconnection between OSI layer 4 (transport) and 3 (network) of the OSI
model;

• ITS Station Border Router provides nearly the same functionality as ITS-S
routers, with the difference that the external network may not support the same
management and security principles of the ITS [1].

The European architecture presents a set of subsystems that offer ITS services.
Like the architectures mentioned previously, this one also has limitations, such
as the use of a centralized control element and the lack of integration with new
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communication paradigms. These restrictions reduce its flexibility with respect to
the inclusion of new technologies, which may emerge in the future, or even current
technologies, such as cloud computing and fog computing.

1.2.2.4 Challenges in ITS Architectures

Nowadays we see a significant dynamism in urban mobility due to the number
of vehicles on urban roads and the daily routines and particular characteristics of
urban road networks. The growth of traffic flows has led to an increase in issues
related to transportation systems, such as congestion and higher rates of traffic
accidents. Advancements in communication technology, in loco sensing, and in-
vehicle monitoring have engendered a host of smart services that rely on more
immediate and dynamic communication, enabling an abstraction of the state of
mobility in a given city.

ITSs can use heterogeneous means of communication, including mobile devices,
that are not restricted to vehicular networks. This broader access to networks allows
for greater scalability and a reduction in delays in sending and receiving information
regarding services related to the transport system. However, the architecture for such
systems faces several challenges in acting efficiently and guaranteeing quality and
safety, entailing additional costs, which means the implementation of such services
will not always be feasible.

As with previous descriptions of existing ITS architectures, we can highlight
several critical components in these architectures, such as sensors, OBUs, RSUs,
GPS, intelligent traffic lights, access points, portable devices, satellites, and spe-
cialized servers. Communication among the devices and even subsystems of this
architecture is critical and largely determines the feasibility and performance of
ITS solutions. The heterogeneity of communication requires dealing with several
adopted technologies, such as Wi-Fi, WiMAX, LTE, GSM, 3G, 4G, satellite, and
Bluetooth, which directly increases the flexibility and complexity of the design.

The communication and abstraction of data between technologies of different
networks represent one of the great challenges in designing a transport system
architecture. This challenge stems from the complexity of establishing a hetero-
geneous connection, as mentioned earlier. For a system to operate collaboratively,
it needs to develop standards that facilitate the integration of components. Also,
the distinct characteristics of the urban environment and high mobility of vehicles
require additional attention for an adequate implementation of the infrastructure,
taking into consideration the transportation system as a whole, as well as tolerance
for delays and failures.

An ITS, which includes vehicles, devices, and infrastructure, can contain a
diversity of wireless communication technologies that allow communication over
more than one data channel. The work presented in [8] confirms the importance and
role of the Internet’s infrastructure in the context of vehicular networks. According
to the study, the benefits of the Internet’s infrastructure are that it is ubiquitous,
provides ready access to services in several urban environments, and establishes
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interconnections among vehicles. Future trends for the Internet consist of peer-
to-peer (P2P) wireless communications and a support infrastructure for the proper
provisioning of applications and services. In what follows, we highlight some works
that make use of infrastructure integrated with ad hoc networks, demonstrating
how an ITS can become complete and more efficient through the use of hybrid
architectures, and discussing the challenges that need to be overcome.

An analysis of the impact of urban features [9] has shown that the appropriate
placement and installation of RSUs, together with the corresponding communi-
cation configurations, could ensure successful V2I communications. The study
made use of tests in a real urban scenario, the city of Bologna, where experiments
employed the IEEE 802.11p protocol for V2I communication. The obtained results
demonstrated that the use of the IEEE 802.11p protocol was strongly affected by
the layout of the streets, elevation of the terrain, traffic density, presence of heavy
vehicles, and other obstacles, such as trees and vegetation. These enforced the
suggestion that these environmental elements must be taken into consideration for
adequate deployment of RSUs and for the configuration of radio communication.

We may observe in several works in the literature [10, 11, 17, 23] the use of infras-
tructure in the design of ITSs in which RSUs extend the primary communication
mechanisms to serve as devices with the computational power to assist in the ITS
architecture. More recent works show a growing trend toward merging vehicular
networks with cloud computing. This merging of the two technologies aims to
provide greater scalability for transportation services. These joint technologies also
make it possible to increase the computational power of ITS architectures through
mobile cloud communication brought about dynamically among devices, vehicles,
and the static cloud, which corresponds to control centers or data centers [14].

1.2.3 ITS Applications

With the ease of communication between vehicles and with a road infrastructure,
vehicular networks provide diverse applications and services for users. The design
of ITS services and applications aim to assist drivers and passengers during their
travels, with a focus on reducing accidents and managing traffic in large cities. In
addition, other types of applications help and promote services to drivers, making
their travel more peaceful and enjoyable. The main applications focused on ITS are
as follows:

• Safety applications are intended to alert drivers to the possibility of imminent
collisions with other vehicles or with obstacles ahead. In some scenarios, a driver
needs to react by making a quick decision to avoid a collision. For this reason, this
type of application has severe restrictions on delay and reliability. Some types of
this class of applications involve alerting drivers to hazards on highways, warning
of collisions, notifying about accidents on the road, and informing drivers about
construction work ahead. All services aim at avoiding collisions between vehicles
and supporting efficient access for first responders;
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• Traffic efficiency applications aim to improve the flow of vehicles, reducing
travel time and traffic congestion. These applications also indirectly provide
economic and environmental benefits. They typically use data dissemination
techniques and roadside infrastructures to obtain and propagate traffic condition
information from vehicles. This class of applications includes adaptive electronic
traffic signs, route guidance and navigation services, traffic flow optimization
services, and management of hazardous goods vehicles;

• Entertainment and comfort applications attempt to make passengers more
comfortable in their vehicles by reducing the driving burden. In such applica-
tions, network elements, such as vehicles, sensors installed on highways or traffic
lights, access points, and mobile/pedestrian devices, sense the environment and
provide traffic information on streets, avenues, and highways. After collecting
this information, it is disseminated to vehicles by the system. Applications in this
class include interactive games, content sharing, yellow pages, and notification
services.

Applications classified in these three major classes have been explored in a
wide variety of works, and all these works, in their particular context, attempt to
improve efficiency and comfort in urban mobility. Chapter 7 explores and describes
these applications in detail, discussing the challenges they face and future trends.
However, in this chapter, we would like to emphasize an especially challenging
issue, which is present not only in ITS applications but also in any current smart
mobile application: information security. This particular aspect involves access
to systems and the information contained in applications; it also concerns the
introduction of erroneous information into the system.

1.2.4 Security and Privacy in an ITS

Concerns about ITS safety focus on information protection and the transportation
infrastructure. More than ever, information-based transportation systems have
become inherently accounted for to detect, collect, process, and disseminate data
and essential to improving the efficiency of moving goods and people, enhancing
the safety of our transportation system, and providing travel alternatives. The vast
collection and dissemination of information raises significant security and privacy
issues due to the large-scale exchange of sensitive data.

Security concerns have been addressed in the ITS architecture using two
approaches [22]:

• ITS Security Areas discretize and classify security issues that might arise in ITS
environments. As previously described, ITSs can be used to improve the safety
of the surface transportation system. Figure 1.9 shows eight security applications
defined for an ITS that can be used to detect, respond to, and recover from threats
against the transport system.
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Fig. 1.9 Abstraction of main
aspects relevant to ITS
architecture

ITS
Security

Areas

Securing
ITS

Information Security
ITS Personal Security
Operational Security
Security Management

D
is

as
te

r R
es

po
ns

e
an

d 
Ev

ac
ua

tio
n

Fr
ei

gh
t a

nd
 C

om
m

er
ci

al
Ve

hi
cl

e 
Se

cu
rit

y

H
AZ

M
AT

 S
ec

ur
ity

IT
S 

W
id

e 
Ar

ea
 A

le
rt

Ra
il 

Se
cu

rit
y

Tr
an

si
t S

ec
ur

ity

Tr
an

sp
or

ta
tio

n
In

fr
as

tr
uc

tu
re

 S
ec

ur
ity

Tr
av

el
er

 S
ec

ur
ity

• Securing an ITS addresses the issue of protecting information from the ITS to
safeguard ITS applications so that they are reliable and available when needed.
Owing to the nature of communication, the information exchanged between the
elements of an ITS is subject to tampering and unauthorized use, in which false
or erroneous information can cause a severe accident to the driver or passengers
in a vehicle. Thus, security is concerned with not only preventing unauthorized
disclosure of confidential information but also covering a wide range of threats
that may disrupt or change the operation of the system. For these aspects,
information security is one of the great challenges for an ITS operating in a city.

When considering the security aspect of information in an ITS, the safety
components need to be explicitly established. Some research works, such as that
presented in [13], describe several components that smart transportation systems
need to consider. These elements include keeping the system secure, addressing the
threats faced by the system, and providing security services to protect against threats
while allowing the system to perform in line with its objectives.

In securing an ITS, we can highlight the following contextual aspects:

• Confidentiality aims to ensure that data and the system are not accessible to
unauthorized entities, processes, or systems;

• Availability refers to allowing access to data and the system to authorized
entities, as well as other processes and even systems;

• Integrity involves ensuring that ITS data retain their meaning, completeness, and
consistency.

The design of an ITS must be such that possible threats are avoided so that
the aforementioned security requirements are met. We can broadly define a threat
as anything that might cause an issue in the system and arise accidentally or
intentionally due to a natural disaster. Threats are also present in ITSs, and the
following list summarizes the major ones in the context of ITSs:
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• Disclosure entails the interception of sensitive data by unauthorized entities. In
the context of an ITS, data disclosure can occur, for example, when vehicles
exchange information between each other or with the infrastructure, which
creates vulnerabilities in the ITS that can be exploited;

• Information change relates to adding, modifying, or removing system infor-
mation to produce unauthorized system effects. An example of the negative
potential of this threat in an ITS consists of the change of information displayed
on highways to incorrect or inappropriate content;

• Masquerading refers to the unauthorized access of a user or process to the
system so that it perceives the access as authentic. If unauthorized users gain
access to the system, they can obtain confidential information and unique
permissions to change the system. In an ITS, unauthorized users may, for
example, change data on highways, send erroneous information to system users,
and even interrupt the proper functioning of the system;

• Repudiation consists of denying an action. Repudiation enables the transmitter
or receiver to block the execution of an action. Repudiation can usually occur
in electronic transactions. For instance, suppose that the payment of a toll is
automated. In this case, nonauthorization of the toll payment, even if accidental,
may occur, which will result in the user’s being denied further passage;

• Denial of service (DoS) happens when actions are taken to block access to or
disrupt the proper functioning of a system. Usually, a DoS is caused by the
introduction of malicious code or the execution of unauthorized actions that make
the system unavailable. In the context of an ITS, DoS can be critical; for example,
accidents are most likely to happen if a safe direction detection system becomes
unavailable;

• Replay involves the repetition of valid information under invalid circumstances
to bring about unauthorized effects on the system. This type of threat can impact
system integrity, especially with respect to the meaning and consistency of
information within the system. In the context of an ITS, this threat can be used
to relay identity and credit data from valid users to benefit those who illegally
obtained valid information.

After threats are identified and properly managed, it is natural to develop
protection mechanisms to establish system confidentiality, availability, and integrity.
Although a single tool or service cannot eliminate security threats, the application
of security services, such as those described in what follows, can prevent or mitigate
threats.

• An access control service aims to provide distinct permissions for each entity,
given the function it serves in the system. Usually, an access control service runs
after user authentication, so rules that limit access to system information apply.
This service aims to reduce disclosure, information changes, and DoSs.

• An authentication service consists of a means of verifying the identity of entities
that operate in the system. Typically, the identity itself is a form of identification
to the system.
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• An integrity service supports the analysis of the integrity of information flowing
through the system and aims to minimize the manipulation of information.

In addition to these services, it is also possible to use cryptographic mechanisms
to mask the original information that ITS applications transmit.

1.3 Final Discussion

In this chapter, we have described the concept of an ITS. First, we described
the concept of smart cities and how they relate to ITSs. We discussed the main
architecture used in an ITS, presented its main components and the main features
of each architecture, and described the challenges encountered in proposing an
architecture. Finally, we identified the main functions of ITS applications and the
security requirements that these applications need to meet.
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Chapter 2
Vehicular Networks

Abstract The automotive industry has been incorporating several technological
advances in vehicles to improve the safety and experience of drivers and passengers.
In general, the systems that have grown out of these advances are based on
increasingly sophisticated sensors and actuators, which enable vehicles to detect
signals in the environment and pass on information to drivers. For this, commu-
nication systems are necessary to allow interactions between different vehicles.
Communication systems that rely on vehicles as data transmitters and receivers form
a so-called vehicular ad hoc network. Vehicular networks are a type of emerging
network. Vehicles that compose these networks possess processing and wireless
communication capacity, so they move along streets and highways, sending and
receiving information from other vehicles. A vehicle with these capabilities can
serve as a monitoring and sensing agent, which can help cities to control trans-
portation and traffic better. This chapter describes the concept of smart connected
vehicles, as well as the concept and features of a vehicular network.

2.1 Introduction

Information and communication technology is the driving force behind some of
the most important innovations in the automotive industry, as well as society
more generally. In the last two decades, mobile communications have changed our
lifestyles by allowing the exchange of information, anywhere, anytime [22]. The use
of such mobile communication systems in vehicles is expected to be a reality in the
coming years, as industries, universities, and governments around the world devote
significant resources to the development of safer vehicles and infrastructure for road
transport [7].

Automobiles have been incorporating various technological advances that
improve the experience of drivers and passengers. Examples include the use of
braking systems, sensors capable of detecting and warning drivers of the proximity
of other vehicles, and speed alarms. In general, these systems are based on
increasingly sophisticated sensors and actuators that enable vehicles to detect
signals in the environment and inform their drivers. This technological evolution
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is now converging to communication systems that enable interactions between
vehicles. The primary objective of these systems is to allow communication
of mobile users and provide the necessary conditions for applications with
different requirements to be met satisfactorily. Communication systems that have
vehicles such as transmitters and data receivers form so-called vehicular ad hoc
networks [10].

Vehicular networks are a type of emerging network that rely on vehicles
and their embedded intelligent capabilities. The dynamicity of these vehicles in
urban environments presents itself as a feature and challenge that allows data
propagation and heterogeneous connectivity with different network technologies.
These networks differ from traditional networks in many ways. The first difference
lies in the nature of the nodes that form them, such as automobiles, trucks, buses,
and taxis, as well as equipment attached to roads where they all have wireless
communication interfaces. Also, these nodes have high mobility, and their trajectory
follows the limits and direction defined by public pathways [2, 9].

Therefore, vehicular networks present many challenges that must be addressed
before their large-scale adoption. The high mobility of nodes, the dynamism of
scenarios, and the scalability regarding the number of nodes are among the main
challenges. The loss of connectivity during data transmission and the reduced time
that two nodes stay in contact are other challenges. As a result, to promote proper
development of services and applications for these networks, it is necessary to
consider not only the requirements of each application but also the conditions and
characteristics of vehicular networks.

Other related technologies can help in enabling the connectivity of vehicles and
supporting the infrastructure created to provide information and services for these
networks. The combination of vehicular networks with other technologies, such as
resource management and predictive tools, offers the ability to optimize the mobility
of vehicles and people in a city [21]. For instance, new services, such as the detection
of hazardous road conditions and calculation of possible detours, can promote safer
and more reliable urban mobility. The set of these new services supports intelligent
transport systems (ITSs), which aim to optimize the flow of vehicles on the streets
of a city and to provide comfort to drivers and passengers during their journey.

This chapter focuses on providing a description of the fundamental aspects of
a smart vehicle and a broad definition of a vehicular network, its characteristics,
and the technologies involved in such a network. The remainder of this chapter is
organized as follows. Section 2.2 introduces and defines a smart vehicle. Section 2.3
presents the concept and characteristics of vehicular networks. Finally, Sect. 2.4
briefly summarizes the chapter.

2.2 Smart Vehicle

Supported by several advancements in technology in recent decades and motivated
by a desire to make transportation safer and more comfortable, the automotive
industry has designed vehicles with increasing sophistication. These modern, intel-
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ligent vehicles are equipped with a series of sensors, several networking interfaces,
and a central processing unit for coordinating the execution and communication of
applications. The networking is facilitated through wireless communication devices
or wireless transceivers, which allow vehicles to establish communication between
other elements of the network and transfer information among themselves. These
vehicles also come equipped with the Global Positioning System (GPS), which
establishes their position and allows for the creation of navigation services. The
several different sensors present inside and outside vehicles make it possible to
measure various parameters, such as speed, acceleration, and distance from nearby
obstacles. Finally, vehicles contain input/output devices to promote fast and intuitive
human interactions with their system.

Thus, all these interconnected processing, sensing, and communication capabil-
ities allow for more precise control and for the development of intelligent vehicles
capable of monitoring and being aware of both the environment and other vehicles.
This intelligence can be vividly illustrated through the implementation of self-
driving vehicles on roads and highways. Figure 2.1 shows the complexity of a
vehicle through the interconnection between sensors and embedded devices in the
interior of an intelligent vehicle.
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These vehicles are composed of an internal communication mechanism called the
Controller Area Network (CAN), developed by Bosch [29]. CAN is a robust vehicle
bus standard designed to allow microcontrollers and devices to communicate with
each other in applications without a host computer. It is a message-based protocol,
designed originally for multiplex electrical wiring within automobiles. CAN has a
data transmission rate of up to 1 Mbit/s and has an error detection system. A vehicle
can contain two or three separate CANs working at different rates of transmission.
Thus, it is possible to establish higher transmission rates according to the particular
component characteristics; for instance, comfort-related electronics, such as those
controlling window movement and seat adjustment, can work at a rate below
125 Kbps. These control applications, which do not depend on device response
time, normally use a lower transfer rate to conserve a vehicle’s battery lifetime.
However, components that rely on fast response, such as antilock brakes and cruise
control, have a higher communication rate. As of 2011, a new version of this bus
was released that allowed greater flexibility of its components through payloads
higher than 8 bytes per frame. This addition to its payloads allowed it to specify the
operating modes, such as software download at end-of-line programming.

Another component embedded in vehicles is the Local Interconnect Network
(LIN) bus ([26]), which was developed by the LIN Consortium. The LIN Con-
sortium was founded by five automakers, BMW, Volkswagen Group, Audi Group,
Volvo Cars, and Mercedes-Benz, and had the development of technologies supplied
through networking and hardware expertise from Volcano Automotive Group and
Motorola. The LIN bus is a small and slow network system that is used as a
subnetwork of a CAN bus to integrate intelligent sensor devices or actuators.

FlexRay, developed by the FlexRay Consortium, is another well-known commu-
nication system in automobiles [6]. The consortium consists of BMW, Daimler AG,
Motorola, Phillips, Bosch, General Motors, and Volkswagen. Its protocol is based on
CAN protocols; however, FlexRay has two transmission channels, each with a trans-
mission capacity of 10 Mb/s. FlexRay uses several engine control units (ECUs), but
only one communicates at a time; this condition means that the protocol has an emit-
ter ECU and a receiver ECU, which communicate with each other through a bus.

Thus, these buses and sensors enable the collection of a wide range of informa-
tion, which ultimately is relevant to the state of vehicles and can be used to perform
the sensing and monitoring of the mobility of vehicles in urban contexts. For the
abstraction of these data, an output interface called on-board diagnostics (OBD) is
used to extract information from sensors embedded in a vehicle. A standard called
OBD-II has been established to standardize the connection with this interface and
the format of the messages with which these devices need to deal. OBD-II makes
it possible to monitor and regulate gas emissions, and it is present in all vehicles
produced in Europe and the United States since 1996. The OBD interface also
facilitates maintenance services by tracking the origin of mechanical problems [20].
By enabling the storage of engine failure codes, this information provides mechanics
with a history of vehicle problems and possible associated sources.

The combination of sensors from several vehicles, as well as the communication
among vehicles and vehicles with an infrastructure of roadblocks, gives rise to
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an immense set of services and applications not only for the monitoring of urban
mobility but also driver comfort. These devices require an efficient connection
system. In the following sections, we describe vehicular networks.

2.3 Vehicular Networks

From a definitional perspective, VANETs belong to a subclass of mobile ad hoc
networks (MANETs) that, in simple terms, provide a wireless connection among
vehicles and between vehicles and roadway devices. These networks have attracted
special attention from the research community for the opportunities they provide
with respect to connected vehicles and the networks’ applicability to vehicles. The
benefit of the research in this area is related to two aspects: (1) Communication and
automatic partnering between vehicles offer great potential in reducing the number
of accidents involving vehicles and (2) some applications can improve passenger
comfort in vehicles, buses, and trains, and they can help drivers to travel more
efficiently on roads [23].

In a VANET, vehicles communicate with each other through short-range radio
and with road infrastructures through short-range radio or any other available wire-
less technology, such as WiMax, 3G, and LTE. Advances in mobile communications
and the current trend in ad hoc networks allow the use of many architectures for
vehicular networks in urban, rural, and highway environments to support existing
applications. The goal of a VANET architecture is to allow communication between
nearby vehicles and between vehicles and fixed devices on the road, leading to three
possible scenarios, as shown in Fig. 2.2.

(a) (b) 

(c)

Fig. 2.2 VANET architectures. (a) Vehicle-to-vehicle. (b) Vehicle-to-infrastructure. (c) Hybrid
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• Vehicle-to-vehicle (V2V) architecture allows for direct communication of vehi-
cles without relying on fixed infrastructure support;

• Vehicle-to-infrastructure (V2I) architecture enables a vehicle to communicate
with the road infrastructure;

• Hybrid architecture combines both V2V and V2I solutions. In this case, a
vehicle can communicate with the road infrastructure in a single hop or multiple
hops, depending on its location in relation to the point of connection with the
infrastructure for different purposes.

In VANETs, vehicles are the network nodes that can be the source or desti-
nation of data transmissions, or they can work as network routers [30]. VANETs
and MANETs share some similar features, such as low bandwidth, short-range
transmission, and omnidirectional broadcast. However, VANETs have some unique
characteristics, which are described in what follows.

2.3.1 Characteristics of a Vehicular Network

The development of applications or services for VANETs makes use of proprietary
or modified techniques of wireless networks since these networks are different from
conventional wireless networks. VANETs not only suffer from rapid changes in their
connections but must also deal with diverse types of network densities.

What follows are the characteristics of a VANET and their differences and
similarities with a traditional wireless network:

• Self-Organization. This feature was inherited from wireless networks, of which
vehicular networks are a subclass; it allows a network to self-organize.

• Mobility. The nodes of a vehicular network may present a wide range of
movement speeds, having high mobility in most situations compared with other
wireless networks, for instance, cars that can attain high speeds on highways.
However, nodes have limitations in their trajectory; they are restricted to public
roads, garages, and highways, for example. Such nodes can move only in places
where cars can travel. Unlike conventional wired networks, traditional ones have
no geographical limits, and they can be carried anywhere, which means that there
are no limitations on the trajectory of their nodes.

• Transmission Speed. The speed of transmission in VANETs must be fast.
Vehicles can reach a high and inconstant speed and may also travel in opposite
directions, which reduces the time of contact to only a few seconds to transmit
data. Owing to the mobility of their nodes, VANETs suffer from a lack of
connectivity, and they needs to deal with different types of network densities [15].

• Topology. Even though the location of vehicles follows the layout of streets
and roads, again, their relatively high mobility leads to fast changes in topology,
which might be challenging to manage.

• Energy. In a wireless network (MANET), nodes are limited in power; handheld
devices, like smartphones, notebooks, or sensors, are rely entirely on the life
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Table 2.1 Comparison of VANETs and traditional wireless networks

Characteristics VANET Traditional wireless

Auto-configurable Yes Yes

Mobility Fast, with restrictions Relatively low, without restriction

Transmissions Fast, different densities Relatively low, different densities

Topology High dynamics Dynamics

Energy Constant Depends on battery

Band Restricted Restricted

Fragmentation Frequent Random

of their batteries in places where there is no source of electricity [24]. Their
computational power is limited because their hardware architecture is restricted.
In VANETs, vehicles can rely on relatively ample power/energy, so they can be
equipped with significant computational resources [12].

• Bandwidth. A node may possess a level of sophistication whereby it can contain
hardware to support several wireless devices, making it possible to reach different
networks and make use of more powerful communication strategies, such as
vertical handoff, to cope with connectivity loss and boost bandwidth.

• Network Fragmentation. The fragmentation of a network occurs due to the
reach of the communication radius and the high dynamism of vehicles.

While MANETs may experience transient periods of connectivity loss, VANETs
might undergo frequent extended periods of disconnection, especially under low
urban traffic conditions [13]. Table 2.1 summarily presents a comparison of
VANETs and traditional wireless networks.

We can observe from Table 2.1 that there exist significant differences between
these networks. Among the differences, some stand out for their more severe
consequences with respect to enabling ITS services and applications. As discussed
earlier in this chapter, the main differences consist of the movement speed of
vehicles, the very short transmission times, and a highly dynamic and frequent
network fragmentation.

2.3.2 VANET Applications

Although the initial purpose of VANETs was to promote safer driving conditions,
other concerns have also emerged. Current examples of VANET applications are
classified into two major classes, as follows [17].

• Safety. These applications aim to increase driver safety by disseminating
information about accidents or any other information that concerns the safety
of drivers and passengers. Perhaps an accident, for instance, has occurred on a
certain road or street with respect to a vehicle’s location, and traffic conditions
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are hazardous. This information may help the driver or activate certain traffic
signals. An emergency warning system, for example, would notify drivers about
the accident.

• Nonsafety. Applications in this class focus on passenger comfort, traffic effi-
ciency, and route optimization. Examples include traffic information systems for
aiding traffic flow controls and applications that promote interactions between
vehicle passengers through entertainment and communication software, such as
enabling downloads of songs, chats, and voice messages.

In Chap. 7, we describe in more detail each aspect of vehicular applications and
their challenges.

2.3.3 Involved Technologies

In this section, we examine the principal technologies used for the development
of communication solutions with VANETs, ranging from the physical layer to the
transport layer.

2.3.3.1 Physical Layer

In 1999, the US Federal Communications Commission (FCC) allocated a frequency
spectrum for vehicular communication with a shoreline infrastructure, establishing
DSRC service and licensing rules in 2003 [5]. DSRC is a communication service
that employs a 5.85–5.95GHz band (5.9 GHz band) of a 75 MHz spectrum, aiming
to provide wireless communication capability for transport applications at a distance
of up to 1 km [31]. DSRC allows two types of operation modes [25]:

• Ad hoc mode, which is characterized by a network of several distributed jumps,
typically in communication between vehicles;

• Infrastructure mode, which is designated by a centralized, one-hop mobile
network. This mode commonly defines communication between a vehicle and
a gateway.

The DSRC spectrum is structured in seven channels of 10 MHz, as shown in
Fig. 2.3. Channel 178 is the control channel (CCH), which is solely for safety

CH 172

Reserved Control Channel Service Channels Future use

5.88 5.87 5.88 5.89 5.90 5.91 5.92 f (GHz)

CH 174 CH 178 CH 178 CH 180 CH 182 CH 184

Fig. 2.3 DSRC spectrum allocation for vehicular communications
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SCH 4 SCH 3 SCH 1 CH 2 CCH

5.88 5.87

IT&GGR IT&GGA

5.88 5.89 5.90 5.91 5.92 f (GHz)

Reserved Control channel Service channels Future use

Fig. 2.4 ETSI ITS-G5 spectrum allocation for vehicular communications

communications. Only high-priority short messages and management data are
passed through this channel. The two end channels are reserved for particular uses.
The other channels are service channels (SCH), and they are available for use in
safety and comfort service communications.

The FCC allocated 75 MHz of spectrum in the range of 5.85–5.925 GHz to be
used exclusively for V2V or V2I communications. On the other hand, European
regulators assigned 50 MHz, which was split into smaller 10 MHz slots. As a result,
there are five different channels for the ETSI ITS-G5 [8], as shown in Fig. 2.4. In the
European allocation model, three channels (30 MHz) were reserved for road safety,
and two channels (20 MHz) are intended for general-purpose ITS services.

The American model is also known as IEEE 802.11p WAVE (Wireless Access
in Vehicular Environments), which was standardized by the Institute of Electrical
and Electronics Engineers (IEEE) in 2004. This standard is based on the preset
standards for wireless LANs and is defined in five documents: IEEE 1609.1, IEEE
1609.2, IEEE 1609.3, IEEE 1609.4, and IEEE 802.11p (IEEE, 2011). The IEEE
802.11p standard defines physical and media access control (MAC) layers for
vehicular networks. Also, the WAVE architecture designates a family of patterns
that are not restricted to MAC and physical layers, as shown in Fig. 2.5. IEEE 1609
family standards define other layers of the protocol stack. These layers include an
alternative network layer to the IP layer, security features for DSRC applications,
and multichannel operation of IP layer communication.

The IEEE 1609.1 standard specifies services and interfaces for the resource
management application of the WAVE architecture. This pattern synchronizes
OBUs and RSUs from a VANET to remain aware of the use of resources, such
as memory and processing. This management, which is specified in IEEE 1609.1,
aims at the better scheduling of tasks and performance for VANETs.

IEEE 1609.2 defines secure message formats and processing. It also specifies
when and how security messages should be processed. Security is provided through
issuing and revoking security certificates, as well as employing traditional security
tools; for instance, these tools involve the use of a public key infrastructure (PKI),
which is also defined by this standard. IEEE 1609.2 also determines a particular
type of OBU, public safety OBUs (PSOBUs), which are used in higher-priority
government vehicles, such as police and fire department vehicles.

IEEE 1609.3 specifies network and transport layer services, including addressing
and routing by defining which stack to use on the logical-link layer (LLC).
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IEEE 1609.1 WAVE
Resource Manager

IEEE 1609.2 WAVE
Security Services for Applications

and
Management

MessagesIEEE 1609.3 WAVE
Networking ServicesMIB

WAVE
Management

Entity
MLME

PLME

IEEE 1609.4 WAVE
Multichannel Operation

(MAC Extension)

IEEE 802.11p
WAVE MAC

IEEE 802.11p
WAVE PHY

Fig. 2.5 IEEE 1609 (WAVE) reference architecture and its relationship to the IEEE 802.11p MAC
and physical layers [11]

The LLC may choose to use the WMP Short Message Protocol (WSMP) or the
TCP/IP or UDP/IP stack. In addition, the 1609.3 standard defines the Management
Information Base (MIB) for the WAVE stack. This standard is also responsible for
setting up and maintaining the system through the management plan. An entity
defined by this standard (WME—WAVE Management Entity) is responsible for
gathering the information of management entities from other layers, such as the
ML Layer Management Entity (MLME) and the Physical Layer Management Entity
(PLME). WME implements a broad set of services, such as application registration,
WAVE Basic Service Set (WBSS) management, channel usage monitoring, and
management database maintenance. In addition to managing the network (IP—
version 6) and transport (TCP and UDP) layers, IEEE 1609.3 offers an alternative
to using these layers by defining the WSMP. The reason for using this new protocol
is that it provides greater efficiency in the WAVE environment, where it is expected
that most applications require, among other things, very low latency.

The IEEE 1609.4 standard defines modifications to the IEEE 802.11 standard
for multichannel operation. To achieve this operation, the standard defines how
switching between channels is done. The classification of packets indicates whether
they are switched to the control channel or one of the service channels. The packets
also receive forwarding priorities, which are specified by the IEEE 1609.4 standard.
IEEE 1609.4 also provides the definition of a time division between channels and
synchronization of their respective times in all network devices.

2.3.3.2 Network Layer

Traditionally, the network layer is responsible for addressing (naming network
elements), routing (finding good paths), and transmitting (circulating packets in the
network) data between the source and destination. Addressing consists of properly
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naming network elements, routing entails finding useful communication paths,
and transmitting data involves effectively circulating packets in the network. In a
wireless network, several techniques can be used to carry out addressing of the nodes
in the network, but the most relevant strategies for a network are as follows [28]:

• Fixed Addressing. Each node has a fixed address assigned by some mechanism
at the time the node enters the network. Most applications of ad hoc networks
and existing protocols use this addressing technique [28].

• Geographic Addressing. Each node is characterized by its geographic position.
The address of a node changes every time it moves. Additional attributes can be
used to address the node, such as speed, direction, and type of car.

The network layer provides an address mapping service on the network, avoiding
an address conflict in the network. The address must be unique for each node, and
no two nodes can have the same address.

Another function of the network layer is to provide the best route between the
source and the destination so that data are delivered in full and in the shortest
possible time. Vehicular networks support different communication paradigms, as
shown in Fig. 2.6. These can be categorized as follows:

• Unicast allows communication between two nodes directly, which can be
between a vehicle and other vehicles through the dissemination of data using
multihop communication. The location of the vehicle that needs to be communi-
cated with must be known in order to carry out this communication.

• Multicast/geocast allows communication between a source with a group of nodes
that may or may not be located in a particular area. An example of this would be
a vehicle that wants to share its data vehicles, which are delimited in a group
that is essentially in a region of interest of the sender vehicle, such as targeting a
sporting event or vehicles nearby a risky area.

• Broadcast allows a vehicle to communicate with all its neighbors. Once these
neighboring vehicles receive the information, they propagate it to their neighbors.
The purpose of this type of communication is to disseminate certain information.

(a) (b)

(c)

Fig. 2.6 Different communication scenarios in VANETs. (a) Unicast communication. (b) Broad-
cast communication. (c) Multicast communication
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This mechanism is widely used for the discovery of network nodes in routing
protocols in order to find the best path between source and destination.

In a vehicular network, routing protocols can be classified in many ways [3, 4,
16]. These protocols are described in both Chap. 4, which details V2I communica-
tion, and Chap. 5, which describes V2V communication.

2.3.3.3 Transport Layer

Although the fixed-network TCP can achieve good throughput, its performance in
the middle of wireless networks has been shown to be low. This low performance
originates from the interpretation TCP gives to packet loss, which is treated as a
signal of network congestion. In wireless networks, however, losses can happen
for other reasons, such as channel conditions or collisions. As a result of a loss,
TCP reduces the size of the congestion window and decreases throughput. Also,
owing to the features of VANETs, path symmetry is not guaranteed. Therefore,
TCP performance can be further reduced owing to incorrect estimation of round-
trip times, resulting in unnecessary retransmissions [4].

A study [14] was conducted to examine the difference in performance between
UDP and TCP in VANETs using two real scenarios: interstate highways 80 (I-80)
and 5 (I-5) and suburban areas in Sacramento, California. The study has shown that
TCP throughput decreases on highways. However, it is more efficient than UDP
because TCP source nodes can detect a disconnected receiver and stop transmitting
data to intermediate nodes faster than UDP source nodes. Unlike the TCP sending
process, where the sender sends some of the data and waits for the receiver to
respond before sending additional data to the intermediate nodes, the sender UDP
continues to send data to the intermediate nodes regardless of whether or not
the receiver is still receiving. In this way, senders can waste the bandwidth of
intermediate nodes for a period.

To summarize the performance of TCP and UDP, we can refer to Table 2.2, which
demonstrates that these protocols suffer from the high mobility of nodes and the
long distances between them. Therefore, vehicular networks can benefit from the
development of new transport protocols or changes to existing protocols.

An analysis [27] was carried out to investigate the characteristic paths that are
relevant to a transport protocol for a vehicular network. As a follow-up on this
study, a vehicle transport protocol (VTP) was developed that observes networks

Table 2.2 Results that evaluated the transport protocols [28]

Number Type of
Works of nodes MAC protocol Speed Distance Throughput

Chuang et al. 4 802.11b TCP 40 km/h N/A ∼ 800 kb/s

Watanabe et al. 3 802.11b UDP 8–113 km/h <145 m 500–2300 kb/s

Hui and Mohapatra, 3 802.11g UDP <5 km/h N/A 1–5 Mb/s
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and uses statistical data to improve performance when disconnections occur. The
Mobile Control Transport Protocol (MCTP) [1] was proposed based on principles
similar to those of ad hoc TCP [19]. MCTP aims to provide end-to-end quality of
service between a vehicle and an Internet host via a gateway positioned on roadbeds.

All transport protocols proposed for vehicular networks are designed for appli-
cations requiring unicast routing [28]. Since many applications require geocast or
multicast routing, there is a clear need for new approaches that are not based on
traditional transport protocols.

2.4 Final Discussion

In this chapter, we have introduced the concepts of smart vehicle and vehicular
networks. We described the major components within a vehicle, in addition to
the features and technologies involved in vehicular networks. It is of interest to
highlight the main features of VANETs, which also reflect their main challenges:
high speed in node mobility and data transfer, frequent network fragmentation, and
rapid topology change. The features of VANETs constitute a significant barrier to
the development and implementation of applications for these networks, especially
when applications require space–time consistency and scalability.
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Chapter 3
Autonomous Vehicles

Abstract Autonomous vehicles incorporate a large diversity of cutting-edge tech-
nologies to enable self-driving capabilities and enhance the experience of drivers
and passengers. In general, systems based on these technologies rely on increasingly
sophisticated sensors and actuators, which allow vehicles to detect events in the
environment, providing their embedded systems with means to infer and make route
and navigation decisions and supporting vehicles with greater driving autonomy.
Full implementation of self-driving vehicles still involves several concerns related
to the implications and threats that minor faults in the system may pose to safety;
these faults could cause accidents and place human lives at high risk. Therefore,
the design of a standalone vehicle demands significant attention to the safety and
reliability of the driving system. These concerns have led the automotive industry
to invest heavily in embedded electronic systems to achieve comprehensive safety,
comfort, stability, and performance.

3.1 Introduction

Cars without drivers, standalone vehicles, and robotic cars are names given to a type
of transport vehicle, for passengers or goods, equipped with a computerized control
system. This control system integrates a set of sensors and actuators that, starting
from an initial mission established by the user, serve the function of navigating
autonomously and safely over streets, roads, and other terrestrial surfaces [5, 29].
The navigation process combines several automated steps to obtain data from the
environment, determine the position of the vehicle, avoid collisions with other
elements of the environment, and perform optimal actions in terms of the proposed
mission [34].

Robotic vehicles originate from two specific segments: intelligent transportation
systems (ITSs) and mobile robotics. Unlike other types of autonomous vehicles, a
robotic car has the following main requirements. They are designed for the transport
of human beings and goods, demonstrating the possibility of large-scale navigation,
and can sense, process, and respond to dynamic and static events in the environment
within a suitable time frame similar or superior to that of human drivers [28].
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The development of a robotic car involves design requirements that offer high
reliability, redundancy, and conservative security. Robotic cars can originate from
vehicles initially developed for this purpose or by the integration of sensors,
actuators, and control system with a traditional vehicle [3].

In addition to providing drivers with greater safety in adverse critical conditions,
vehicle automation can also assist in the driving of vehicles. This assistance involves
one or more tasks that can be automated, such as following lanes, maintaining
the correct lane, maintaining a safe distance between other vehicles, automatically
regulating vehicle speed according to traffic conditions and road features, safely
passing and avoiding obstacles, finding the shortest and safest route to a destination,
and moving vehicles and parking them in urban environments [30].

The automotive industry has invested heavily in embedded electronic systems in
an effort to enhance vehicle safety, comfort, stability, and performance. To assist
drivers, several electronic solutions have been developed and incorporated into
vehicles in recent decades, such as antilock braking system brakes and electronic
stability program stabilization system. These systems act automatically when the
vehicle is in extreme conditions, seeking to minimize the occurrence of accidents. A
more recent example is the vehicle released by Mercedez, the S500 Intelligent Drive,
which is an intelligent vehicle that traveled 100 km without human intervention.
This self-driving demonstration involved dealing with traffic circles, traffic jams,
traffic signals, and pedestrians. The vehicle was able to react to these different
obstacles thanks to a system of cameras, radar, and geolocation [11].

We can conclude that autonomous vehicles have some advantages, such as
greater fluidity in traffic and greater safety, comfort, and fuel economy. Also, in
this context specifically, we applaud the possibility of sharing access to vehicles
by several users as a more sustainable form of transport. Thus, when considering
industrial design, particularly automotive design, it needs to be closely aligned with
the special concerns associated with urban mobility as a way to contribute to better
quality of life and society.

This chapter describes the structure of standalone vehicles, as well as the compo-
nents that make up these vehicles, describing the main functions of each component.
The rest of the chapter is organized as follows. Section 3.2 describes the technology
involving autonomous vehicles. Section 3.3 presents the main components required
to support autonomous driving. Finally, Sect. 3.6 briefly summarizes the chapter.

3.2 Intelligent Vehicle

The development of a standalone vehicle requires the aggregation several sensors
and actuators to allow inference and independent decision making. As a result, the
implementation of such vehicles faces a great challenge in the integration of various
devices and technologies to allow abstraction of information and data processing.
According to Broggi [5], intelligent vehicle applications require the following:
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• Position, kinematic, and dynamic state of a vehicle;
• State of environment surrounding vehicle;
• Access to digital maps and satellite data;
• State of driver and occupants;
• Communication with roadside infrastructure or other vehicles.

A technology that meets these requirements is the drive by wire, which represents
a new era in transportation [25]. The possibility of driving a vehicle from electronic
signals allows the use of embedded computers, which act as pilot or copilot. These
processing units assist the driver in emergency situations or perform tasks such as
independently driving vehicles or helping drivers to park a vehicle.

The structure of a smart vehicle with drive-by-wire technology consists of a
control unit structured in many hierarchical levels of control. These control units
are composed of embedded mechatronics systems, which include an entire set of
controllers for embedded electromechanical components and driver support systems
developed from applied computing solutions.

Mechatronic systems and driver support systems rely on information that is
internal and external to the vehicle, captured through specialized sensors. Using
the gathered information, these control systems can identify the state of the vehicle
and the conditions of the environment surrounding it. In addition, a communication
system complements the integration of the control structure as a whole, allowing the
exchange of information between the vehicle and remote supervision and control
base, as well as communication between vehicles. This structure provides, for
example, the automation of transport systems in controlled environments. Through
the communication system, vehicles can be informed about the traffic conditions,
permitting optimization of traffic.

The human–machine interface between the driver and an automated vehicle
also deserves further study. Through drive-by-wire technology, electronic controls
enable self-guided vehicles, so there is no need for a conventional interface based
on a steering wheel and pedals.

3.2.1 Embedded Mechatronics Systems

Embedded mechatronic systems consist of electromechanical assemblies available
in a vehicle that are responsible for specific functions in the operation of a vehicle.
In this context, current developments focus on the fuel injection system, brake
system, and angular positioning of the steering column. Each of these subsystems
is controlled by an electronic unit, which communicates with the others through
a network. In the automotive sector, the controller area network (CAN) has been
extensively and widely used to support the communication of applications.

CAN comprises a synchronous serial communication protocol that allows inter-
communication between several sensors and systems embedded in a vehicle. CAN
works based on the multimaster concept, where all systems can become master at
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one time and slave at another. Messages are exchanged among these systems on a
multicast basis, characterized by the sending of any and all messages to all existing
systems in the networking system network.

3.2.2 Sensing

When it comes to sensing internal and external vehicular environments, there are
three basic groups of sensors: (1) route recognition sensors, (2) object recognition
and obstacle sensors, and (3) navigation sensors. These three categories allow the
routes traced to be followed safely through markings on the pavement. The principle
behind the recognition of markings may be defined using the following terms:

• Electromagnetic sensing. This sensing strategy relies on the magnetic field
generated by an electric current injected into a cable placed under the driving
lane asphalt, which allows to track the presence of a vehicle;

• Laser sensing. This sensing depends on lasers bounced in polarized reflecting
bands specially attached to the road;

• Transponders. These are optomagnetic or electronically placed on the track;
they follow the same principle as radio frequency identification systems;

• Computational vision. This strategy makes it possible to identify roadway edges
visually, which are usually already painted on highways for driver guidance.

Object sensors, such as laser scanners, ultrasound, radar, and stereoscopic vision,
allow for the detection of various different obstacles, causing a vehicle to stop or
change direction; this sensing enables drivers to avoid collisions, which are the main
type of traffic accident involving victims. A reduction of road accidents, with the
consequent decrease in the number of victims as a goal, represents one significant
contribution that the development of technologies for vehicle automation can make
to society. Navigation sensors, such GPS, gyroscope, accelerometers, and wheel
speed sensors, ensure in turn the ability of mechatronic systems to infer a given
driving context. The hierarchical basis of the control structure allows vehicles to
travel in a safe and controlled manner, maintaining their dynamic stability and
tracking predetermined trajectories.

3.3 Control

The autonomous navigation of intelligent vehicles requires the joint work of all
embedded computational and electromechanical components. All these combined
elements generate a complex vehicle automation system with several levels of
control.

The vehicle automation system is composed of control solutions of electrome-
chanical subsystems. Many of these subsystems are invisible to the driver, such
as electronic injection control, automatic transmission, and electrically assisted
steering systems.
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The task related to the driving of a vehicle is located in the middle of the
hierarchical control structure; the human driver currently performs this task, but this
function can also be fully automated. In high-value-added cars, cruise control (CC)
speed control systems eliminate the driver’s need to be concerned about maintaining
constant speeds. With the evolution of this system into adaptive cruise control
(ACC), where distance sensors are installed in the rear of the vehicle, the onboard
computer is also able to adjust the speed according to the traffic conditions.

The top of the control structure contains embedded computing solutions. Of
particular note to these solutions, route optimization systems have steadily devel-
oped based on digital maps, which determine how a given travel plan is the best
route to follow after departure and arrival points are provided. Routes can also be
modified dynamically throughout the trip if any obstacles are encountered in the
original route. It is worth mentioning the existing efforts to design systems based
on operational research and artificial intelligence (AI), which can indicate new
dynamically recalculated routes. These routes are adjusted continuously, according
to the appearance of fixed or moving obstacles, which are detected by an integrated
system of sensors.

Each control subsystem, depending on its hierarchy in the structure, can be
classified as a mechatronic solution, closer to the base of the structure, or as a driver
support system. There is no well-defined boundary between the two groups since
one complements the other.

3.3.1 Architecture

The development of a control system for an autonomous vehicle initially involves
the design and implementation of the lower layers of the control pyramid. The
development of lower layers subsequently leads to the implementation of a com-
puter system that manages the various components and modules of this system.
A computerized control system can involve simpler tasks, which can be managed
only by programmable logic controllers (PLCs). However, more complex systems,
designed to control the execution of more complex tasks, require a much more
sophisticated computational control architecture [27]. The tasks of this control
architecture may involve several abilities:

• Reading and interpreting signals received from vehicle sensors;
• Avoiding obstacles present in the path of the vehicle;
• Reacting to events, including unexpected ones, such as the sudden appearance of

mobile obstacles;
• Planning trajectories and performing tasks, such as defining routes from point A

to point B without reference to a map of the surroundings;
• Managing the various components of the system to generate commands in the

proper order and with the correct parameters so that the planned task can be
executed;
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• Ensuring the correct positioning of a vehicle;
• Performing a mapping of the surroundings by creating a sketch that represents

“memories” of the paths explored;
• Learning about the environment and how to interact with it, adapting when new

knowledge is acquired;
• Communicating, interacting, and even cooperating with other computing

devices;
• Providing strategies to implement fault-sensing and fault-tolerance when identi-

fying and compensating for localized defects in vehicles’ components.

A computational control system must, therefore, perform such tasks as preserv-
ing the integrity of a vehicle, conserving the integrity of the objects and entities
present in the environment where the vehicle is operating, and identifying solutions
for the execution of tasks. This control system, in some cases, even needs to interact
with other systems to better plan task execution. The features of such a control
system prompt us to study techniques in the field of AI, especially control techniques
of so-called autonomous artificial agents and multiagent systems. Some techniques
and concepts related to autonomous robotics have been reused in the implementation
of AI agents, and vice versa. The main aspects addressed in this chapter relate to
perception, reasoning, and action, where the communication aspect appears in a
complementary role.

The computational architectures of autonomous vehicle controls are very diverse;
this diversity is illustrated by the vast number of existing approaches already pro-
posed and found in the literature [10, 15]. However, some of the approaches describe
architectures that have become known and recognized for their characteristics and
potentialities, as follows:

• Reactive control consists of a sensorimotor reaction system. This type of control
is usually the simplest to implement, not requiring many computational resources
for its implementation. In reactive control, there is a loop for (1) reading
the sensors, (2) immediately processing the information, and (3) generating a
response command to the actuators. Usually, a reactive control scheme considers
only the sensorial readings performed in the present for purposes of decision
making and the generation of action commands [9]. A reactive system is very
useful for implementing behaviors, such as avoiding collision.

• Cognitive control encompasses the application of a mechanism of action
planning. Thus, a previous plan of execution of a sequence of actions can be
established based on the knowledge that the system has for a problem to be
solved. The deliberative control assumes the existence of a process of high-level
reasoning and decision making, usually more complex to implement than reactive
control. This process allows actions to be planned in order to handle and perform
tasks that require a more sophisticated level of control. These tasks might be
the definition of plottings and execution of tasks for moving from one point to
another in one’s environment by looking at a map. However, pure deliberative
control has limitations in the face of unforeseen events, such as an obstacle
blocking access to a given route [15]. In this case, pure deliberative control
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has a difficult time reacting to a new environmental configuration that had been
unforeseen in the initial planning. Ideally, a control system should demonstrate
the reactive capabilities of a reactive system, with the ability to plan and execute
the complex tasks of a deliberative system, combining reactive and deliberative
features in a hierarchical/hybrid system.

• Hierarchical/hybrid control consists of combining multiple reactive and delib-
erative control modules in layers arranged such that they can operate in a
hierarchical or parallel fashion. The combination of the different control modules
leads to the adoption of a prioritization scheme regarding the multiple layers of
the system, where these control systems are commonly found and classified as
hierarchical systems with vertical and horizontal decompositions [10]. Hierar-
chical/hybrid systems have the advantage of being able to combine behaviors
acquired from their different modules to produce a more robust behavior and
more complex task execution. Hybrid control is implemented through a series of
modules that operate in parallel and communicate with each other.

3.3.2 Subsystem

The control of a vehicle must first be separated into two parts. The first part is
responsible for speed control, while the second controls lateral deviations. The speed
control for vehicles equipped with an internal combustion engine and brakes is based
on the structure of the ACC stop-and-go system developed and presented in [20].
This subsystem is divided into two branches, one for accelerating and the other for
bringing the vehicle to a stop. Each branch has particular features that are integrated
into the mathematical model of the vehicle.

An acceleration branch plant is composed of an injection system, an internal
combustion engine coupled to the clutch, and the longitudinal dynamics of the
vehicle. The injection system may be represented by a second-order element, while
the motor and clutch are respectively represented by a time-delay-proportional
element PT1 and a nonlinear element of the dead-zone type. Although the motor
also has a nonlinear characteristic curve, only the controller design affects the
simplification presented here. A PT1 element can also simplify the longitudinal
dynamics of the vehicle. An extra branch containing the characteristic curve of
the motor can be added in a feedforward structure to increase the dynamics of the
control system. The extra branch, in turn, serves to alleviate the work of the closed-
loop controller, ensuring a faster response of the system as a whole.

The brake branch plant is composed of an electromechanical actuator with
indirect torque control, the mechanical components of the brake system, and the
characteristic braking curve of the vehicle. The mathematical model used for the
development of the motion controller side of the vehicle is usually based on
the “bicycle model” [20]. Among the different controller structures used for the
lateral control of the vehicle, solutions involving classical controllers of the PID
family, as well as control structures in cascade or nonlinear control, stand out [19].
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Considering the influence of the speed value on the dynamic behavior of a vehicle,
the use of adaptive controllers or other modern control techniques is necessary for
situations where speed varies significantly. Similarly, systems based on AI can also
be used to ensure better operating conditions and vehicle performance [15].

For control of vehicles by train, it is vital to ensure a fixed distance between
vehicles. Thus, it is necessary to use an extra controller cascaded with the speed
controller. The distance between vehicles can be obtained, for example, from
the detection of color-coded markings placed on the front car, and this distance
information is then sent to the controller. The system, in turn, sends to the speed
controller information about an increase or decrease in its reference value. Likewise,
the adopted computer vision system also allows the detection of lateral displacement
between vehicles. This information is then sent to the lateral distance controllers,
which ensure the alignment of the vehicles on the train.

3.4 Trajectory Planning

The planning of a route involves specifying a trajectory joining two points: origin A
to destination B. The planning component is of great importance within a computer
system of control of autonomous vehicles. The trajectory planning algorithm must
take into account the map, presence of vehicles in road segments, and other available
information to define a path to be covered by the vehicle.

Several works have proposed various algorithms to facilitate the planning of
trajectories; the best known include [23] search in graphs, Algorithm A*, search
based on potential fields, and vector fields. The application of these algorithms
usually depends on the type of representation of the given environment and
questions related to the performance requirements associated with the complexity
of the search for a solution to the trajectory problem.

Existing navigation algorithms are highly dependent on the correct identification
and estimation of the current position of vehicles. This dependency is even more
evident when starting the control of vehicle displacement based on a particular
trajectory. The complexity in determining the navigation relies on the relative
positioning of vehicles concerning the map of the environment and its position to
the specified trajectory. The navigation commands are generated in the form of a
sequence of actions, which allow the vehicle to travel the specified path. Thus, errors
in a vehicle’s positioning and orientation may imply severe problems in performing
the driving task. Because of this, in navigation tasks where there is a prespecified
route, it is very important that the robot have a mechanism to guarantee that the
estimate of its current position can be maintained. In addition, the robot control
system must be sufficiently robust, so it can get passed unforeseen situations, usually
represented by the presence of unexpected obstacles in its trajectory.
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3.5 Computer Vision

In this section, the application of computer vision techniques in driver support sys-
tems and autonomous navigation is addressed. The section focuses on applications
developed with the aim of supporting commercial intelligent vehicles; however, the
concepts covered in this section can be extended to the navigation of mobile robots
in general. Although stationary cameras are also used in traffic monitoring systems
and driver support systems [18], this section includes applications that use cameras
and other sensors embedded in the vehicle. Track monitoring involves the use of
monocular vision through a camera installed inside the vehicle and aligned with
its central axis. Stereo vision also enables track monitoring through two cameras
positioned on the sides of the vehicle. Stereo vision provides a more significant
amount of information because it introduces the notion of depth. However, the
synchronization of the cameras adds complexities. Another issue to consider is the
use of color or monochrome cameras: color images contain more information than
grayscale images, but their processing takes longer.

In the analysis of video sequences obtained from embedded cameras, certain
factors hinder proper tracking:

• Painting Failures. Many highways have paint that has worn out, making it
difficult to determine the boundaries of the road;

• Shadows. Trees, buildings, bridges, and vehicles project shadows on a highway
and on other vehicles, changing the highway’s intensity and texture;

• Solar Position. Solar orientation can cause saturation in the image captured by a
camera or cause specular reflections;

• Occlusion. Vehicles traveling on the same highway may partially or completely
occlude a camera’s view;

• Climate Conditions. Natural phenomena can significantly degrade the quality
of acquired images.

The following discussion details the problems of track output detection, obstacle
detection, traffic signal detection and recognition, and standalone navigation. For
each of these problems, the most appropriate type of camera and how many should
be set up is discussed.

3.5.1 Track Output Detection

An important problem in the context of driver support systems is the development
of track exit detection systems. The main purpose of such systems is to monitor
the position of a vehicle relative to roadway edges and to notify if the vehicle
exhibits roadway output tendencies. Early detection of roadway intersections is
critical for bus and truck drivers, who drive long-distance trips and at night, with
a high possibility of drowsiness at the wheel.
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A prerequisite for track exit detection is the robust identification of roadway
edges. In the vast majority of applications involving intelligent vehicles, this means
detecting the paint that marks the edges of the scrolling track. Some techniques use
colored cameras for track detection [33], but the vast majority of techniques recently
proposed use monochrome images. One reason for this is that lane paint is usually
white, and the cost of processing colored images does not compensate for the gain
introduced by color information. Some authors opt for the use of stereo vision [4];
however, the use of only one camera has been the most commonly used option in
the majority of roadway edge detection techniques, since the notion of depth does
not add relevant information to this problem.

Several approaches have been proposed in the literature. Among the most
common hypotheses used to obtain the boundaries of roadway, the following may
be highlighted [4]:

• Road Geometry. The formulation of a mathematical model of the expected
geometry of a road results in robust models with respect to artifacts in images
but may be less flexible for applications on highways with different structures;

• Focus of Attention. The analysis of a small portion of an image reduces
computational costs, but the choice of the region of interest can be a hindering
factor.

Several authors have explored the aforementioned features and used a wide
variety of image processing and computer vision tools for track detection.

Kluge [22] proposed a technique to estimate the orientation and curvature of
roads based on detected edges, without having to group them by contour. Such a
solution works well when up to 50% of edge pixels are affected by noise, which
may not occur in many practical situations.

Another class of track detectors [21] uses a bird’s-eye view obtained from the
reverse perspective. Such techniques work with world coordinates and provide
a robust estimate of the contours of a track. However, there is an additional
computational cost for the reverse perspective calculation for all frames of an
image sequence, on top of the need to calibrate the camera. Several models of
roadway boundaries have been and are being proposed in the literature [31, 35, 37].
These techniques assume that the track has a specific geometric characteristic, and
mathematical curves are adjusted to the acquired images. In general, curves with a
higher number of degrees of freedom are more malleable but also more sensitive
to noise. On the other hand, simpler curves do not provide such an accurate fit but
are more robust to the presence of noise/artifacts. The great advantage of using a
smooth curve model to segment lanes is that it makes it possible to quickly obtain
information about the orientation and curvature of a lane. Such information is crucial
in the development of a track exit detection system. Jung and Kelber [17] proposed a
linear parabolic model for roadway boundaries. The linear part of the model is used
in the field of view near the camera, and the parabolic part fits the farthest region.
Such a model combines the flexibility of a quadratic model with the robustness of a
linear model.
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For the detection of roadway output, information about the position and orien-
tation of a vehicle relative to the center of the roadway and its edges is required.
This analysis can be performed in world coordinates or image coordinates. The use
of world coordinates provides information about displacement and actual vehicle
orientations, which can be quantified at distances or angles; however, calibration
of the camera is required to obtain such coordinates. On the other hand, using
only the image coordinates does not require a priori knowledge about the camera’s
type/position. Some roadway detection techniques are discussed briefly in what
follows.

A track exit detection system proposed in [24] estimated the orientation of
roadway edges using an edge distribution function. Guidance changes are used to
calculate the deviation from the center of the roadway. Although this technique
works satisfactorily for well-painted roads, the orientation estimate can fail if the
paint is of low quality and the paint marks are spaced. A modification was proposed
in [13] to introduce an edge pixel extractor and increase the robustness of the
technique. However, failures can still occur in curves, since a linear contour model
is used.

Some works [36] use radar, vision, and laser sensors to detect lane changes.
Clearly, this is an economically unviable solution given the high cost of laser
sensors. Other works [16] use a linear parabolic track model and the guidance
provided by the linear part to obtain a track deviation metric. When this metric
exceeds a certain threshold, an output track is issued.

Currently, some commercial vehicles already incorporate track exit detection
systems. For example, the Citroën C5 has infrared sensors on the lower side of its
bumpers that inform the driver if the vehicle is crossing a track marking. This system
is relatively simple and alerts drivers when they are already effectively crossing road
markings.

3.5.2 Obstacle Detection

A frequent type of traffic accident is a collision between a vehicle and a pedestrian.
In this scenario, object tracking systems can be used to detect objects that could be
on a collision course with a vehicle, alerting the driver. Although some techniques
deal with the obstacle detection problem generically, most authors focus on the
detection and tracking of specific objects, taking into account particular geometric
characteristics of the object of interest. It should also be noted that the autonomous
navigation of robots in unstructured environments is characterized as an obstacle
that could disrupt the movement of the robot.

Among the most popular approaches to the detection of obstacles, some stand
out [4]:
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• Static Image Analysis. This technique normally enables fast processing and is
independent of vehicle movement; on the other hand, it does not exploit temporal
continuity in the movement of an obstacle;

• Optical Flow. This strategy allows the detection of generic obstacles and the
calculation of relative speeds but usually carries a high computational cost and is
sensitive to vehicle movements and camera calibration;

• Stereo Vision. This technique introduces the notion of depth, allowing the
reconstruction of 3D objects; however, it comes with a high computational cost
and is sensitive to camera parameters;

• Recognition of Objects by Form. A priori knowledge of the shape of objects to
be detected usually entails more robust detection, with few false positives; on the
other hand, model-based techniques are rather generic.

In addition, other sensors such as radar and lasers can be combined with visual
information; such sensors have the advantage of providing information on the
distance of detected objects. On the other hand, the introduction of other sensors
has an associated financial cost, besides the difficulty and computational cost of
performing the data fusion. Next, some computer vision techniques for obstacle
detection are briefly described.

Some works [1, 32] assume a road model and are based on this model to
detect possible obstacles. The technique in [32] uses a probabilistic model to detect
structures outside this plane that are considered potential obstacles. The method
in [1] uses a homogenous formulation for the flow of pixels between consecutive
frames, detecting objects off the road plane. Such techniques encounter limitations
in slopes. An algorithm based on monocular vision for the detection of obstacles [6]
uses a Kalman filter for the tracking of objects; the technique employs a three-
dimensional geometric model of the road to obtain the distance to the detected
object.

Another work [8] also used monocular vision for obstacle detection. In this
approach, the movement of the road relative to the vehicle is calculated through
the wavelet transform, and regions with different movement patterns are detected
statistically. Although fast, the proposed method does not allow for estimates of
distance and velocity in world coordinates. A system for the detection of pedestrians
based on stereo vision [14] has been developed based on depth mapping. A depth
map is initially calculated, and form search algorithms are used to detect pedestrians.
Finally, a bounding box of each pedestrian is used for tracking over time.

The problem of obstacle detection has also been addressed by private companies.

3.5.3 Detection and Recognition of Traffic Signals

Another desirable feature of driver support systems is the inclusion of techniques to
enable the detection and recognition of traffic signals. Such techniques allow traffic
signs to be observed continuously, informing drivers about the signs in a timely
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manner, thereby allowing them to follow all driving regulations and adjust to road
conditions. To implement such a feature, two steps are required:

• Detection. In this step, traffic signals are segmented and isolated from the bottom
of an image;

• Recognition. In this step, previously segmented traffic signals are recognized,
usually through a search in an existing database.

In the context of traffic signal detection, color information plays a key role. For
instance, the National Department of Roads (DNER) of Brazil divides Brazilian
traffic signs into six classes: warning, educational, name, work, regulatory, and
auxiliary service. In general, these signs have a specific color, geometry, and sizes.

Although we do not know whether a detection and recognition system exists for
Brazilian traffic signals, several researchers around the world have been proposing
solutions to this problem, exploring information, such as color and geometry
contextualized for the signaling rules of their respective countries. For the analysis
of chromatic information, several color spaces have already been used.

The problem of detecting traffic signals may be seen as a particular case of
the problem of obstacle detection, where the search region is a neighborhood
on the sides of roadway boundaries. Although a priori knowledge of the color
and geometry of traffic signals facilitates detection and recognition processes, the
following factors are present in urban and road environments:

• Differences in lighting due to solar position and shadows must be taken into
account in the chromatic analysis of images;

• Differences in the angle of view and distance between the camera and traffic signs
change the geometry and the expected scale of the board in a projected image.

An additional issue in the detection of traffic signals is the degradation or poor
preservation of traffic signals on national highways. Road signs may have paint that
is worn out or be faded, rusted, or scratched. With that in mind, we briefly describe
some techniques proposed by researchers from various countries for the detection
and recognition of traffic signals.

Fang et al. [12] studied the problem of detection and tracking of traffic signals
in video sequences. Initially, two neural networks are applied, for color features and
shapes, and used for the detection of traffic signs. In subsequent frames of the video,
a Kalman filter is used to track the detected traffic signals. The results presented by
the authors demonstrated efficient detection and tracking under different lighting
conditions and climatic conditions.

Barnes and Zelinsky [2] developed a technique for the rapid detection and
recognition of traffic signals. They explored the radial symmetry of traffic signs for
gray-scale segmentation and used normalized cross correlation in each chromatic
channel in the recognition phase. Although this technique is indeed fast, it is quite
limited because it assumes a circular shape of traffic signs.
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3.5.4 Visual Navigation

Visual navigation systems usually consist of an image base, which is a sequence
of images captured at regular intervals that describe the path to be covered. This
sequence can be “annotated,” which may include the association of actions to be
performed when a certain position is reached. This sequence is the vehicle’s so-
called path memory. The navigation process starts by capturing an image from the
vehicle’s camera. Then it identifies which image in the image base most closely
resembles the captured image (or the current image can also be considered an
initial image as the starting point). A comparison of the image captured by the
vehicle and the current image allows the vehicle to determine what command to
execute. This command causes the vehicle to rotate or to move forward until both
images are correctly framed. After position and orientation adjustments are made,
the vehicle executes the command associated with the current reference image or
simply continues advancing. As the vehicle reaches the target, the current image is
changed by the next image from the image base, and the whole process is repeated.
Usually, the comparison of the image captured by the robot and current image base
images is done using techniques such as normalized cross correlation [7].

This technique has been enhanced continuously for use in omnidirectional
vision systems. Such systems guarantee an additional amount of information and
references on the current position of the robot and allow paths to be navigated in
both directions, that is, a round trip, using only a single sequence of images [26].

3.6 Final Discussion

In this chapter, we have introduced the concept of the autonomous car and described
its main components. We described how computer vision methods, as well as the
aggregation of multiple sensors, can help to abstract information, inferences, and
decision making based on the response to the information. Such methods allow
vehicles to be self-driving or assist the driver in various everyday tasks, such as
parking a car, maintaining constant speed, and other functions.
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Chapter 4
Vehicle-to-Infrastructure
Communication

Abstract Vehicular ad hoc networks (VANETs) provide applications that focus on
driver safety, traffic efficiency of vehicles on public roads, and the comfort and
entertainment of passengers throughout their journey. Some of these applications
require connections to the Internet via an access point (AP) at roadsides, such
as a cell tower or Wi-Fi tower. A connection can generate an overhead of
control messages and could suffer a change of AP that would impact application
performance. Besides the interface connected to APs, vehicles are equipped with
other network interfaces linked to various different technologies. Thus, a vehicular
application can take advantage of the simultaneous use of these various network
interfaces, thereby maximizing throughput and reducing latency. However, these
additional interfaces can also serve as a connection to the APs located at roadsides.
These multiple connections further increase the overhead of control messages and
the time of change from one AP to another, thereby affecting the network throughput
and, consequently, application performance. This chapter describes techniques
and architectures that manage the communication among APs and vehicles to
allow heterogeneous communications among several network technologies, such as
wireless networks and cellular technology, reducing the impact of communication
overhead on networks.

4.1 Introduction

Some of the applications of vehicular networks require a connection to the Internet
through an AP that is on roadsides, like a cellular tower. The connection may lead
to an overload of control messages and undergo an AP change, which could impact
application performance. The simultaneous use of different interfaces can drasti-
cally improve the performance of applications. Assuming that a vehicle contains
multiple network interfaces linked to different networking technologies, the vehicle
can connect to different domains and access networks. Although these vehicles
can connect to several network technologies simultaneously, modern vehicles are
limited to choosing a standard interface for sending and receiving information. This
limitation is related to the current management model of multiple interfaces, where
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the operating system accesses several interfaces [37]. Usually, operating systems
employ user configuration files or are based on application type to select a default
network interface to send and receive data [21].

To allow the use of more than one network interface at the same time, the
Internet Engineering Task Force (IETF) has developed the technology of IP flow
mobility, which can divide IP flows among multiple links according to application
requirements and user preferences. Some groups of the IETF, such as the IETF
mobility extensions for IPv6 (MEXT) [35] and IETF-based network mobility
extensions (NETEXT) [3], have been working on the development and elaboration
of a protocol that allows for the use of more than one interface concurrently. The
MEXT has standardized a host-based IP flow mobility in Mobile IPv6, enabling flow
bindings for mobile nodes (MNs) with multiple interfaces [35]. This method has an
air resource waste problem, such as establishing IP-in-IP bidirectional tunnel over-
the-air interface, exchanging mobility-related layer 3 (L3), and signaling messages
via a wireless link [14]. To avoid overloading the wireless network, NETEXT
has discussed the use of a network-based IP flow mobility in Proxy Mobile IPv6
(PMIPv6). This solution has a limitation in that the flow mobility of MNs should be
initiated and controlled only by network-side entities [14].

Nowadays another way to manage communications between vehicles and a
shoreline infrastructure is through architectures based on software-defined network-
ing (SDN). SDN [22, 28] is an emerging network management paradigm that
involves separating control decisions from the actual forwarding hardware in a
move aiming to simplify the management of such networks and open them up to
innovation [8]. This technology brings greater flexibility and programmability for
the management not only of vehicle mobility but also services and applications for
vehicular networks.

This chapter describes techniques and architectures that manage communica-
tions between APs and vehicles to allow heterogeneous communication between
several network technologies, such as wireless networks and cellular technology,
thereby reducing the impact of this communication on networks. The rest of this
chapter is organized as follows. Section 4.2 describes the concept of vehicular-
to-infrastructure (V2I) communication. Section 4.2.2 introduces the basic SDN
architecture and the concepts that involve this architecture and discusses the main
challenges and issues for potential future studies. Section 4.2.1 presents the mobility
manager methods, protocols, and techniques that can be used to address the mobility
manager; the section also discusses the main challenges and issues for future studies.
Finally, Sect. 4.3 briefly summarizes the chapter.

4.2 Vehicle-to-Infrastructure Communication Concepts

The aim of V2I communication is to carry out communication between vehicles
and a shoreline infrastructure, which can be cellular or wireless antennae. This
communication seeks to provide connectivity to the Internet and enable services
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Fig. 4.1 V2I communication

and applications from data centers, the cloud, and other sources to vehicles [25].
Therefore, to establish such communication, a set of mechanisms must be designed
to manage the mobility of vehicles, such as the exchange of vehicles from one AP
to another without the user noticing the change. Also, the communication must
deal with data flow and the management of data streams transmitted through the
network. Figure 4.1 provides a general illustration of the described existing V2I
communication scenarios.

What follows is a description of the mechanisms and technologies that assist in
the management of mobility and control of traffic between roadside units (RSUs)
and vehicles that travel in urban environments.

4.2.1 Mobility Management

Mobility management has two main components [2]: location management and
handoff management. Location management allows a system to track the location
of MNs among different APs where the nodes have been connected along their path.
Handoff management enables mobile devices to switch networks while keeping the
connection active.

In next-generation systems, two types of roaming exist for mobile devices:
intrasystem (intradomain) and intersystem (interdomain). Intrasystem roaming
happens in the movement of devices between different cells of the same system. The
management techniques for intrasystem mobility are based on the same protocols
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and network interfaces. Intersystem roaming occurs in the movement of devices
between different backbones, protocols, and technologies. Consequently, the condi-
tion of having intra- or intersystem roaming characterizes handoff and localization,
meaning roaming can classify the type of mobility management in intra- or inter-
handoff management and intra- or inter-system localization management [1].

Due to the heterogeneity of the protocols and technologies involved, the handoff
of intersystem management presents a level of complexity that is much higher than
intrasystem management. Several works in the literature proposed by researchers
advocate implementation at different layers of the TCP/IP protocol stack. The
possible alternatives are implementations at application layers, networks, links, and
cross layers [1, 32].

4.2.1.1 Handoff

When a vehicle connected to an AP moves away from the AP coverage area, the
signal level of the device undergoes degradation. When approaching another AP
with a stronger signal level, a mechanism in the network is required to maintain the
state of connection of the device, transferring responsibility for the communication
to the new AP. This mechanism that transfers the communication of a device from
one AP to another is known as handoff.

Also, an agent located on the user’s device can decide to perform a handoff
based on well-defined policies, such as bandwidth, cost, security, network coverage,
quality of service (QoS), or even user preferences [26].

There are three types of handoff. Handoffs that occur between APs to the
same technology are called horizontal handoffs. Handoffs that occur between APs
belonging to different networks, such as Wi-Fi for 3G, are called vertical handoffs.
Thus, a vertical handoff allows the transfer between heterogeneous cells of access
networks that differ in many respects, such as bandwidth and signal frequency.
These particular features of each network implement vertical handoffs in a very
complex manner compared to horizontal handoffs, but standards exist to aid in their
implementation, such as IEEE 802.21.

The aim of harnessing network resources of different technologies at the
same time motivates diagonal handoffs that, instead of changing the link of a
network connection, use two different network interfaces to communicate. This
particular handoff causes a greater flow of data; however, it offers a difficulty in
its implementation that is higher than in a vertical handoff.

Handoff decision metrics are used as a yardstick to determine when a handoff
is required. Traditional handoffs were only based on radio signal quality and
channel availability. In the new generations of heterogeneous wireless networks,
new handoff metrics are required to allow high user mobility and to minimize
handoff delay. In [27] some handoff decision metrics are proposed:

• Type of Service. Different types of service require different types of reliability,
delay, and rate of transmission.
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• Cost. Cost is an important factor for users. Because different networks may have
different charging strategies, cost-based network choice affects user choice in
handoffs.

• Network Conditions. Parameters related to network status, such as traffic,
bandwidth availability, delay, and congestion (loss of packets), need to be
considered for efficient network usage. The use of information related to the
state of a network to choose the handoff can be useful for load balancing between
different networks, allowing for reduced congestion.

• System Performance. To ensure high system performance, a variety of param-
eters can be employed in the handoff decision, such as channel propagation
characteristics, path loss, signal-to-noise ratio, and error of bit transmission.
In addition, battery charging can be a major factor for some users. When the
battery level is minimal, a user can choose to do a handoff based on the battery
consumption of the network, for example, for a Bluetooth network.

• Mobile Device Conditions. Vehicle features include dynamic factors, such as
speed, type of movement, location, and movement history.

• User Preferences. User preferences can be used to submit special requests to the
network.

4.2.1.2 Proxy Mobile IPv6

Proxy Mobile IPv6 (PMIPv6), as specified in [11], provides a network-based
mobility manager for connecting hosts to a PMIPv6 domain. PMIPv6 introduces
two new functional entities: the Local Mobility Anchor (LMA) and the Mobile
Access Gateway (MAG). MAG is the first layer that detects a MN associated with
this node and offering IP connectivity. The LMA is the entity that assigns one or
more home network prefixes (HNPs) to the MN.

The fundamental basis of PMIPv6 is the MIPv6, extending MIPv6 through
the addition concepts like the functionality of the home agent (HA). The LMA
and MAG establish a bidirectional tunnel for routing all data traffic belonging to
MNs. Mobility management supports freedom of movement within the PMIPv6
domain, meaning a mobile host can move freely within the PMIPv6 domain without
changing its IP address [4].

Figure 4.2 shows a simple topology of the PMIPv6 protocol. This topology has a
MN, a MAG connected to an AP, and a LMA that is connected to the corresponding
node (CN). The CN can be any node on the Internet.

By default, the entire decision to move from one AP to another is made by the
LMA, which manages the addresses of the MNs connected to its domain. The MAG
registers a new user on the network, so the LMA can be aware that a particular node
is connected to some MAG managed by it.

When a vehicle wants to enter a network, the source MAG senses the MN
attached event. The source MAG uses the acquired MN identifier to send a Proxy
Binding Update (PBU) to the LMA for the registration process. After the LMA
receives the PBU message, it checks the ID of the vehicle in its Binding Catch
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Fig. 4.2 Topology and
components of PMIPv6

Entry (BCE). If the ID does not have an entry in the BCE, it is added. Then the
LMA provides the HNP of the MN to the source MAG by sending a Proxy Binding
Acknowledge (PBA) back to the source MAG. The LMA configures the IP tunneling
on its side at the same time. When the source MAG receives the PBA from the
LMA, it establishes a tunnel on its side. Then the source MAG advertises the router
advertisement (RA) message in the access link. It provides a HNP for the vehicle.
If the vehicle does not receive the RA, it sends a router solicitation (RS) message to
get the RA.

When a vehicle roams to another region in the localized network, it detaches
from the source MAG. The source MAG senses this event and sends a PBU for
a deregistration procedure to the LMA. The LMA receives the PBU message and
starts the BCEDelete timer to delete the entry of the MN in the BCE. Then a PBA
message is received from the LMA to the source MAG. When the target MAG
senses the vehicle attached event, it sends a PBU message to the LMA. The LMA
adds the new vehicle entry in its BCE, configures the IP tunnel, and sends the PBA
message to the target MAG. Then a tunnel between the target MAG and the LMA
is established. The target MAG advertises the HNP to the vehicle by sending a RA
message. Figure 4.3 describes the mobility management process using PMIPv6.

4.2.1.3 IEEE 802.21

IEEE 802.21 [10] is an IEEE specification effort that aims to allow transfers and
interoperability between heterogeneous networks, including 802 standards and non-
802 networks. One of the main ideas of IEEE 802.21 is to provide a common
interface for managing events and control messages exchanged between devices
on networks that have different technologies.
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Fig. 4.3 Mobility management process using PMIPv6

The goal of IEEE 802.21 is to improve and facilitate the use of MNs, providing
uninterrupted channel transmission across heterogeneous networks. To this end,
delivery procedures may use the information collected from mobile terminals and
the network infrastructure. At the same time, several factors can determine the
distribution decision: service continuity, class of applications, QoS, negotiation of
QoS, security, and so on.

The most important tasks of IEEE 802.21 are the discovery of new networks in
the environment and selection of the most appropriate network for a given need [19].
Network discovery and selection are facilitated by network information exchange,
which helps a mobile device determine which networks are active in its vicinity,
allowing the mobile terminal to connect to the most appropriate network based
on its handoff policies. However, the realization of this new connection presents
a significant limitation, the disconnection time of the old base station, indicating
that the execution of make-before-break is slow [30].

The core of 802.21 is the Media Independent Handover Function (MIHF).
The MIHF must be implemented on every IEEE 802.21-compliant device (both
hardware and software). This function is responsible for communicating with
different terminals, networks, and remote MIHFs, as well as providing information
services to the upper layers. Figure 4.4 illustrates the IEEE 802.21 service layer and
its location in the TCP/IP protocol stack.

The MIHF defines three different services: Media Independent Event Service
(MIES), Media Independent Command Service (MICS), and Media Independent
Information Service (MIIS) [13].

MIES provides event classification, event filtering, and event reporting that
correspond to the dynamic changes that occur in the link about the feature, state, and
quality of the network link. The MIHF must register at the binding layer to receive
binding events, while the upper layers interested in MIH events must register with
the MIHF to receive those events. Events can be generated by the local stack or
the remote stack of the Point of Access (PoA) that is acting as a point of service
(PoS). MIH events and link events are divided into six categories: administrative,
state change, link parameter, predictive, synchronous link, and link transmission.
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Fig. 4.4 MIH services [9]
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MICS allows MIH users to manage and control link characteristics relevant
to handoff and mobility. The MIH commands originate in the upper layers of
the MIHF. In the scope of this function, these commands become a remote MIH
command for a remote stack and go to the lower layers as link commands of the
MIHF. Link commands are specific to the access network in use and are only local.

MIIS confers the ability to obtain information required for handoffs, such as
neighborhood maps, link layer information, and service availability. Briefly, this
service provides a two-way road for all communication layers to share information
elements (IE) to aid in handoff decision making.

These IEs are split into five groups: general information, such as area operators;
access network, such as cost, security, and QoS; AP information, such as location,
data rate, and channels; higher layer services, such as subnet information; and other
information, such as vendor-specific information.

4.2.1.4 Proxy Mobile IP with IEEE 802.21 and Other Strategies

In the literature, some works have initiated the PMIP with IEEE 802.21 with the
objective of offering heterogeneous communication between vehicles and RSUs.
These proposals were related to mechanisms that, in some sense, enhance handover
performance by enabling the simultaneous use of multiple interfaces during flow
mobility.

The design of a flow mobility support approach allowed the updating and
full coverage in PMIPv6 [7]. The approach is based on a virtual interface in a
mobile network. A virtual interface makes all physical interfaces hidden from the
network layer and above. Flow Interface Manager is placed at the virtual interface,
and Flow Binding Manager in the LMA is paired with Flow Interface Manager.
These elements manage the flow bindings and are used to select the proper access
technology to send packets. The flow mobility procedure begins with three different
triggering cases, which are caused by a new connection from the MN, by the LMA’s
decision, or by request from the MN.
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Another work focused on the design and implementation of flow mobility
extensions for PMIPv6 [24]. To do this, PMIPv6 was extended to support dynamic
IP flow mobility management across access wireless networks according to operator
policies. Considering energy consumption as a critical aspect for handheld devices
and smartphones, the researchers assessed the feasibility of the proposed solution
and provided an experimental analysis, showing the cost associated with energy
consumption of simultaneous packet transmission/reception using multiple network
interfaces. In this approach, the network, in particular the mobility anchor, is the
decision control entity.

Another handover mechanism is aimed at allowing streaming over IP [14]. The
mechanism is optimized for packet traffic and is based on network-based mobility
management. The proposed mechanism uses the fast handover protocol PMIPv6
(FPMIPv6). Since this protocol does not support flow management, the handover
approach required the definition of new mobility headers; the handover initiation for
flow mobility (HIF) sends information from a MAG to other MNs. This handover
scheme also incorporates another message to acknowledge that the handover is flow
mobility (HAF), which is an extension of the handover acknowledgment message
(HACK) responsible for sending commands to the MAG. The HACK message is
defined in the FPMIPv6 protocol. These headers are an extension of the Handover
Initiate (HI), which is responsible for the mobility management in the FPMIPv6
protocol. This extension was carried out to attain improved efficiency in the flow
of carrier mobility in FPMIPv6. In addition, a new mobility option allows for the
transmission of information about the communication interface, called the interface-
status-and-action (ISA) option, which indicates the MN status, as well as the
expected action of the MN’s network interface.

A new mechanism for selective IP traffic offload (SIPTO) considers vehicular
communication networks [21]. This mechanism provides support for offload data,
seamless transfer, and IP flow mobility to mobile devices equipped with multiple
interfaces. The authors created a mechanism called Multilink Striping Management
(MSM), which allows data transfer flow and mobility between different access
network technologies. Reports about link quality and network status, such as the
network core and access, are used as triggers for the MSM. These triggers support
the decision on whether there is a change in flow, either a data offload or handover,
needed to avoid session interruptions. The Media Independent Handover (MIH)
services are used to trigger the need for a change of flow offload data or handover.
Through the use of primitives, MIH, IP flow mobility, handover, and data offload
are performed smoothly, allowing better use of network resources while enhancing
network capacity.

The Seamless Flow Mobility Management Architecture (SFMMA) consists of an
architecture that serves as a common infrastructure to seamlessly enable multiaccess
technology in wireless networks [25]. SFMMA works with WiMax and LTE
technologies, as well as technologies for wireless carrier networks, providing a
continuous and transparent connection to vehicular applications. The purpose of
this architecture is to maximize network traffic while maintaining the minimum
requirements of vehicular applications, such as packet loss, throughput, and delay.
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Table 4.1 Works that deal with resource manager base on infrastructure

Work Protocol Auxiliary Decision Technology State

Choi [7] PMIPv6 HUR, HUA,
Flow mobility
messages

LMA, MN Wlan, WiMAX,
PPP (3G)

No

Melia [24] PMIPv6 – LMA Wi-Fi, 3G No

Kim [14] PMIPv6 HIF, HAF, ISA
messages

MN Wi-Fi, 3G No

Makaya [21] MSM MIHF MN Wi-Fi, 3G Yes

Meneguette [25] PMIPv6 MIHF MN, MAG, LMA LTE, 802.11p Yes

HUR HNP Update Request, HUA HNP Update Acknowledge

Thus, a stream manager was created based on the application class of the vehicle
networks and state of each active network in the environment. However, this
proposal presents a high number of control messages to establish the return flow
between interfaces, which is due to the use of the 802.21 protocol for performing
the change of flow. For instance, for a change of flow initiated by a MN, at least
13 control messages are required, which can leave management slow and possibly
generate unstable mobility.

Table 4.1 summarizes the characteristics of those works that address the proposed
flow mobility management: (1) the technology used for mobility management
(protocol); (2) the use of other protocol or messaging auxiliary (auxiliary); (3) the
device used to initialize or to make decisions on flow changes (decision); (4) which
network technology it has been tested into (technology); and (5) whether it takes
into account the state of the network and its flows (state).

Although these works present efficient solutions to managing the mobility of a
vehicle, all of them introduce a high number of control messages due to the features
of the 802.21 protocol. Also, the decision-making mechanism to switch from one
AP to another needs to be simple and optimized to make a quick choice about which
RSU a vehicle can connect to.

4.2.1.5 Discussion and Challenges Encountered

It is necessary to emphasize the relevance of the use of the 802.21 protocol, which
is a standard established by the IEEE for the assistance of mobility management in
heterogeneous networks. Unlike proprietary or cross-layer protocols, this protocol
is used for any network technology and not restricted to a single technology. The
802.21 protocol plays an important role because, in addition to being a generic
protocol capable of serving any current network technology, it allows the capture of
network states through its functions and messages. However, the protocol performs
no practical management of mobility, meaning that it does not deal with addressing
and routing information flow. This condition consequently requires that the PMIPv6
protocol manage the addresses and prefixes of each vehicle. Unlike the presented
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MSM, the PMIPv6 is an extension of the MIPv6 protocol. Thus, the PMIPv6 has
standardized and well-known functions, facilitating future interoperability among
various flow mobility management protocols.

Therefore, one of the great challenges is to determine the application of such
protocols without the use of control messages of both 802.21 and PMIPv6 protocols,
avoiding the overload of the network. By doing so, a more concise information
exchange, not only between vehicles but also between vehicles and the RSU, is
implemented, consequently introducing faster decision making and a change in APs.
Although the PMIPv6 protocol deals with the handling and addressing of vehicles, it
establishes no policy that would define the change between APs. Hence, identifying
and developing protocols for fast and efficient AP change is extremely challenging.
The speed of vehicles, road conditions, and the service being offered significantly
affect the handoff when not only attempting to attend to the needs of the vehicular
network but also maintaining the quality of user experience.

4.2.2 Software-Defined Networking

SDN is an emerging technology that is manageable, dynamic, adaptable, and cost-
effective. SDN can provide flexibility, programmability, and centralized control
using various techniques, such as packet routing, wireless resource optimization,
interference avoidance, and channel allocation. SDN allows forwarding in multi-
hop, multipath scenarios, as well as network heterogeneity and efficient mobility
management [33].

SDN consists of network management, which separates the data plane, where
the forwarding of packets on the network interface toward the intended destination
is performed, from the control plane, where the logical procedures are executed and
all decisions are taken [5]. Thus, SDN can bring flexibility and programmability to
networks, opening them up to innovation. Figure 4.5 illustrates a simplified view of
the SDN architecture.

In practice, network elements, such as switches, follow a set of rules and policies
defined by a logically centralized controller, the SDN element, which contains the
actual network intelligence. Therefore, the main element of the SDN is the controller
that communicates with the network switches that forward packets according to
the controller-installed rules. Furthermore, the controller communicates with the
network applications via a northbound API and translates their requirements into
appropriate network decisions. The northbound API serves to provide a program-
ming abstraction to the upper layers [16]; so far, there is no standard northbound
API. The southbound API is used to enable communication between the data plane
and the control plane. One of the most widely used southbound API protocols in
SDN networks is Openflow [23].

OpenFlow is the first standard communication interface defined between the
control and forwarding layers of an SDN architecture that consists of a set of
specifications maintained by the Open Networking Forum (ONF). Furthermore,
OpenFlow is an open standard that enables researchers to run experimental protocols
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Fig. 4.5 Simplified SDN architecture [16]

in campus networks. The standard is added as a feature to commercial Ethernet
switches, routers, and wireless APs and provides a standardized hook to allow
researchers to run experiments, without requiring vendors to expose the internal
workings of their network devices. Therefore, OpenFlow allows direct access to
and manipulation of the forwarding plane of network devices, such as switches and
routers, both physical and virtual.

In its specification, OpenFlow is defined as an abstract packet-processing
machine, called a switch, as described in Fig. 4.6. The switch processes packets
using a combination of packet contents and switch configuration states. Moreover,
an OpenFlow Logical Switch consists of one or more flow tables, a stage of the
pipeline that contains flow entries, and a group table, a list of action buckets and
some means of choosing one or more of those buckets to apply on a per-packet basis.
The switch performs packet lookups and forwardings on one or more OpenFlow
channels, which are the interface between an OpenFlow switch and an OpenFlow
controller used by the controller to manage the switch.

Each flow table in the switch contains a set of flow entries; each flow entry
consists of match fields, counters, and a set of instructions to apply to matching
packets. Through this information, the controller can add, update, and delete flow
entries in flow tables, both reactively, in response to packets, and proactively.

With OpenFlow, the data plane elements become devices that just forward
packets according to rules installed by the controller [20]. The general flow of a
packet arriving at an OpenFlow switch can be described as follows:

• The packet is matched against the existing rules. Different versions of the Open-
Flow protocols consider different packet information during a match, but some
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Fig. 4.6 Idealized OpenFlow
switch [29]

examples of information used in this match are the source and destination MAC
address, the VLAN identification, and the source and destination IP addresses;

• If a packet matches an existing rule, perform the associated action. Examples of
actions include dropping the packet, forwarding the packet to a particular port,
or sending the packet to the controller;

• If no rule matches, the packet is sent to the controller, which then decides what to
do with it and installs a new rule in the OpenFlow switch. The next time a packet
of this flow arrives at the switch, it matches an existing rule, so it does not need
to send the packet to the controller. This procedure works much like a cache, in
which the packet is sent to the controller in a cache-miss event. In a future event
of packet arrival, the switch knows what to do with this kind of packet.

Therefore, the switch communicates with the controller, and the controller
manages the switch via the OpenFlow switch protocol. Thus, the OpenFlow can be
defined for manipulating the switch’s configuration state or receiving given switch
events.

4.2.2.1 Software-Defined Networking with Vehicular Network

Several architectures using SDN already exist that aim to perform the control
of communication not only between the infrastructure and the Internet but also
between infrastructure and vehicles. These architectures are based on the abstraction
proposed by the ONF [15]. These architectures introduce new elements and
mechanisms in the SDN controller proposed by the ONF, aiming to enhance the
networking performance.
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Fig. 4.7 ONF/SDN architecture [15]

The abstraction proposed by the ONF splits into a series of layers. (1) The
application layer consists of the end-user business applications that consume
the SDN communication services. (2) The control layer consolidates the control
functionality that supervises the network forwarding behavior through an open
interface. (3) The infrastructure layer consists of the network elements and devices
that provide packet switching and forwarding. Figure 4.7 depicts the architecture in
general terms.

4.2.2.2 An Overview of Smart City Architecture Based on SDN Elements

Vehicular networks can be used to assist in the fight against the ills of big cities,
such as congestion, an inefficient public transport system, and a precarious control
system. A central control system would be based on software-defined networks, in
which the system monitors and controls not only the data flow of the network but
also the traffic of vehicles on streets.

The main objective of the intelligent transport system (ITS) architecture is to
provide QoS in the transfer of information between vehicles and the vehicular road
infrastructure. The exchange can receive information about the state of the network,
make inferences, and take appropriate actions, such as releasing a particular traffic
light for a longer time owing to the high congestion of tracks. Thus, it can lead to
reductions in congestion in a particular place and, consequently, emissions of CO2,
average travel time, and fuel consumption.
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Fig. 4.8 Communication between components

The central concept of SDN is the separation between the control plane and
the data plane. The latter is used for routing data while the former is used to
control network traffic. Several works have already attempted to develop an SDN
architecture for the development of urban ITSs [8, 17, 38]. Figure 4.8 describes a
general abstraction of an SDN architecture for an ITS. Such architectures are usually
implemented using tools. Ryu and OpenvSwitch have been used for the development
of controllers that monitor and control transportation on the roads of a large city
through a vehicular network, with the objective of reducing congestion, informing
drivers about road events, and providing new routes, for instance. The architecture
consists of the following elements:

• SDN Controller. This is the logical intelligence center of a VANET-based SDN
system. The SDN controller controls the behavior of the systemwide network.

• SDN Vehicles. These are elements of the data plane that are controllable by the
SDN controller. SDN vehicles receive a control message from the SDN controller
to perform actions through OpenvSwitch.

• RSU SDN. This refers to fixed data planes that are controllable by the SDN
controller. They are the infrastructure RSUs that are deployed along road
segments.

Figure 4.8 displays the communication between components of the proposed
SDN-based architecture. The control mode includes all operating modes of a system
in which the SDN controller controls any element, in connection with the APs,
the connection between APs and vehicles (RSU road infrastructure), as well as the
connection among the vehicles themselves. The SDN driver does not have complete
control but instead can delegate control over packet-processing details to local
agents. Therefore, traffic control is switched among all SDN elements. Thus, the
controller only instructs SDN vehicles and SDN RSUs to execute a specific routing
protocol with certain parameters.
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Fig. 4.9 Centralized SDN
approach

4.2.2.3 SDN as Manager of Vehicles Communication

When we consider the SDN architecture as a structure that manages communication
among vehicles, it enables an infrastructure that manages the mobility of vehicles
between a network technology and communication bursts. This architecture is
expected to provide greater dynamism and control of mobility because in SDN
the IP header of packets is no longer used directly for packet routing [18] but in
the packet data stream. These fluctuations are identified by the message fields of
the packages, making it flexible and easy to communicate with different network
technologies.

Mobility management using SDN can be divided into three parts [18]:

• Centralized SDN. The SDN controller manages all elements of the network. In
other words, the controller coordinates all SDN switches, as depicted in Fig. 4.9.
Therefore, the controller has a global view of the network and can make the best
decision regarding the exchange of one AP to another and load balancing in the
network, among other decisions. However, this strategy requires a good quality of
communication between switches and the controller, and it must treat scalability
when increasing the number of elements in the network.

• Semicentralized SDN. In this approach, there is not a central controller, but a
set of controllers that can be geographically distributed or deal with different
domains, as shown in Fig. 4.10. Therefore, each controller is responsible for one
set of switches and must deal with communication between other controllers so
that it is possible to switch from one AP to another when vehicles are moving.
Owing to this communication between controllers, the number of packets in the
network is larger so that the exchange of APs is enabled by different controllers.

• Hierarchical SDN. This approach is an extension of the semicentralized one;
however, there is no longer direct communication between the various con-
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Fig. 4.10 Semicentralized
approach

Fig. 4.11 Hierarchical
approach

trollers. In a hierarchical approach, a master controller must manage the other
controllers, thereby creating a hierarchy of controllers, as shown in Figs. 4.9
and 4.11. This master controller manages the subdomains controlled by the
controllers under its domain. Therefore, this approach takes advantage of the
centralized approach, in which the controller has a global network neighbor by
communicating with the controllers below it.

Regardless of how mobility management is handled, SDN provides more
efficient use of a network by reducing the number of control messages needed to
perform AP exchange. For example, we assume users are using a set of applications
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Fig. 4.12 Abstraction of message flows generated by mobility management system with standard
LTE [18]

on their smartphones. These smartphones are connected to a cell phone tower.
However, since these users are on the move, they need to change APs to continue
using the services, considering that such APs and a telephony provider use LTE
technology to provide access to data. If the provider employs all the infrastructure
and functionality of the LTE protocol, the system generates a set of 20 control
messages to perform this AP exchange. However, if the system uses SDN, this
number is reduced to 14 messages for the same hypothetical scenario. Figures 4.12
and 4.13 show an abstraction of the message flows generated by the mobility
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Fig. 4.13 Abstraction of message flows generated by mobility management system with SDN-
supported LTE [18]

management system for performing switching from the current antenna, source
eNB, to the next antenna, target eNB, considering both a solution with and without
SDN [18].

The reduction of messages is possible because SDN incorporates some 802.21
protocol components, as described earlier, that allow better management of network
information. In addition, SDN makes it possible to add other protocols such as
PMIPv6 to aggregate its operation to bring better management of data flows in the
network or other functionality. However, this inclusion can generate an ambiguity
in the functions of the SDN with the added protocol, as is described in Fig. 4.14.
Therefore, the adequacy of the combined protocol is necessary to take advantage of
this integration, as depicted in Fig. 4.15.

In the literature, few studies use this advantage of SDN for the management of
vehicular network mobility. Thus, we describe mobility management works that
consider applications in a wireless network as in a vehicular network.
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Fig. 4.14 Redundancy of PMIPv6 and SDN signaling [34]

Fig. 4.15 Fixed redundancy of PMIPv6 and SDN signaling [34]

A proactive flow management approach enables an SDN controller to set up flow
entries on individually chosen target switches before a packet-in event is triggered
due to handover or new network selection in an SDNized wireless network [12].
For this, the authors used a learning component that could predict the next point
of attachment for mobile hosts. This learning component is implemented in the
SDN control to manage the mobility of users proactively. The approach also uses
OpenFlow as the standard southbound protocol to collect the required parameter
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values from core network switches. The controller obtains required parameter values
from the core network and last mile entities to compute user satisfaction (QoE)
for the offered network services and application type. Thus, the proactive learning
algorithm identifies the potential next point of attachment (PoA) and the optimal
path toward a new PoA, with corresponding flow rules installed on the switches by
the controller.

Mobility SDN (M-SDN) consists of a mobility management scheme for SDN-
based enterprise networks that reduces the traffic pause time caused by a host-
initiated layer-2 handover [6]. M-SDN performs handover preparation in parallel
with the layer-2 handover that involves N-casting of active flows to every potential
handover target. Handover preparation is enabled by effective address resolution and
location tracking. Thus, SDN demands neither host modification nor IP tunneling;
it reduces the traffic pause time caused by a host-initiated layer-2 handover using
handover preparation that projects an imminent handover and performs N-casting to
potential handover targets in parallel with the layer-2 handover. M-SDN designates
a location server together with a mobility application on the controller to keep IP-
MAC addressing binding, topology information, and device location information
to carry out handover preparation, such as handover target projection and N-
casting. This approach can deal with vertical handover and application layer session
continuity for service continuity.

An SDN-based architecture has been proposed to achieve the seamless conver-
gence of LTE and wireless networks [36]. For this, the approach incorporates a
virtual middle box in User Equipment (UE), which is responsible for transmitting
control messages to the network controller and act in accordance with corresponding
commands. The middle box consists of three parts: Agent, Data Forward, and
network interfaces. The Agent is responsible for reporting UE status and exchanging
control signaling with a controller. The data forward module routes packets to
different interfaces according to rules from the controller. The network interfaces
consist of an LTE interface, WLAN interface, and a virtual interface. When UE
connects to the network, either through LTE or WLAN, the virtual interface retrieves
an IP address. This IP address does not change until UE leaves the network or
becomes idle. As the IP address of the virtual interface remains unchanged, services
on the UE can use this interface to set connections to the remote server. Thus, when
a handover is triggered, the controller tells the middle box to connect to a WLAN
AP and deliver new flow table to forwarding devices in the core network to copy
packets to the WLAN network.

A novel SDN-based architecture has been designed to make use of Distributed
Mobility Management (DMM) concepts to deploy fast, flexible, reliable, and
scalable mobility management mechanisms at both local and regional levels [31].
The proposed approach relies on two main entities, the local controller (LC) and
the regional controller (RC), and provides mobility at two differentiated levels. To
achieve this mobility, the architecture contains mechanisms that enable fast layer-2
mobility within a domain, the so-called district. A district is an isolated single-
technology domain, similar to the localized mobility domains of PMIPv6. A district
is composed of a dense deployment of APs connected by a switched network of
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SDN-enabled interconnection nodes (OpenFlow switches). A district includes at
least one gateway (DMM-GW) that connects the district to the Internet and plays a
central role in the interdistrict mobility solution. The approach also used the SDN
to deal with intradistrict mobility.

4.2.2.4 Discussions and Challenges Encountered

A summary of features and mechanisms used in the works presented in this chapter
is given in Table 4.2. A more detailed description of such aspects is presented as
follows.

It is worth noting the benefits of using SDN: a reduction in the number of control
messages in a network and the ease of performing vehicle mobility management. In
addition, SDN facilitates communication between different network technologies,
providing an abstraction between these technologies through the controller and its
switch. Because SDN can integrate with other protocols, it allows greater flexibility
and compatibility with other protocols already well known in wireless networks,
such as 802.21 and PMIPv6. SDN also enables path management to be optimized
based on individual service needs and not bound by the routing configuration. Path
management is especially important in the mobile environment where end users
are constantly changing their location, bandwidth demands vary widely depending
on the type of content being sent, and basic wireless coverage is not uniform.
Furthermore, the flow paradigm in SDN is particularly well suited to provide end-to-
end communications across multiple distinct technologies. Flows can have granular
policies for adequate traffic isolation, service chaining, and QoS management.

Although SDN can bring many advantages in the management of vehicular
mobility, there are still gaps that need to be taken into account when projecting
mobility management mechanisms for vehicular networks. As we can see, few
works have determined the time of connectivity between vehicles with the base
station, which is the time of connection between the MN and the AP. In addition, it is
also interesting to consider the speed and direction of a vehicle so that the controller
can predict the next best AP for the vehicle to connect to. Therefore, there is still a
lack of policy on detention between APs, considering all the peculiar characteristics
of vehicular networks. Another important point is the cost of implementing such
systems, as well as the security of data transfer between vehicles and the MSW.

Table 4.2 Works that deal with resource manager based on infrastructure

Work Contribution Disadvantage

Khan et al. [12] Learning component that can predict next point of
attachment

Complexity

Chen et al. [6] Low-latency handover Complexity

Wang et al. [36] Virtual middle box in UE Cost and complexity

Sanchez et al. [31] Distributed Mobility Management (DMM)
paradigm

Complexity

meneguette@ifsp.edu.br



References 75

4.3 Final Discussion

In this chapter, we have introduced the concept of V2I communication. We
described the management of mobility in vehicular networks showing the problems
of some of the traditional techniques already known in wireless networks but applied
in vehicular networks. These issues include management of some control messages
generated by conventional protocols, as well as the use of access-point-switching
decision models. We also present a new technology to manage the communication
between vehicles and the RSU known as software-defined networking and demon-
strated the benefits of using such technology in performing mobility management.
We also discuss the challenges associated with such technology. Then we listed
and explained the state-of-the-art techniques for mobility management. Finally, we
discussed the significant challenges in the field and research opportunities.
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Chapter 5
Vehicle-to-Vehicle Communication

Abstract Intervehicle communication has spurred an increase in the application
of intelligent transportation systems. The related services and applications use
vehicles to sense a particular region of a city or even monitor traffic conditions
in a given urban area. These applications use the communication between vehicles
to disseminate information and propagate data quickly and efficiently. Thus, the
dissemination of data in a vehicle network becomes an important tool because
certain regional content or information may be relevant to a certain set of vehicles.
However, due to variations in road density, the high mobility of vehicles, the
short time of vehicle residence, and frequent changes in network topology, the
development of an efficient routing or data dissemination protocol for this type of
network poses a challenge. This chapter describes techniques and a protocol that
can be used to perform data dissemination and transmit a data route in a vehicular
network to allow that information to reach its destination.

5.1 Introduction

Currently, new applications and services are emerging for intelligent transportation
systems (ITSs). The main functions of these services and applications comprise
sensing urban environments. Examples of such applications include traffic control,
monitoring of road conditions, and applications that help drivers to obtain relevant
information about traffic conditions and enable drivers to take some sort of action,
such as changing routes to avoid a congested region [13, 44]. These services and
applications require routing protocols so that the information captured by vehicles
can be disseminated in networks. Thus, dissemination is a vital function in this
type of network, because a message may be of great interest to vehicles in a
given region [28]. For example, warnings to avoid collisions and post-crashes
require efficient and reliable data dissemination. Communication among vehicles
is particularly needed when the distances between sending and receiving vehicles
are greater than the radius of communication.

However, vehicular ad hoc networks (VANETs) face some challenges regarding
data dissemination owing to variations in vehicle density and frequent changes in
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network topology induced by high vehicle mobility and short-range communica-
tions [41]. These challenges limit the use of existing data dissemination protocols
for mobile networks [10]. Therefore, new protocols must be designed, taking into
account the intrinsic characteristics of vehicular networks.

Protocols for data dissemination in VANETs should consider two key issues.
The first, known as a broadcast storm, occurs when multiple vehicles try to
broadcast simultaneously. These storms cause high data traffic, network congestion,
packet collisions, and even service interruption at the media access control (MAC)
layer [29]. The second, known as a network disconnection, occurs when the number
of vehicles in an area of interest (AOI) is not sufficient to perform the dissemination
of data between groups of vehicles close to one another [2]. In this scenario,
if the vehicle is not aware that the network is disconnected when it receives a
new message, it simply retransmits the message in broadcast and discards the
message in sequence. Since there is no other vehicle within the transmitting area
of the sending vehicle to receive the message, it is simply lost. The problem of
network disconnections is very common in a VANET because of the sparse and
random distribution among vehicles. Such a problem poses major challenges for the
dissemination of data since messages cannot be easily forwarded between partitions.

This chapter describes techniques and protocols that perform routing and data
dissemination among vehicles so that the information is propagated in a vehicular
network. The rest of this chapter is organized as follows. Section 5.2 describes the
concept of vehicle-to-vehicle (V2V) communication. Section 5.3 discusses some
techniques that use the data dissemination protocol and routing protocols. Finally,
Sect. 5.5 briefly summarizes the chapter.

5.2 Vehicle-to-Vehicle Communication Concepts

The aim of V2V communication is communication among vehicles. This commu-
nication enables collaboration and coordination between vehicles, allowing for the
dissemination of information without the need for any infrastructure. Due to the
unique characteristics of vehicular networks, that is, their high mobility and low
communication time, it becomes a challenge to develop communication protocols
and efficient data dissemination without impacting the performance of the networks.
Figure 5.1 provides a general illustration of the described V2V communication
scenarios.

Owing to the features of vehicular networks, as well as the need not to
overload networks with retransmission messages and many control messages in the
network, the protocols for routing and data dissemination must deal with several
challenges:

• Broadcast Storm. The flooding of messages in a network is caused by the
sending of messages by several vehicles simultaneously.

meneguette@ifsp.edu.br



5.2 Vehicle-to-Vehicle Communication Concepts 81

Fig. 5.1 V2V
communication

• Network Disconnection. The movement of vehicles and the communication
radius leads to network fragmentation, and a vehicle cannot directly forward data
to other vehicles.

To deal with these challenges, some techniques consider the position of vehicles,
the area of communication, time of communication, and other aspects. What follows
is a description of the techniques used to handle broadcast storms and network
disconnections.

5.2.1 Technique for Dealing with Network Disconnection

The most widely used technique for dealing with network partition is known as
store-carry-forward. This mechanism allows a vehicle that is routing data to store
the information if it finds fragmentation in the network; the data are not discarded.
Figure 5.2 depicts three network fragments. For the development of this mechanism,
we can use some strategies like timing and control messages that are used for the
detection and management of network fragmentation.

In timing, vehicles are not aware that there is fragmentation in the network,
making it difficult to detect this disconnection. For the data to not be lost due to
this fragmentation, the vehicle attempts to forward that message in the network
from time to time. However, this mechanism may bring a substantial overhead to
the network. One solution to decrease the number of messages in the network is to
count the number of attempts that are made and to establish some valid attempts.
Thus, the communication is less costly by reducing the number of messages in the
network; however, there is no precise value for limiting the number of transmission
attempts; the value is an trade-off between making routing possible without data
being lost and avoiding to generate unnecessary data in the network.
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Fig. 5.2 Example of
networking fragments in
urban environments

When we consider the use of control messages, that is, the use of beacon message
that can be sent every 1 s by vehicles to inform about their position, direction,
and speed, among other information [17], this message is often used to detect the
presence of a nearby vehicle. Thus, if a vehicle receives a control message, it knows
there are vehicles nearby. Because such information is sent within a fixed period of
time, the vehicle can be considered inexistent with the failure to receive this type of
message for a long period, possibly as a result of a disconnection or fragmentation
in the network.

In addition to assisting in detecting network fragmentation, these messages can
be used in the store-care-forward mechanism to inform the vehicle of the appearance
of a new connection and allow the vehicle to forward the data to the destination.
Thus, when a vehicle receives this control message, it knows that there are vehicles
nearby that can further disseminate the information. Therefore, the control message
becomes an information mechanism for store-care-forward mechanisms so that it
can repropagate its information to other vehicles.

Finally, using the store-care-forward mechanism embedded in routing protocols
and data dissemination protocols, it is possible to reduce congestion generated by
the disconnection of a vehicle due to its high mobility and low connection time
between vehicles.

5.2.2 Technique for Dealing with a Broadcast Storm

The exchange of messages for the dissemination and routing of data consists of
another major challenge in Vehicular Networks. In other words, control messages
are needed to properly convey correct information to recipients, but they most likely
lead the network to overburden when they transmitted in a mesh fashion.

To reduce the number of messages required for to route and disseminate given
data, a vehicle selection mechanism is used to retransmit the information. The
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Fig. 5.3 Example of an transmission zone to cope with network fragmentation

selection of these vehicles usually relies on the communication envelope area of
the vehicle that transmits or routes the data, location, and direction of all vehicles
within the communication area of the transmitter.

The choice of vehicle for routing the data can be based on both the transmitter of
the information and the vehicles near it. The choice of which vehicle to use to route
information depends on the strategy applied by the routing protocol. Both forms of
routing selection may use location and direction information.

One of the techniques used is the division of the communication coverage area
into transmission regions, called retransmission zones [49]. Thus, vehicles within
that transmission zone are more likely to retransmit the information than vehicles
outside that retransmission area. This technique is often used in urban environments,
where it suffers a change of density in its pathways, having good performance
both in a dense environment with many vehicles and in a sparse environment with
few vehicles. Figure 5.3 illustrates the transmission range of the transmitter in
retransmission zones; the vehicles within that zone become the data relays.

When we consider the location and direction of vehicles, the position of the trans-
mitter is almost always used as reference to determine distances between vehicles.
The vehicle nearest, farthest, or at an intermediate distance to the transmitter can
relay the information. These methods use a beacon to trap vehicles to calculate their
distances and decide which one will carry out the retransmission. Such decoding
can start from the transmitter, that is, the transmitter calculates the distance towards
all its neighbors; after it calculates and verifies who is the farthest, the transmitter
later forwards the information to a vehicle farther away. Other variations of this
type of strategy use vehicles that are closer and at a medium distance. The decoder
can be in charge of the relay’s neighboring nodes. The transmitter sends the data to
all its neighbors and the neighboring vehicles that calculate the distance between it
and the transmitter to decide whether or not it will carry out the retransmission of
the information. Figure 5.4 describes this technique, treating the green vehicle as
the transmitter and the red vehicles as the vehicles that perform the retransmission
due to the distance between them and the transmitter. To assist in this technique,
vehicle steering is used to increase the efficiency of the mechanism. However, these
techniques do not perform well in low-density urban environments due to the high
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Fig. 5.4 Example of routing,
store-carry-forward, based on
location and direction in
Vehicular Networks. Green
vehicle is the original
transmitter, red vehicles are
relay nodes, and yellow
vehicles the destination node

fragmentation rates, and a store-care-forward mechanism is required to increase
their efficiency.

The location is just another parameter widely used by routing protocols. These
protocols always select vehicles that are closest to the destination for information
relay within the coverage area of the transmitter. Like the previous technique, this
technique is not recommended for low-density environments, requiring a store-care-
forward mechanism or other vehicle search engine to increase the performance of
the mechanism.

Another technique used to select the retransmitters is the amount of neighbors
a vehicle can have. The transmitter sends the data to be retransmitted to the
vehicle that has a larger number of neighbors, so it increases the likelihood that
the information will arrive at its intended destination.

These techniques use a beacon as a support mechanism for the abstraction of
location information, speed, and direction. With this information, the vehicle can
calculate the number of neighboring vehicles, the distance between vehicles, and
the time of connectivity between them. All this information is used by the selection
and retransmission techniques, which we have described previously.

Protocols use the techniques described in the following sections to perform
data routing and dissemination efficiently without overloading the network with
unnecessary information or with a lot of control messages. In the next section, the
main routing and data dissemination protocols for vehicular networks are described.

5.3 Routing and Data Dissemination Protocols

Currently, several communication protocols support applications and services for
vehicular networks. These protocols aim at minimizing delay, packet loss, and
control messages and seek to maximize network throughput.
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There are various ways to classify the routing and data dissemination protocols
in vehicular networks [5, 8, 17]. However, we adopt the following classification:
ad hoc, based on geographic positioning, cluster-based, geo-cast, multicast, and
broadcast.

5.3.1 Ad Hoc Routing

This class of protocols is based on the network topology, which is determined by the
distribution of vehicles in the network, as well as the information about the existing
links among vehicles.

This class of routing protocols can be subdivided into three subclasses:

• Proactive. Information is stored in each form vehicle of a table. The table is
shared by all vehicles, and to keep the information in this table consistent,
updated data are sent over the network if any value in that table is changed. Thus,
these updates consume a portion of the network bandwidth. Also, these protocols
may be inefficient in a high-mobility scenario because of the number of update
messages resulting from the frequent changes to network topology. Examples of
this type of protocol category include the Optimized Link-State Routing (OLSR)
protocol [14], Wireless Routing Protocol [31], and the Topology Dissemination
Based on Reverse-Path Forwarding (TBRPF) protocol [36].

• Reactive. Vehicles do not have a routing table, so a route must be found
when there is a message request. The protocol creates routes only when the
source wants to send data to any destination. When the source-destination
route is found, the source then starts to use it for a period. These reactive
protocols use a mechanism and flood to establish a route, which can generate
substantial overhead due to the broadcast storm and the number of routes that
can be generated by the vehicles involved. Examples of this type of protocol
category include Proactive Ad hoc On-Demand Distance Vector (Pro-AODV)
routing [32], Dynamic Source Routing (DSR) [15], and AODV + Preferred
Group Broadcasting (PGB) [34].

• Hybrid protocol. This is a combination of a reactive protocol with a proactive
one to reduce the amount of messages caused by both protocols and to reduce
the network delay caused by the creation of routes by the reactive protocol,
bringing greater efficiency to the routing protocols. For this purpose, these
protocols divide vehicles into different zones to improve the time of discovery
and maintenance of routes. Like the other protocol categories, this category was
not developed for scenarios with high vehicle mobility or with a highly dynamic
network topology. Consequently, their performance is not relevant for vehicular
networks. An example of such a protocol is a hybrid ad hoc routing protocol
(HARP) [43].

The ad hoc protocols most geared toward wireless networks were inherited by
the network carriers at the outset. However, because of the different characteristics
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of the two networks, these protocols did not show good performance, as revealed in
the studies by [33, 39]. These studies showed that most ad hoc protocols, such as
AODV and DSR, suffer from the natural dynamism of node mobility since they tend
to have low communication throughput. In the work of Wang and colleagues [21],
the AODV protocol was evaluated in a real experiment with six vehicles in which
each vehicle had an IBM A-model laptop with an IEEE 802.11b NIC PCMCIA
card. It was shown that the AODV protocol was unable to quickly find, maintain,
and update long-distance routes in a vehicular network. There is large packet loss
due to excessive routing error, making it difficult to establish a TCP connection.
Therefore, some changes are made in the existing ad hoc protocol so that it can
handle high mobility with highly dynamic topology. In what follows we describe
some ad hoc routing protocols.

One of the well-known protocols in wireless networks is the OLSR protocol [14].
It is proactive, meaning it periodically exchanges information about the network
with the nodes to constantly update its routing tables. This is a protocol based on
link states. Its main function is to limit the number of network nodes that forward
link states to eliminate redundant messages. For this, a technique called multipoint
relay (MPR) is used.

The OLSR limits the number of vehicles that relay information. This approach
works as follows. Among the vehicles in a network are some called MPRs. The
choice of each MPR is made by a consensus among its one-hop neighboring nodes.
Thus, when information needs to be updated on the network, packets sent by a
vehicle reach all its neighbors; however, only the MPRs are able to relay the infor-
mation later. This process repeats itself with the next nodes receiving the packets.
In this way, each vehicle only receives the information once; no vehicle receives
the packages more than once. The OLSR protocol is a more organized and efficient
way to manage control packet traffic between two vehicles; it always looks for the
shortest route. These mechanisms maintain in each vehicle an updated route table.
However, for this, a large number of control messages are generated in the network.

The TBRPF protocol [36] is a proactive protocol based on link-state routing
intended for an ad hoc wireless network. Each vehicle that uses this protocol
calculates a source tree based on information from the partial network topology
stored in the topology table. This source tree provides the shortest path for all
reachable vehicles, so TBRPF uses a modification of the Dijkstra algorithm. To
minimize the number of messages in the network, each vehicle sends only from its
source tree to its neighbor.

Therefore TBRPF sends periodic messages about different updates to keep all
neighbors informed about part of their source tree. Also, in this protocol, the
function of neighbor discovery is performed by Hello messages that only report
path state changes. These messages are much smaller than those of other link-state
routing protocols such as Open Shortest Path First [30]. This protocol has a relevant
amount of messages to keep the source tree up to date.

Namboodiri et al. [33] considered the routing of a vehicle with a gateway. The
scenario of a highway was used in the simulation, in addition to information about
the nodes, like speed and location, to predict the lifetime of the link. The strategy
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for reducing the effect of frequent interruption of routes was the development of
protocols based on the prediction. One of the protocols was the PRAODV, which
constructs a new alternative route before the estimated useful life of the link.
PRAODV-M, on the other hand, chooses the path that has a longer predicted useful
life among multiple route options, instead of selecting the shortest path in AODV
and PRAODV. The simulations revealed a small improvement in package delivery
rate, but the method depends on the accuracy of the forecasting method.

PGB [34] is a routing protocol that aims to reduce network overhead caused
by the AODV protocol route discovery mechanism. For this purpose, this protocol
uses vehicles that are traveling as wireless hosts. Also, PGB uses signal strength
to determine which vehicles will forward information. Only one vehicle from the
selected group will perform the retransmission.

This protocol has some limitations, like taking more time for path detection due
to group creation and relay selection. A packet may be dropped due to a lack
of a vehicle in the relay group. To reduce this problem, the authors developed
packet replication [34], which determines that two retransmission group nodes can
retransmit simultaneously, thereby generating the same overhead caused by the DSR
protocol [15].

Harp [43] represents a combination of reactive and proactive zone-based mecha-
nisms. HARP is divided into two levels, intrazone and interzone, depending on the
location of a vehicle. Intrazone routing uses a proactive mechanism, and interzone
routing uses a reactive mechanism. In this protocol, each vehicle retains only
information about vehicles that are in the same zone or its neighboring zones.

HARP uses distributed dynamic routing (DDR) [35] to create zones and to
aid in the proactive process, in other words, it manages network topology. HARP
also has a mechanism for discovering and maintaining paths to satisfy application
requirements. For path generation and selection, the HARP is based on [46], in
which are differentiated vehicles at various levels depending on the zone they belong
to, thereby reducing both the bandwidth used and the amount of energy consumed
to carry the information forward.

5.3.2 Geographic Positioning Protocol

Positioning-based routing uses geographic information obtained from city maps,
traffic patterns, or vehicle onboard navigation systems. Thus, vehicles know their
location and their neighboring vehicles through this location information. Vehicles
can make use of positioning information to decide on the time for forwarding
information. According to Li and Wang, this routing model was identified as the
most promising routing paradigm for VANETs.

This category of routing protocol may or may not use a store-carry-forward
mechanism to deal with more scattered urban environments, such as environments in
which there is highly frequent disconnections in the network. Also, position-based
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Fig. 5.5 Operation of GPSR protocol

protocols can be used as beacons to aid in capturing location, direction, and speed
information.

Protocols based on geographic positioning, placed within a city, face great chal-
lenges since vehicles have an unequal distribution; there is a greater concentration
of vehicles on one road than on others. Also, their mobility is restricted by road
patterns and obstacles encountered such as buildings and can lead to disconnection
from the network. Some routing protocols that use vehicle positioning are described
in what follows.

The Greedy Perimeter Stateless Routing (GPSR) protocol [16] is one of the best-
known position-based protocols in the literature. The GPSR protocol understands
that the source node knows the location of the destination. Also, each node
has current information about the position of its neighbors (obtained through a
beaconing procedure). All packages include the location of the destination. Thus,
when a node receives a packet, it can make the best decision by transmitting the
packet until it reaches its destination. This protocol uses two methods of transmitting
data (Fig. 5.5):

• Greedy. The origin node always seeks to choose the node closest to the
destination at the limit of cells in reach, without considering the next jumps in
the communication. For this purpose, the protocol does not use the positioning
information of immediate neighboring nodes.

• Perimeter. If no neighboring node is close to the receiver, the GPSR activates
perimeter routing mode, which performs routing through neighbors closer to the
receiver. If no nodes are very close, the node sends the message to the node
that is far from the destination node until another node is found that is near the
destination node, returning to greedy mode.
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Figure 5.5 shows the operation of the GPSR protocol. In this example, vehicle,
or node, A wants to send data to node G. Node A sends the packets to node B, which
is the nearest neighbor of G, the same as with node B. Vehicle C, upon receiving
the packet, verifies that none of its neighbors, which are vehicles within the circle
with its center in C, is closer to G than itself. Thus, node C activates perimeter mode
(dashed arrow) and sends the data to D, the same way D uses perimeter mode to
send data to E. In turn, D finds a node closer to G than node C, and the packet is
again sent through the greedy strategy to node G.

This protocol does not perform well in urban environments because the greedy
routing engine may fail due to a lack of nearby vehicles. If the greedy mechanism
fails, the GPSR protocol uses the recovery mode that uses an extended path to reach
the destination, which increases the delay in sending information. Due to the nature
of the stateless GPSR, modified versions of the protocol have been proposed for
vehicular networks [42]. Some researchers use the digital map in the navigation
system to calculate a route from source to destination [20, 24].

Lochert et al. [24] proposed a routing protocol known as Geographic Source
Routing (GSR), which is aided by a city street map. The GSR uses a reactive
location service to reach the destination. The algorithm needs to know the city’s
global topology, which is provided by a static map of the streets. Given this
information, the sender determines the junctions that the packet has to traverse,
for which it is using the Dijkstra shortest path algorithm. Transmission between
junctions is done through a positioning model, which combines geographical
routing with a knowledge of the topology of the city streets given by the static map.
The results of the simulation showed that the GSR has a better average message
delivery rate, lower total bandwidth consumption, and a latency similar to that of
the AOVD and DSR protocols.

Lochert et al. [25] proposed a modification of the GPSR protocol, the Greedy
Perimeter Coordinator Routing (GPCR) protocol, where no route or map availability
source is used. It uses the fact that nodes in a junction between streets follow a
natural planar graph. These junctions are the only places where one decides to whom
a message is transmitted so that it can reach its recipient. Instead of crossing those
junctions and going to the node closest to the recipient, messages are sent to the
node, called the coordinator, which is a junction. Figure 5.6a illustrates this strategy.
If we were working with a greedy algorithm, node S would have sent the message
to node N1; however, with the model used in this work, node S sends the message
to node C1.

In addition to using this restriction in the greedy algorithm, this solution also
uses a repair strategy to get out of the local minimum. In cases where a node has
no neighbors closer to the destination, this repair strategy decides, at each junction,
which would be the next street that the packet could be transmitted (right-hand rule)
and applies greedy routing, between junctions, to find the next junction between
the streets. Figure 5.6b demonstrates an example using the right-hand rule to decide
which street the package can continue to use the repair strategy on. The simulation
was performed in NS-2 with the topology of the city of Berlin, Germany, showing
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Fig. 5.6 GPCR protocol strategies [25]. (a) Restricted greedy. (b) Right-hand rule

that the GPCR has a higher delivery rate than GPSR, however with a higher hopping
average and an increase in packet delivery time.

Liu et al. [23] proposed a new protocol based on geographic positioning called
A-STAR (Anchor-based Street and Traffic-Aware Routing). This solution uses street
maps to calculate junction sequences, here called anchors, through which the packet
must pass to be delivered to its intended recipient. Unlike GSR, this solution cal-
culates anchors according to car traffic conditions using statistical maps (counting
the number of bus routes in the city to identify the most connected anchors) and
dynamic maps (dynamic monitoring of the latest traffic conditions) to identify the
route that the packet travels to reach its intended recipient. Another difference is the
local recovery strategy. To prevent other packets from passing through empty areas,
the route by which the local minimum occurred is temporarily marked as “out of
service.” Streets that are out of service are not used as anchors. These roads are
computed only after certain time t when they go into an “operational” state. This
solution showed better performance compared to the GSR and GPSR because they
can choose the path with better connectivity for packet delivery.

The Grid-Based Predictive Geographical Routing (GPGR) protocol [4] is a grid-
based predictive geographical routing protocol. GPGR uses map information to
create a road grid, as well as predict the movement of vehicles along that road grid.
GPGR uses vehicle mobility information, such as its position, direction, and velocity
in the grid sequence, to assist in routing information from the network.

Therefore, GPGR employs map information to abstract the topology of streets
and roads. This road topology is used to route messages between vehicles. The
approach assumes that vehicles have a GPS that provides their location and a digital
map that provides road information.

GPGR partitions a map into a two-dimensional logical grid. Grids are numbered
(x, y) in which x and y are Cartesian coordinates, and each grid is a sequence area
of size d × d , as shown in Fig. 5.7. Given the location of the vehicle, it is possible
to define its position on the grid. Each vehicle has a radio range r, and each grid
has a size, which is defined as d = r/2

√
2. Thus, a vehicle located somewhere on
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Fig. 5.7 Side length of grids
d is determined by
d = r/2

√
2, where each

vehicle has a radio range of
r [4]

the grid is capable of transmitting data to any vehicle in its eight neighboring grids.
Therefore, this protocol can reduce local maxima and link failure by choosing the
retransmitter vehicle, which is based on road topology.

The vehicle-assisted data delivery (VADD) protocol [52] is based on carrying
and forward [48] in which the vehicle retains a message when a route does not exist
and retransmits the message to a new moving vehicle into its vicinity. VADD uses
a mechanism of predictable mobility in a vehicular network, where it is limited by
road layout and traffic pattern.

To route, the VADD protocol follows some principles such as the follow-
ing [52]:

• Whenever possible, carry out transmission through wireless channels.
• The street chosen has the highest speed.
• The selection of paths is to be continuously executed through a packet-

forwarding process.

Thus, a vehicle at an intersection of tracks may skew, and then the next path will
be followed with negligible packet delivery delay. A walk is simply a division of
roads of an intersection. The best packet route is chosen among three packet modes
(intersection, straightway, and destination), based on the location of the packet
carrier, as seen in Fig. 5.8. By switching between these packet modes, the packet
carrier takes the best packet-forwarding path. The intersection module is the most
crucial and complicated module since vehicles have more choices at an intersection.

The Contention-based Forwarding (CBF) [12] protocol is a routing protocol that
does not use control messages as an aid in abstracting information from neighboring
vehicles. Thus, this routing protocol reduces the number of messages sent in the
network, as well as the bandwidth used. CBF uses direct communication between
neighbors and selects only one vehicle to route the message. This selection is based
on the distributed timer-based contention process. This process uses the distance
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Fig. 5.8 Transition modes in VADD [52]

between the receiver and the vehicle that has just received the call; whichever has
the smallest distance with the least hops is selected to retransmit.

By not using beacons, this protocol makes better use of its bandwidth. Also,
it avoids an overload of control messages, reducing the number of message
collections. Although this protocol performs well in a highway environment, in
urban environments a high frequency of local maximum can occur with respect to
the distance between vehicles, making it difficult to create a route.

The Hybrid Geographic and delay-tolerant networking (GeoDTN) routing + Nav
protocol [9] is the junction of non-DTN and DTN routing protocols. Like the GPSR,
it uses a greedy mode, perimeter mode, and a DTN module. Thus, the protocol
can modify its operation mode from non-DTN mode to DTN mode according to
the number of jumps in a packet, the quality of delivery of the message and the
direction of the neighboring vehicles of the recipient. The DTN module has a store-
carry-forward function because it can deliver information even when the network is
partitioned. Thus, this module is triggered when the recovery mode fails since there
are no vehicles to retransmit.

The quality of delivery of information is obtained through the virtual navigation
interface (VNI) that uses information from other devices such as navigation
system and event data recorder (EDR), among other devices. These providers
supply information relevant to the protocol to determine the route that particular
information follows. The results showed that this protocol had better performance
than GPSR and GPCR due to the store-carry-forward mechanism.
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5.3.3 Cluster Protocol

In cluster-based routing, a virtual network infrastructure is created between vehicles
through a cluster that provides greater scalability. Figure 5.9 illustrates cluster-based
routing in VANETs. Each cluster can have a cluster head, which is responsible for
intra- and intercluster coordination in the Network, and has a management function.
Nodes within a cluster communicate through direct connections. Intercluster com-
munication is performed through cluster heads, which are able to select vehicles to
perform the functions of gateways and execute communication between the clusters.
These protocols were considered adequate for networks since the vehicles are on a
highway and can naturally form a cluster [42].

However, the selection of cluster heads and cluster gateways comprehends one
the great challenges of this category of routing protocols. Due to the high mobility
of vehicles, the exchange of the cluster head in an urban setting could be very
high, requiring greater processing time for the selection of these vehicles. Also,
the formation and maintenance of these clusters may require a lot of control
messages [21]. Below are some cluster-based routing protocols.

Santos et al. [39] presented a locally based reactive routing algorithm that serves
as the basis for a cluster to perform flooding in VANETs, called LORA_CBF. Each
node can be a cluster head, gateway, or member of a cluster. Each cluster has
exactly one cluster head. If a node is connected to more than one cluster, it is called
a gateway. The cluster head holds information about its members and gateways.
Packets are transmitted from a source to a recipient by a routing protocol similar
to a greedy one. If the destination location is not available, the source sends the
location request (LREQ) packets. This process is similar to the discovery phase of
the AODV route, but only the cluster head and the gateways release LREQ and
LREP (location response) messages. Figure 5.10 illustrates the structure developed
by Santos and his collaborators. For performance abstraction, a comparison was
made between the AODV and DSR protocols and the LORA_CBF in an urban
setting and on a motorway. The results showed that the mobility of the network,
as well as its size, had a more significant impact on the AODV and DSR protocols
than on the LORA_CBF [39].

The Moving Zone-Based (MoZo) routing protocol [22] consists of several mobile
zones that are formed by the vehicle mobility pattern. For each zone, a captain
is elected and is responsible for managing the information that is traveling in its
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Fig. 5.10 Solution given by
Santos et al. [39]
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zone, collecting details about the vehicles members of the zone. This mobile zone is
established when a vehicle initiates the protocol. It initially starts the joining process
to check for possible mobile zones near it or to form its own mobile zone. The zone
setting is based on the similarity of vehicle movements. The captain of each zone
maintains a moving object index that manages up-to-date information about all its
member vehicles.

The Multihoming Clustering Algorithm for Vehicular Ad Hoc Networks (MCA-
VANET) [50] was proposed by Vodopivec et al. With this protocol, unlike con-
ventional clustering methods, instead of vehicles starting with an unknown state
and subsequently creating or participating in some cluster, the authors assume that
vehicles are the head of their clusters and subsequently decide whether they will join
another cluster, becoming a member or allowing other vehicles to become members
of that cluster. The decision is based on an 8-bit counter stored in each vehicle. The
counter is incremented for each Hello message received from a neighbor, which is
a beacon control message sent periodically and halved each time a period expires
without receipt of a control message. Thus, vehicles decide the eligibility of their
neighbors to be cluster heads independently of other nodes. This process does not
require GPS data, which may be imprecise in urban areas, but rather estimates the
proximity of the connectivity. Also, vehicles can have access to multiple cluster
heads as a form of route redundancy.

5.3.4 Broadcast Protocol

Broadcast routing has several purposes in a VANET, such as the dissemination of
traffic conditions on a given street and reporting on weather conditions, advertise-
ments, and road accidents, among others.

The easiest way to implement broadcast routing is by using flooding, causing
each vehicle to relay messages to all its neighbors except the vehicle that sent
the message. Flooding ensures that the message is delivered to all participating
vehicles on the network. This strategy performs well for a limited number of
nodes in a network and is easily implemented. However, when the number of
nodes increases, performance drops, as there may be a significant increase in their
bandwidth, overloading the network. Therefore, in this category of routing protocol,

meneguette@ifsp.edu.br



5.3 Routing and Data Dissemination Protocols 95

it is necessary to perform broadcast storm management to prevent the network from
overloading with unnecessary messages. Some of these protocols are described in
what follows.

Durresi et al. [11] presented an emergency broadcast protocol, BROADCOMM,
based on a hierarchical structure for a network developed on a motorway. In
BROADCOMM, the virtual highway is divided into cells whose movement resem-
bles that of vehicles. The nodes on a motorway are divided into two hierarchical
levels: the first level includes all nodes in a cell, while the second level is represented
by reflecting cells, which are nodes that are usually close to the geographical center
of cells. Reflector cells behave as a base station (cluster head), in a given time
interval, that deals with emergency messages coming from members of the same cell
or nearby members of neighboring cells. Also, reflector cells serve as intermediate
nodes in the routing of transmitted emergency messages from neighboring reflecting
cells. This protocol performs similarly to the routing protocol based on flooding.
However, it is simpler and only works with networks created on a highway.

The urban multi-hop broadcast (UMB) protocol [19] was developed to over-
come interference, packet collisions, and hidden node problems during multihop
broadcast messages. In UMB, the source node tries to select the farthest node by
directing the broadcast and causing the packet to be recognized without any a priori
information on the topology. Repeaters are installed at intersections to transmit
packets to all segments of the road. The UMB protocol has a higher success rate,
with a packet overhead in the network and dense vehicle traffic, greater than the
802.11 distance protocol and the 802.11 random protocol, which are adapted from
the IEEE 802.11 standard to avoid collisions during packet forwarding.

PREDAT [29] is a routing protocol that seeks to reduce the number of retransmis-
sions without compromising coverage. The proposed algorithm makes use of two
mechanisms, the first one to avoid a broadcast storm and the second to maximize
data dissemination capacity between network partitions at low cost, with a slight
delay, and with high coverage. In the first mechanism, we define a region called
a preference zone, a region that assigns a priority to vehicles to perform retrans-
mission. Vehicles that are within that region have higher retransmission priority.
The second mechanism is an autonomic technique that simulates the function of a
store-carry-forward when there is partitioning in the network. For instance, a vehicle
stores the data while its propagation efficiency is low or until the number of packet
jumps is beyond a certain threshold. In addition to simulating a store-carry-forward,
propagation efficiency assists in the decision to relay or not relay information. In
what follows, we describe the characteristics of each mechanism.

The preference zone is intended to eliminate the broadcast storm problem
because vehicles within the zone of preference transmit packets with the least delay
and abort the transmissions of the same packet from other vehicles that are not in
the zone of preference. Among vehicles in the preference zone, the one furthest
from the transmitting vehicle first transmits and aborts the scheduled transmissions
of neighboring vehicles. In case there are no vehicles in the zone of preference,
the vehicle furthest from each quadrant retransmits the information. For the sake
of simplicity, the shape of the communication area is considered circular, where
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the transmitting vehicle is in the center of the circle. The area of communication is
decomposed into four quadrants, and in each quadrant, a subarea of the quadrant is
defined as a zone of preference. Through the zones of preference, we can prevent
the transmission of the same information from the vehicles that are close to each
other and belong to different quadrants, thereby avoiding a situation where messages
reach similar areas, which would be an unnecessary redundancy.

Although the zone-of-preference approach reduces communication issues and
effects of a broadcast storm, the approach does not deal with the problem of
partitions in a network. Thus, to solve this problem, we use an autonomic technique
that calculates the probability that a vehicle will disseminate information. This
decision is based on the current propagation efficiency of each vehicle (Eq. (5.1))
and the geographical location of the vehicles. Efficiency is the ratio between the
number of data packets transmitted and the number of beacons received.

Propagation efficiency is used to control the transmission of each vehicle. Thus, if
this efficiency is below an acceptable limit, a vehicle retransmits the data; however,
if the efficiency is above the threshold, the vehicle does not transmit the data.
Efficiency is calculated every round, meaning over time a given vehicle checks the
efficiency of its data delivery.

Propagation efficiency = Transmission/Beacons (5.1)

In addition to propagation efficiency, another factor that can influence the
relaying of information is information lifetime. Based on this mechanism, a vehicle
stores information until its efficiency exceeds a threshold or until one of the other
parameters is reached, allowing for the delivery of the information, even in the
presence of network partitioning.

Thus a vehicle wanting to propagate some data transmits the data packet to
all neighboring vehicles. Upon receipt of the package, each vehicle checks if it is
within the AOI. If this condition is not met, the vehicle discards the received packet.
Otherwise, the vehicle calculates the wait time and schedules the retransmission of
the packet. If the vehicle receives some package duplicated, then retransmission of
the package is canceled.

Whenever possible, partitioning in the network is detected by a vehicle, which is
indicated by the absence of beacons, and the vehicle waits to receive new beacons
to continue the data dissemination process. For example, suppose the source vehicle
(S) and another vehicle (A) belong to a partition (P1), and the remaining vehicles
of the AOI are in a second partition of the network (P2). In this case, S and A,
which is in P1, do not notice a partitioning in the network, because S receives
beacons of A, and A receives beacons of S, so both S and A do not perceive any
partition in the network. However, if S or A receives a beacon from a vehicle that
was in the P2 partition, these vehicles resume the dissemination process and check
whether they are capable of spreading data according to propagation efficiency. A
threshold of propagation efficiency of less than 50% indicates that the vehicle is
capable of spreading. Also, the vehicle that received the beacon also checks if the
transmitting vehicle is within the AOI and if it has already received the information
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being disclosed. If the vehicle is within the AOI and has not yet received the
information, the vehicle that has the information performs the disclosure. Otherwise,
the information is not disseminated. The protocol uses the number of hops to limit
the amount of dissemination of information.

Tonguz et al. [47] proposed the Distributed Vehicular Broadcast (DV-CAST)
protocol, which aims to solve both problems (broadcast storm and network par-
titions). DV-CAST uses periodic beacons to create a local topology (one-hop
neighbors), which is used to relay messages. DV-CAST performs data dissemination
in both dense and sparse networks. For this, during the dissemination of data,
if the connectivity degree of the local topology is high, the receiver applies the
transmission suppression algorithm. Otherwise, it uses the store-carry-forward
mechanism as a solution in a low-density region. However, in scenarios with high
mobility, DV-CAST performance depends on the frequency of the beacon, whose
ideal value is difficult to establish.

Schwartz et al. [40] proposed the Simple and Robust Dissemination (SRD)
protocol, which is designed to operate in dense and sparse vehicular networks
and represents an improvement over DV-CAST. Like DV-CAST, SRD relies solely
on information from a local neighbor with a jump and employs no special
infrastructure. Among the main improvements over DV-CAST is the proposal to
optimize the technique of broadcast suppression. Vehicles have different priorities
for retransmission, according to their direction of travel. SRD avoids the broadcast
storm problem in dense networks and handles disconnected networks with the store-
carry-forward communication model.

Hybrid data dissemination (HyDi) [26] was developed by Maia et al. It is a
data dissemination protocol for road scenarios. HyDi uses the direction of vehicles’
movement; the protocol also employs the direction in which vehicles’ data need to
follow, which is the direction of the dissemination of messages. In addition, this
protocol handles broadcast storms when a network is well connected through a
combination of sender- and receiver-based methods.

Using the sender-based mechanism, a vehicle selects a relay first. However, with
the receiver-based mechanism, one of the vehicles that received the message is
responsible for forwarding the message. The message is selected and sent later. If a
vehicle cannot find other vehicles to deliver the message to, it implements transport
techniques and forwarding by holding on to the message until a new connection
is recognized as a vehicle that can return the message to its prerecognized route.
Later, the vehicle transmits the message. The experimental results presented in [26]
showed that HyDi has good performance, though it has not been tested in an urban
environment.

5.3.5 Multicast Protocol

Multicast protocols have the objective of transmitting data to a group of vehicles;
a single vehicle sends certain information to several vehicles. This category of
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protocols was also inherited from wired networks and wireless networks in which
the topology is stable or has low variation compared to vehicular networks. Thus
it is necessary to make adaptations in these protocols so that they can be executed
efficiently in an urban environment, keeping the information of the links updated.
However, vehicular networks can benefit from this type of protocol because its
wireless nature allows for the sending of data by themselves received by several
vehicles.

To establish a connection between the vehicle for sending data and the group of
vehicles for receiving these data, these protocols may use a tree structure or a mesh,
facilitating the management of the multicast group that would like to receive certain
data.

Tree-based protocols create and maintain a shared tree of vehicles that receive
certain information. This strategy performs poorly in urban environments with high
vehicle mobility as a processing card, and a large number of control messages are
generated to maintain and rebuild this tree [21].

The mesh-based protocol involves creating a mesh that contains all connected
vehicles in a particular multicast group. Some multicast routing protocols are
described in what follows.

MAODV [38] is an extension of the AODV protocol [37]. It maintains a shared
tree for each multicast group. It uses broadcast to find a route, on demand, and build
a routing tree. The first multicast group node becomes the group leader. The leader
of the multicast group is responsible for maintaining the sequence number of the
group and sending that number to all members. According to Fig. 5.11, a node that
wants to join the multicast group sends a broadcast request (RREQ). This message
is broadcast to all intermediate nodes until it finds a node in the tree. This node then
sends a unicast request response (RREP) through the reverse path to the requesting
node. The requesting node can receive more than one RREP message. It then selects
the shortest (based on the number of jumps) and most current route (based on the
sequence number) by sending a unicast activation message (MACT) through the
chosen route. The entire intermediate node is a forwarding node.

The routing tables are updated with information showing that there is one more
member of the multicast group and other routing nodes. In this way, there is only one
path between any pair of nodes in the tree. When a fault occurs, a route discovery
process must be carried out again. If a node wants to leave the multicast group,
it may exit if it is a node that has no children. If it has children, it may leave the
multicast group, but not the multicast tree because it must forward messages to its
child nodes.

Multicast with Mechanisms of Ant Colony Optimization for VANET-based
MAODV protocol (MAV-AODV) [45] is a protocol that uses the principles of
MAODV [38] to do multicast routing in VANETs. The MAV-AODV protocol uses
vehicular mobility information to attempt to provide multicast routing stability in
VANETs. Also, MAV-AODV uses mechanisms to optimize the construction and
maintenance of multicast trees. Protocol messages act as bioinspired agents (ants)
when depositing pheromones to assess the attractiveness of each route.
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Fig. 5.11 MAODV join operation [41]

MAV-AODV uses beacons to abstract information regarding speed, direction,
and positioning of vehicles. These beacons are dispatchers notifying others that a
particular vehicle may know some other vehicles’ neighborhood. When vehicles
receive a link, it calculates the estimated time of the link between vehicles. After
performing the calculation, the vehicles store this value in their routing table. Using
vehicle mobility information, the MAV-AODV protocol defines the methods for
requesting the route that forms the multicast tree.

For a route request, the protocol uses two main messages: route request message
(AntRREQ-J) and reply message (Ant-RREP). The route request has the function-
ality of an ant, exploring the network paths in search of members who would like
to join the multicast group. This message is sent via broadcast. Each Ant-RREP
message consists of the number of hops to the destination node and the lifetime
of the link. This link lifetime is calculated through the beacon message and is
continuously updated.

As a response message, the MAV-AODV protocol uses the Ant-RREP, which also
act as ants depositing their pheromones on the way back to the requesting vehicle
after having found a member of the multicast tree. Therefore, when the vehicle
receives an Ant-RREQ message, it may respond if it has a route to the multicast
array and its registered sequence number is greater than or equal to the number
contained in Ant-RREQ-J. The vehicle that responded to Ant-RREQ increases the
number of jumps in the table.

Before generating a response message, the vehicle examines the lifetime and hop
count. These values are used to calculate the pheromones on the traveled route. A
pheromone can be defined as follows:

Pheromone(p) = Lifetime(p)/HopCount(p), (5.2)

where p is the path (route) traveled by the Ant-RREQ.
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Fig. 5.12 Example of route reply [45]

This value is updated and placed in the Pheromone field in the reply message.
After all calculations have been performed, the message is sent to the requester via
unicast.

Figure 5.12 illustrates the path of RREPs (represented as ants) to the source
node. RREP deposits the pheromone (p) value in the nested multicast routing tables
(Pheromone field) all the way back to the source node.

When nodes, along with the path to the source node, receive an RREP for
the first time, they add an entry to the node from which they received the
RREP in the multicast routing table, thereby creating a routing path. However,
even these intermediate nodes can receive more than one RREP for a given pair
(source–destination). In this case, MAV-AODV analyzes some parameters to check
whether the route of the RREP is valid and up to date. If it is, the MAV-AODV
probabilistically chooses between the RREP that was already stored in the multicast
routing table and the RREP that has just reached the intermediate node.

This process of probabilistic choice occurs through a roulette mechanism. Each
RREP has a stored amount of pheromone. The RREP that was already in the
multicast routing table (we will call this RREPolder RREP) has the amount of
pheromone stored in that table itself, which we will call Pheromonetable. The
RREP that has just arrived (let us call this RREP newer RREP) has the amount
of pheromone stored in the message itself in the Pheromone field (called the
Pheromonepacket).

The RREP that arrived later has a greater amount of pheromone and a greater
probability of being chosen. If such an RREP is chosen, the multicast routing
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table must be updated, and this RREP continues to be routed to the source node.
Otherwise, the routing table remains unchanged, and the RREP that arrived later is
discarded.

Also, if more than one RREP arrives at the source node, this selection process is
repeated for each new RREP that arrives until a time limit expires. After the time
limit runs out, a route activation mechanism is triggered. After that, an activation
message is sent through the chosen path by the chosen Ant-RREP. The route that
has the highest probability of being chosen, the new route of the multicast tree, is
a − b − c − i.

5.3.6 Geocast Protocol

Geocast routing is fundamentally a multicast routing protocol based on positioning
that aims to deliver messages from one source vehicle to all other vehicles belonging
to a specific geographical region (ZOR). Vehicles outside this region are not alerted,
preventing the unnecessary sending of a message. However, the ZOR [51] can be
defined as a geographic region where vehicles can receive data that are being sorted.

Geocast can be implemented with a multicast service simply by defining the
multicast group as geographic regions. Most of the methods used for geocast routing
are based on directed flooding, which attempts to limit the overhead of messages
on the network by causing the flooding to occur only within a relevant region.
This category of protocol routing does not perform well in low-density urban
environments because it has a high level of network fragmentation. Some routing
protocols are described in what follows.

UGAD [1] is a routing protocol that adapts a delay-based scheme for geocast
and urban environments. Like the Mobicast protocol, vehicles also select a region
of relevance they call the geocast region (GR). Also, the authors use a forwarding
zone in which they are defined as the region that is closer to the GR than a sender.

Therefore, when the transmitter sends data, the vehicles that receive these
data verify whether they are in the forwarding zone. If the vehicles are in the
forwarding zone or the GR, they calculate the time for retransmission of the message
and retransmit. If a vehicle receives duplicate packages, the vehicle cancels its
retransmission.

The retransmission time can be calculated in two ways by greedy forwarding
mode in which it seeks to maximize the propagation gain in each hop and minimize
redundant rebroadcasting. For this, the vehicle calculates the back-off time based on
the package received from another vehicle. This back-off time is defined as

TGF_i = Tmax_R(R − di,j /R) (5.3)

where Tmax is the maximum waiting time for receivers, R is the transmission range,
which is common in each vehicle, and d is the distance between vehicles.
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Fig. 5.13 Example of packet
forwarding in
intersection-based forwarding
mode [1]

The other way to calculate is intersection-based forwarding (IF), which aims to
maximize the opportunities for vehicles to rebroadcast packets at intersections. For
this, vehicles that are at intersections are chosen to retransmit the data. The IF is
calculated based on the waiting time for the vehicle to receive data from another
vehicle. Thus the IF can be defined as

TIF_i =
{

Tmax_i
R−di,j

R
(intersection)

Tmax_i + Tmax_i
R−di,j

R
(otherwise)

(5.4)

where Tmaxi
is the maximum waiting time for vehicles at intersections, TmaxR

is
the maximum waiting time for other vehicles on roads, R and d correspond to
that in Eq. (5.3). Vehicles at intersections have a greater preference for performing
retransmissions when compared with vehicles that are far from intersections.

Figure 5.13 describes the operation of the UGAD. When vehicle S wants to
transmit data, it propagates its information in the network. The vehicles that receive
the information calculate their waiting time. Vehicles A, B, and C that are at a
segment intersection have a shorter waiting time and, thus, a greater probability
of performing the retransmission. Also, the waiting time based on the distance
between vehicles and transmitter is calculated. The vehicle that has the shortest time
retransmits. In this case, vehicle B has forwards the data. The other vehicles cancel
their retransmissions because they have already received the data from vehicle B.

Mobicast [6] is a spatiotemporal multicast/geocast routing protocol that con-
siders not only the time but also the space to perform its routing. The purpose
of this protocol is to transmit data from a source vehicle to all vehicles within a
relevant area (ZOR) at a given time t . ZOR is the elliptic area in which the data
to be transmitted are relevant; this area is divided into four quadrants, where each
quadrant is a subarea of relevance, and the transmitting vehicle is the center of these
quadrants, as shown in Fig. 5.14.

For messages to be propagated inside the ZOR within a time t in an efficient
manner, Mobicast has used a zone called a zone of forwarding (ZOF) that handles
network partitioning. ZOFs have varied formats and dimensions. Consequently,
errors may occur when delineating the areas of ZOFs. If the area is too large, some
vehicles forward packages unnecessarily. However, if the size of the area is too
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Fig. 5.14 Example of
relevant area [6]
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Fig. 5.15 Creation of routing zone [1]

small, the partitioning problem may still occur. As a predictor of ZOF size, the
authors proposed a zone of approach (ZOA) which is an elliptical area in which
vehicles that are the nearest to the message recipients are selected to retransmit the
messages. Figure 5.15 describes the creation of a routing zone, in which vehicles
V3 and V4 cannot find other vehicles in the ZOR, so Z1 and Z2 are created. Vehicle
V8 also cannot find other vehicles in Z2 next to the vehicle that belongs to ZOR, so
it starts a Z3. Thus, the ZOF is defined as follows:

ZOF = ZOR + Z1 + Z2 + Z3. (5.5)

Therefore, the information is transmitted to all vehicles within a zone of interest.
Although the Mobicast protocol deals with network fragmentation, the data are
lost if no neighbor is found within the forwarding zone. To solve this problem,
Lin et al. [7] proposed a store-carry-forward mechanism to allow messages to be
lost during the propagation of information in the ZOR, increasing the information
delivery capacity of the Mobicast protocol.

Maihöfer and Eberhardt [27] discuss the cache structure and how to select a
neighborhood to handle high-speed situations in VANETs compared to regular
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geocast protocols. The main idea of a greedy geocast cache, within the ZOR
protocol, is to add a small cache to the routing layer that holds those packets that
a node cannot transmit because of its lack of neighbors. When a new node arrives,
the message that is in the cache may be passed to that newly discovered node. The
neighbor’s distance knowledge strategy chooses the nearest destination on a radius
r , instead of the last node of the transmission range, as in the greedy routing model.
In a greedy model, the intermediate node always selects the next closest node to the
nodes that are at the edge of the transmission range, and it retransmits the message so
that the next node to be selected has a good chance of leaving the transmission range
owing to the high mobility of the node. The results of a simulation show that the
caching for messages that cannot be transmitted because of network fragmentation
or lack of neighbors had a significant improvement in the delivery rate of messages
in a geocast. The selection strategy of the neighbors resulted in a decrease in the load
of messages in the network and a decrease in the delay in the delivery of information.

The robust vehicular routing (ROVER) protocol [18] was developed by Kihl et
al. It is a reliable geographical multicast protocol in which only control messages
are sent via broadcast in the network and other messages are sent individually
by unicast. ROVER aims to send messages to all vehicles within a specific zone.
Messages are defined by a triple A, M, and Z, which identify the application
used, the message, and the ad zone identification. Thus, when a vehicle receives a
message, it checks whether it is within the ZOR if the vehicle processes the image;
otherwise, the message is discarded.

ROVER uses a reactive mechanism to search for a route within the ZOR. It
generates a very large number of redundant messages in the network, creating a
lot of congestion and, consequently, increasing message delays. To attempt to solve
this problem, Bronsted and Kristensen [3] proposed an extension of the protocol
where they used a two-zone dissemination protocol. In this mechanism, a hop count
is used in a message to reduce redundant messages. Thus, if the hop count gets to
zero, the message is removed.

5.4 Discussions and Challenges Encountered

An efficient protocol for routing and disseminating data in a vehicle network needs,
in addition to considering the constraints of vehicular networks such as their low
transmission time, a high speed of vehicles and a highly dynamic topology. Also, the
requirements of a particular application must be taken into account. Therefore, the
protocol has to deliver messages in a short period of time with little packet loss and
without overloading the network with unnecessary control messages or duplicate
messages.

Several works have sought to develop a protocol that deals with various
traffic considerations, seeking greater message delivery, reducing interference and
collisions between messages in the network. Furthermore, such a protocol would
provide greater scalability in the delivery of messages, in other words, it would allow
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for delivery in a short time period. A summary of the features and mechanisms used
in the works presented in this chapter is described in Table 5.1. The routing protocols
were categorized based on their routing strategy.

On the basis of the work studied we can observe the ability of a protocol to
abstract information from the network and neighborhood of vehicles to assist in
the generation and maintenance of this information. This knowledge comes through
control messages, as is the case with some broadcast protocols such as PREDAT and
Hydi, as well as in cluster-based and positioning protocols. Such messages can be
used to detect road conditions and check traffic density, as with A-STAR and VADD
protocols. These protocols merge information from different sources by joining data
collected through beacon messages with probabilistic and mathematical methods to
try to classify traffic conditions. With this traffic density information, the protocols
can adjust their parameters to better meet the needs of a certain application given
present state of the network. Another way to optimize the delivery of information
is through the knowledge of the topology of streets and roads. This knowledge
is obtained through the digital map of the place. This approach is followed by
GeoDTN + Nav, Lora CBF, and GPCR protocols, which use knowledge of a map
for the generation of efficient paths for the delivery of information.

Looking at how protocols deal with network partitioning and fragmentation,
it is possible to abstract two main strategies, store-carry-forward and mobility
prediction. The store-carry-forward strategy, as previously described, is a storage
mechanism that a vehicle uses when there is a disconnection in the network.
The message is stored in the vehicle until the network is reconnected. Thus,
avoiding a situation where the message is lost in the network for lack of a valid
route, this strategy can be seen in the great majority of existing protocols such
as PREDAT, MCA-VANET, GPCR, and others. However, this store-carry-forward
method increases the end-to-end delay because of the time spent waiting for a
new connection. Thus, it is necessary to reduce the waiting time, for example, by
increasing transmission power in sparsely populated areas, thereby increasing the
communication range.

Another strategy used involves trying to predict vehicle mobility. This mecha-
nism analyzes the current position of a vehicle, its speed and direction, and its last
known locations. With this information, the protocol uses probabilistic methods to
try to predict the vehicle’s next step. Thus, the protocol attempts to time the duration
of a route to determine how a new route will begin based on the new positioning of
the vehicle. Therefore, new routing protocols can take advantage of driver behavior
to increase the efficiency of route generation and maintenance.

Although existing routing protocols and methods try to cope with vehicular
network limitations, some challenges remain, for example, concerning the hetero-
geneous use of these protocols. A routing protocol must be generic enough that
its behavior can be maintained in both urban and highway environments. Also, it
must support different traffic density conditions for both running scenarios. Other
challenges that these protocols must overcome are as follows:
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• Network Disconnection. Although several methods exist for dealing with these
problems, a mechanism is needed to reduce the delay of messages when the
network becomes disconnected. This involves an analysis of the behavior of the
driver in attempting to predict network actions, which makes it possible to extend
the lifetime of the connection and road conditions based on human behavior.
Another solution is to use the infrastructure to aid in routing for coping with the
lack of connectivity in V2V communications; this requires a generic protocol
that allows hybrid communication in vehicular networks.

• Security. Information security in mobile networks is a major challenge. Because
information transferred in a network can affect life-or-death decisions and illegal
interference may have disastrous consequences. Thus, the inclusion of security
mechanisms in routing protocols becomes crucial to prevent false and malicious
information from compromising not only the routing of information but the
secrecy of the information being routed.

• QoS Metrics. Most routing protocols do not consider the minimum quality of
service requirements of a particular application or stream set that is transmitted.
Thus these routing protocols must consider not only the limitations of vehicular
networks but also the parameters of QoSs such as available bandwidth, end-to-
end delay, and jitter so that the application can be executed in the best possible
way.

• Scalability. With the increasing number of vehicles in cities, it is essential that
these protocols offer scalability. Even if a huge amount of vehicles is encountered
on roads, the amount of control messages in networks or duplicate messages
cannot impact performance.

5.5 Final Discussion

In this chapter, we have introduced the concept of V2V communication. We
described routing and data dissemination protocols in vehicular networks, illus-
trating the problems of some of the traditional techniques already known in
wireless networks but applied in vehicular networks. These issues include traditional
protocols for wireless networks as well as new protocols developed especially for
vehicular networks. We also classify these protocols routinely as ad hoc, position-
based, cluster, broadcast, multicast, and geocast, showing the benefits of using this
technology in the application of routing and data dissemination protocols. We also
discussed the challenges facing such technology. Then we listed and explained the
state-of-the-art techniques for routing and data dissemination protocols. Finally, we
discussed the significant challenges in the field and research opportunities.
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Chapter 6
Vehicular Cloud

Abstract A vehicular cloud (VC) consists of a set of vehicles that share their
computation resources through the cloud paradigm. Cooperation among vehicles
and with roadside units allows on-demand scheduling of their resources. These
clouds can adapt dynamically according to the quality of service requirements of
applications. Consequently, resource management represents a truly crucial for this
particular kind of cloud. In this chapter, we discuss the relevant aspects of the
major concepts of VCs, as well as the challenges in enabling resource management
for building and maintaining such clouds. A comprehensive description is also
presented covering the existing techniques that require consideration in the context
of resource management for VCs. Finally, we discuss the current issues and
challenges that may ignite potential future work.

6.1 Introduction

In the past few decades, vehicular clouds (VCs) have been receiving significant
attention from not only the service and automotive industries but also the scientific
community. This heightened interest in this type of cloud stems from the opportuni-
ties, services, and applications that such clouds can offer. A VC provides dynamic
allocation of resources, reliable services, and guaranteed delivery. Vehicles can take
advantage of cloud services through the provision of provided resources; thus, a VC
must consider resource management so that it can enable the sharing of its resources.
Proper management allows vehicles to request available, idle resources in the VC
for authorized access.

Transiting vehicles that casually cooperate to share their resources among
themselves in the form of a cloud create a VC [25]. The set of these resources creates
a pool of services that are made available to users and other vehicles. Therefore,
these clouds need to provide dynamic resource allocation, resource discovery, and
reliable service delivery. To achieve this, a VC can access a wired infrastructure
through roadside units (RSUs), a cellular network, or any other external support.
Furthermore, these clouds can benefit from the collaboration and cooperation among
vehicles supported through the communication among them [14].
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However, owing to vehicular networks’ features, such as high vehicle mobility
and constant changes in topology, resource management and discovery become very
challenging. The issues with these aspects worsen when the VC does not present
a central control to address detection and management because vehicles need to
create an infrastructure to manage the resource and request of the cloud. Moreover,
cooperation is essential among VCs to meet service demands without violating their
quality of service (QoS) requirements.

In this chapter, we discuss the concepts of the VC, as well as the problem
of resource management and discovery, considering both primary types of archi-
tectures of VCs. Since these two elements are essential parts of creating and
maintaining such clouds, this chapter classifies the existing works into these two
categories.

The remainder of this chapter is organized as follows. Section 6.2 describes
the concept of VC. Section 6.3 presents the basic methods that address resource
management for VCs and a discussion on the predominant challenges and issues
for future works. Section 6.4 presents the primary methods that address resource
discovery for VCs and a discussion on the predominant challenges and issues for
future works. Finally, Sect. 6.5 briefly summarizes the chapter.

6.2 Vehicular Cloud Concepts

The VC has introduced a novel paradigm in resource discovery and provisioning.
The novelty in the field has motivated several pioneering works, as well as defini-
tions that delimit this particular cloud and its properties. The works described in [29]
initially defined a VC as a group of vehicles that autonomously and cooperatively
coordinate authorized access to resources. Consequently, their corporate computing,
communication, sensing, and physical resources allow for dynamic allocation.

Similarly, we define a VC within the scope of this chapter as a group of
vehicles that have embedded resources, such as storage, computation, and physical
resources. These vehicles share and dynamically schedule their resources based on
the communication between them and with an external infrastructure. This type
of cloud can dynamically adapt according to the availability of resources and the
application requirements for QoS [39].

Analyzing the most significant previous works [1, 7, 39], we observed that they
commonly proposed architectures to create and manage VCs. Most of these works
split the architectural structure into three main layers: onboard, communication,
and the cloud. Figure 6.1 shows an abstraction of a general VC architecture that
generalizes these primary segments based on these previous works.

The first layer—the onboard layer—is responsible for abstracting information of
embedded sensors, GPS, camera, radar, and other devices that vehicles can contain.
The collected information can be sent to the cloud to be stored or to serve as input for
several services in the application layer. Therefore, this layer can promote sensing of
not only the environment but also the behavior of passengers and drivers in vehicles.
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Fig. 6.1 Abstraction of a typical VC

The second layer—the communication layer—ensures a connection between the
onboard layer located in the layer below and the cloud layer located in the layer
above. To achieve this, vehicles are equipped with devices that make use of wireless
communication protocols, such as 802.11p, 3G, and 4G. These devices enable the
classification of this layer into two parts: communication of vehicles with vehicles,
or vehicle-to-vehicle (V2V) communication, and communication of vehicles with
an external infrastructure, or vehicle-to-infrastructure (V2I) communication. V2V
communication relates to vehicles that are in the same range of communication, so
information can be propagated through vehicles until it arrives at the cloud if any
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vehicle perceives a noticeable event on the road. V2I communication consists of
the exchange of information between vehicles, infrastructures, and the cloud. The
external infrastructure can be an RSU, a cellular antenna, or any structure on the
side of the road that allows bridging communication with the cloud.

The third layer—the cloud layer—accounts for the aggregation of resources
and furnishes applications, services, and other systems to users, as well as other
applications, services, and systems. This layer is divided into three sublayers: real-
time applications, primary service, and infrastructure. The applications sublayer is
capable of offering services and applications that can meet real-time constraints and
support essential cloud services, such as information as a service (IaaS), cooperation
as a service (CaaS), and entertainment as a service (EaaS). The cloud platform and
cloud infrastructure, on the other hand, serve as a basis for a traditional mobile
cloud computing system. The cloud infrastructure possesses storage and computing
components. The storage component works together with an application; it stores
data collected from vehicles based on application requirements. The computational
component hosts and processes designated computational tasks.

Some authors, such as [4, 17, 24], proposed an architecture of VC based on
underlying network elements. A generic VC can consist of a data center (central
cloud), cloudlets, and an underlying vehicular network. Figure 6.2 shows the generic
elements of a VC.

Data Center

RSU
Cloudlet

Vehicular Cloud

Request Request

Data Center

RSU
Cloudlet

Cluster Head
- Controller

Vehicles 
transitioning between Clouds

Request for service Vehicles 
not sharing resources

Vehicles 
sharing resources in Cloud

Fig. 6.2 Vehicular cloud defined based on its network elements
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In this architecture, the data center provides a group of services offered by the
traditional cloud, such as Microsoft Azure and Amazon EC2. These data centers
rely on traditional wired networks to connect them and to provide services and
resources to users (vehicles). In this case, vehicles connect with data centers through
RSUs or any other external infrastructure. These RSUs can have computational
features that assist the data center in the management and discovery of resources.
Therefore, RSUs work as brokers between VCs to share and manage resources
and services among different clouds [1]. These groups of computing resources
in an RSU are known as cloudlets, which consist of a set of vehicles equipped
with available resources that can share those resources with each other via hybrid
communication [17].

The VC corresponds to the other end of the architecture, which is assembled
through collaboration and coordination among vehicles through communication that
takes place between them. Consequently, the VC creates an infrastructure to provide
resources to data centers, cloudlets, and other vehicles. Thus, if an RSU or any
other external connection is available, the VC by itself must enable the discovery
and management of resources, providing the resources like a datacenter. Otherwise,
vehicles create an infrastructure that addresses resource discovery and management
for users in the vehicular environment.

6.2.1 Cloud Formation and Services

A VC can be formed through the consolidation of computing resources of a group
of vehicles geographically colocated in parked position [30]. Therefore, grouping
vehicles parked in a mall or airport or a private parking lot may form a cloud
through the aggregation of their resources. This type of cloud formation is similar
to the conventional cloud, which consists of virtualized resources in geographically
colocated physical hosts at a data center [32]. VCs can also be a traditional cloud
bound to a shoreline infrastructure that provides access to the Internet where it
provides service access and abstraction of relevant information from vehicular
networks. However, a pure VC is established through intercommunication among
vehicles. Such a cloud needs to deal not only with the unique characteristics
of vehicular networks but also with the limitations on training and resource
management of a mobile cloud, such as resource migration between hosts.

Like a traditional cloud, VCs also offer the services generally offered by
conventional clouds, such as computing services through the aggregation of devices
embedded in vehicles and the use of a regular cloud with the purpose of increasing
its computing power. Networks act as a service by which a VC can provide network
resources such as bandwidth and Internet access to its users. Storage as a service that
provides information storage mechanisms. However, when it comes to storage, it is
necessary to consider which vehicles’ information will be stored, such as how long
a vehicle has been in a parking lot. To overcome these limitations, the use of peer-
to-peer (P2P) applications makes it possible to store multiple replicas of the same
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file block on many cars. Moreover, owing to the short transmission time between
vehicles, the size of these blocks can be small, facilitating their sharing.

In addition to the traditional services, new cloud services have been developed
such as sense-as-a-service (SenaaS) that makes available its components, including
vehicle sensors and devices, for vehicle monitoring applications such as cloud
computing capabilities called sensor cloud service. Zingirian and Valenti [46]
proposed this service, which uses the sensors embedded in vehicles as well as
communication between vehicles to sense urban roads.

SenaaS can be utilized to assist smart cities in sensing and monitoring roads.
In addition to this service, smart cities can use other services to assist in the
management of urban mobility through the dissemination of traffic condition
information or events that might be occurring in the city or on its streets, among
other information. This helpdesk corresponds to:

• Cooperation as a service (CaaS): vehicular networks provide a variety of new
services, such as driver safety, traffic information, traffic and traffic alerts,
weather or traffic conditions, parking availability, and advertisements. To dis-
seminate such information, data are collected for use by these services as a
data dissemination mechanism. To this end, connectivity must be established not
only between vehicles but also between vehicles and a shoreline infrastructure,
a hybrid communication for the discovery and dissemination of services offered
by the cloud. This medium deals with denser networks, covering regions with
a large number of cars as a result of some event. Because of this, the network
experiences huge data traffic, causing transmission congestion. A mechanism for
the proper selection of relay node may present a solution to this problem. Only
selected vehicles or infrastructures retransmit messages; under this approach,
the area of coverage of the vehicle transmitting a message serves as a basis for
selecting a retransmitter. The retransmitter may be in regions within coverage
area of communication or by the greater distance between the transmitter and
the nodes connected to it. To aid communication, the node location of both the
transmitter and the possible retransmitter is used. This location is also used to
monitor the routes of the regions close to an event to check traffic congestion and
to come up with alternative routes to the nodes by monitoring and interpreting
the data from the event region and neighboring regions.

• INaaS: The cloud should offer services to capture vehicle information in
connection not only with traffic conditions but also events happening on the road,
such as an accident. This capture service is provided by the dissemination of data
on some event and by the messages establishing connections among vehicles.
This service receives information from mobile devices to obtain more data about
a particular region, allowing for better inferences about what is happening. The
cloud possesses geographic data about events from nearby regions, which allow
for analysis and interpretation of data. This analysis and interpretation of the data
occurs using mathematical methods that calculate congestion, make predictions
about the mobility of individuals, estimate alternative routes to bypass any
congestion, and estimate the computational demand that the next event will
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require. After an interpretation is made about resource allocation that involves
reprogramming of traffic lights, computational resources are allocated so that the
next event and regions close to this event can support the information demand.

The applications developed as a result of the services described can be found
in more detail in Chap. 7, which describes the main applications used by intelligent
transport systems (ITSs) and the challenges involved in these applications. However,
it should be noted that one of the significant research challenges in VCs is to identify
conditions under which VCs can support big data applications. It is apparent that big
data applications, with stringent data processing requirements, cannot be supported
by ephemeral VCs, where the residency time of vehicles in the cloud is too short
to support virtual machine (VM) setup and migration. Quite recently Florin et
al. [12] identified sufficient conditions under which big data applications could be
effectively supported by data centers built on top of vehicles in a parking lot. This
work represented the first time researchers considered evaluating the feasibility of
the VC concept and its suitability for supporting big data applications. The main
findings of [12] are that if the residency times of vehicles are sufficiently long,
and if the interconnection fabric has a sufficient amount of bandwidth, then big
data applications can be supported effectively by VCs. In spite of this result, a lot
more work is needed to understand what it takes for VCs to be able to support, in a
graceful way, data- and processing-intensive applications.

6.2.2 Virtual Machine Migration

To provide greater flexibility and scalability to physical resources, clouds use VMs
that allow users to use an environment capable of executing their processes without
reoccupying the physical resources involved [33]. Therefore, servers are divided
into multiple VMs, in which users are assigned VMs allowing the use of the fully
isolated physical environment of other machines [32]. The management of VMs
is performed through hypervisors that introduce, virtually, isolation from VMs.
Although the VMs are on the same machine, the hypervisors allocate resources
separately for each VM according to usage.

During the execution of a service in a cloud, the VMs allocated to a given
user can be shifted between physical hosts for several purposes such as energy
efficiency, enhanced utilization, and hotspot mitigation, among others [40]. Thus,
virtualized resources allow the migration of logical resources (VMs) from one
machine to another. The movement of a VM from one physical location to another is
simple relativity and potentially seamless [33]. Several works bring the challenges
and solutions to deal with the issues encountered in the migration of VMs into
a workable cloud. Reliability and efficiency are important aspects when dealing
with VM migration [2]. In the literature, one can find several works that propose
solutions to the limitations and challenges of a traditional cloud [8]. However, VCs
present new challenges and limitations that result in traditional cloud techniques
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not performing the same as in a VC. One difference between the two is in the
initialization of VM migration, where the traditional cloud can be triggered by the
prevention of hotspots, load balancing, and maintenance. The mobility and ubiquity
of resources consist of inherent and major aspects of VCs due to the characteristics
of vehicular networks. Thus, a VC data center is a more dynamic environment,
due to the mobility of the physical servers, usually connected vehicles. Also, the
topology of a VC data center network changes more rapidly due to the high mobility
of vehicles.

Refaat et al. [33] proposed three vehicular VM migration mechanisms called
vehicular virtual machine migration (VVMM). These mechanisms aim to bring
greater efficiency to migration due to mobility data center topology and host
heterogeneity, all with minimum RSU intervention. The first proposed model,
VVMM-U, performs uniformly, selecting destinations for VM migrations, which
take place shortly before a vehicle’s departure from RSU coverage. The second
model proposed, VVMM-LW, aims to migrate VMs to vehicles with the lightest
workload. Finally, the VVMM-MA model incorporates mobility awareness by
migrating VMs to vehicles with the lightest workload and projected to be within the
geographic boundaries of the VC. Results showed that the last model, VVMM-MA,
obtained a significant reduction in unsuccessful migration and resulted in increased
fairness in vehicle capacity utilization across the VC system.

Yu et al. [42] proposed efficient VM live migration mechanisms to deal with
the problem. In particular, the selective dirty page transfer strategy is designed to
enhance the efficiency of data transfer in VM live migration. Also, the authors
proposed an optimal resource reservation scheme to ensure sufficient physical
resources at a target cloud site such that migration dropping is significantly reduced.
In the paradigm used by the authors, vehicles are allowed to access three types
of cloud sites for services: VC, roadside cloud, and central cloud. Due to vehicle
mobility, cloud services must shift from one cloud to another to maintain ongoing
services. The resulting mechanism reduced migration dropping, decreasing the
dropping rate.

One of the major challenges of VM migration in a VC is related to network
overhead and the search and management of resources [5]. As a result, VM
migration methods must consider not only the issue of vehicle mobility but also
the number of resources that these vehicles have available for the creation of VMS.
Also, migration must have a significant impact on the network so that migration
overhead does not impact the use of services and resources made available by the
cloud.

6.2.3 Job Assignment in VCs

The dynamically changing availability of computing resources due to vehicles
joining and leaving VCs unexpectedly leads to a volatile computing environment
where the task of assigning incoming user jobs to vehicles is quite challenging. To
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understand the challenge, assume that a job was just assigned to a vehicle currently
in a VC. If the vehicle remains in the VC until the job is completed, then all is
well. Difficulties arise when the vehicle leaves the VC before job completion. In
this case, unless special precautionary measures are taken, the work is lost, and the
job must be restarted, taking chances on another vehicle until eventually the job is
completed. Losing the entire work of a vehicle, in case of premature departure, must
be mitigated. One possible method is to use checkpointing, a strategy originally
proposed in databases. This strategy requires making regular backups of a job’s
state and storing them in a separate location. In the event a vehicle leaves the VC
before job completion, the job can be restarted, on a new vehicle, using the last
backup. Alternatively, reliability and availability can be enhanced, as is often done
in conventional clouds and other distributed systems, by employing various forms
of redundant job assignment strategies. Indeed, the volatility of resources in VCs
suggests the use of job assignment strategies wherein each job is assigned to, and
executed by, two or more vehicles in a VC.

Some works in the literature use this mechanism. For example, Ghazizadeh et
al. [15] have studied redundancy-based job assignment strategies in VCs and have
derived analytical expressions for the corresponding mean-time-to-failure MTTF.
Similarly, Florin et al. [11] have studied reliability issues in military vehicular clouds
(MVCs), the version of VCs that suits the needs of tactical applications. These
works describe how to enhance system reliability and availability in these types of
VCs through a family of redundancy-based job assignment strategies that attempt
to mitigate the effect of computing resource volatility. These scheduling strategies
demonstrate the efficiency of the MTTF for job assignments in VCs.

Another important issue for a VC is the job completion time, one of the
fundamental QoS attributes of VCs. Among all existing related works, some
approaches attempt to estimate job completion time [13, 16, 21, 44]. Of these works,
it is worth mentioning that of Florin et al. [13], who developed an analytical model
for estimating job completion time in VCs assuming a redundant job assignment
strategy.

Due to the characteristics not only of vehicular networks but also of human
behavior, the estimation of time allocation of resources in a vehicle as well as
the time of execution of a work has become an increasingly important factor in
the performance of VCs seeking to maintain greater usability of resources, thereby
meeting the needs of cloud users.

6.3 Resource Management in Vehicular Clouds

Resource management in a cloud carrier must consider a series of factors. These
factors are essential and include efficiency, QoS, and correctness. (1) Efficiency
relates to the fact that a resource allocation strategy should optimize resource
utilization so resources are used in their entirety. (2) QoS has to do with the fact
that the resources allocated need to be sufficient to meet QoS requirements. (3)
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Correctness indicates that a resource must have the same possibility and time to be
executed.

This chapter presents a comprehensive study that was conducted on resource
management in VCs, in which the relevant works are divided into two groups
that define the resource management by (1) infrastructure or (2) vehicles. The first
group refers to works in which resource management is connected directly to the
static structure of the cloud, which means that the processing and management of
resources are carried out by both the cloud (data center) and cloudlets (computa-
tional resources made available by RSUs). The second group relates to the focus of
this work, in which the management and processing of resources are performed
only by vehicles, where the intervention of external elements, such as an RSU,
is minimal. In other words, resource management entails using only some of the
features offered by an RSU structure, such as signal strength.

6.3.1 Resource Management by Infrastructure

Resource management in a VC-based infrastructure needs to deal with resource
allocation, which is typically achieved by creating VMs. Furthermore, a resource
management engine must allow for data transfer between RSUs (cloudlets) and
avoid resource failure resulting from the lack of meeting QoS requirements or high
vehicle mobility. Another aspect to consider is the analysis of resources, which
indicates the order in which requests are met. Figure 6.3 describes an abstraction
of resource management executed by the infrastructure of a VC.

From the scenario depicted in the figure, vehicle 1 first requests a cloud service
from the data center (central cloud) and the cloudlet. Thus, VMs are reserved in the
data center and cloudlet. Once resources are provided by this central cloud, the VM
running in the cloudlet pushes messages to vehicle 1, allowing its driver to make use
of the requested resource. When vehicle 1 moves along the road and comes into the
coverage area of cloudlet 2, the VMs present in cloudlet 1 must migrate to cloudlet
2. As a result, the requested resources are active until it is no longer necessary.

The following section describes some of the techniques and works that address
the optimization of the resource management process in an infrastructure-based VC.

6.3.1.1 Integer Linear Programming

One of the techniques used to manage resources in VCs is integer linear program-
ming (ILP), which consists of a mathematical optimization in which some or all
variables must be integers. ILP seeks the efficient distribution of limited resources
to meet a particular goal, generally maximizing profits or minimizing costs [10].
Therefore, this objective is expressed through a linear function, called an objective
function. Furthermore, it is necessary to define which activities consume resources
and in what proportions the resources are consumed. This information is presented
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in the form of linear equations, one for each resource. For the set of these equations
and inequalities it is called model restrictions.

There are generally many ways of distributing scarce resources among various
activities, provided that these distributions are consistent with the constraints of a
given model. However, what is investigated is the objective function, focusing on
the maximization of profit or the minimization of costs. This solution is called the
optimal solution. Thus, linear programming is used to find the optimal solution to a
problem once the linear model is defined, delimiting the objective function and the
linear constraints.

In a VC, ILP is used to minimize the cost of resource management operations,
so as to reduce the need to migrate a VM from one cloud to another or from one
network element to another. For this, the strategy uses network parameters, such as
overhead, bandwidth, and VM size, among other elements of vehicular networks,
and the elements in question as constraint models. We describe a work that uses this
strategy to conduct resource management in VCs.

For instance, consider a VC that has the capacity to attempt service requests of T .
The VC provides the services of a traffic management, event alert, or a combination
of these two. This VC has a limited capacity for available processing resources Rp

and the storage Rs that can be used to attempt these services. These resources can
be allocated in different amounts depending on whether the request is one for traffic
management (Rp1, Rs1), or for event alert (Rp2, Rs2). Suppose that the allocation
of the processing resource has a cost of Cp for the system and a cost of Cs for
allocating the storage resources. Thus, if we assume that the vehicles make requests
for traffic management (tm) or event alert (ea) services, then the ideal number of

Fig. 6.3 Abstraction of
resource management carried
out by VC infrastructure
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services provided by the system can be described as a linear programming problem:

Minimize: Cp ∗ tm + Cs ∗ ea (This is the objective function)
Subject to: tm + ea ≤ T (Total limit of requests met)

Rp1 ∗ tm + Rp2 ∗ ea <= Rp (Processing resource limit)
Rs1 ∗ tm + Rs2 ∗ ea <= Rs (Storage resource limit)

tm ≥ 0 and ea ≥ 0 (Vehicles request services)

(6.1)

In what follows we describe some works that use this strategy to perform resource
management in VCs.

The work described in [34] proposed a cloud resource management (CRM)
method based on ILP that minimizes the reconfiguration overhead. CRM aims
to reduce infrastructure delays and service replications. The ILP model consists
in jointly minimizing the reconfiguration overhead, VM migrations, control plane
modifications, number of service hosts, and cloud infrastructure delays. To achieve
this, the authors used weights to control the priority of reconfiguration overhead
so that minimizing VM migrations takes priority over control plane modifications.
Furthermore, ILP considers the delay among messages in the system, as well as
network bandwidth, to achieve a balanced network load and minimize the number
of service hosts and infrastructure.

6.3.1.2 Semi-Markov Decision Process

Markov decision processes (MDPs) [6] aim to model decision making in situations
where outcomes are partly random and partly under the control of a decision maker.
MDPs provide a mathematical framework to model processes where transitions
between states are probabilistic; it is possible to observe what state a process is
in, and it is possible to interfere in the process periodically in decision times by
performing actions [31]. Each action has a reward or cost, depending on the state
of the process. Alternatively, rewards can be defined by the state only, without
relying on the action performed. They are called Markov or Markovians because
the modeled processes obey Markov’s property: the effect of an action on a state
depends only on the action and the current state of the system and not on how
the process came to the state. A decision process comes from the possibility that
is modeled by an agent or decision maker, which periodically interferes with the
system performing actions, unlike Markov chains, where it is not about how to
interfere in the process.

Therefore, an MDP is defined as a tuple (S,A, T ,R), where

• S is a set of states where the process can be present;
• A is a set of actions that can be performed in different decision periods;
• T : SXAXS �→ [0, 1] is a function that gives the probability that the system will

pass to a state s′εS. This function assumes that the process was in a state sεS and
the agent decided to take action aεA (denoted T (s′|s, a));
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• R : SXA �→ R is a function that gives the cost (or reward) for making a decision
aεA when the process is in a state sεS.

To illustrate the use of MDPs, we assume that a VC can offer a resource pool that
contains R units of resources that support a K service class. Additionally, the service
class i, i ε {1, 2, . . . ,K} requires bi resources to meet its service requirement.
Furthermore, the arrival time of a new request is modeled as a Poisson process at a
rate of λn.

Therefore, the system state can be described by the resource occupation in the
VC. Thus, the state space can be denoted as follows:

S = {s|s = (n, e)} , e ε E = {Req, T er} (6.2)

where n is defined as

n = {n1, n2, . . . , ni} , (6.3)

and ni represents the number of vehicles in a VC that requests the service class i. In
the same way, the sum of allocated resources in the local cloud is

∑K
k=1 bk ∗nk ≤ R.

e represents an event that occurs in the system, and the event set E is described as
follows:

• Req represents the arrival of a new request,
• Ter represents the terminal of a requested service of class k that the request come

from the cloud.

In an MDP environment, the cloud has to make a decision based on its action space
after a known period of time. Thus, in each decision epoch, the cloud chooses an
action a from the action space As , which is defined as follows:

As =
{

{ −1} , e 
= Req

{0, 1, 2, . . . ,K} , e = Req
(6.4)

a = −1 indicates that the controller needs, not to make decisions, but update the
resource consumption in the system. a = 0 indicates that the request of service of
class k was rejected by the controller. a = k indicates that the request is accepted
and the service of class k was allocated in the system.

The transition probability from state s to states s′ under action a is defined by
p(s′|s, a)

p(s′|s, a) =
{

λn

ϕ(s ′,a)
e′ = Req

μknk

ϕ(s ′,a)
e′ = T erk

(6.5)

where ϕ(s, a) = γ (s, a)−1. γ (s, a) represents the expected time until the next
decision epoch, which can be given by
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γ (s, a) = 1

λn + ∑K
k μk ∗ nk

(6.6)

Given a state s and an action a, the system reward is defined as

r(s, a) = k(s, a) − g(s, a) (6.7)

where k(s, a) is the lump sum income of the system by taking action a, and g(s, a)

is the expected system cost. k(s, a) can be defined as

k(s, a) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

P e ε Req, a = 0

GReq e ε Req, a = 1 . . .K

GT er e ε T er, a = −1

0 otherwise

(6.8)

P denotes a system penalty resulting from the rejection of the service or by the
departure of a vehicle from the cloud. In Pr , a request has been made to reject the
resource of a vehicle still in the cloud pool, but the system has been penalized by the
exchange of messages between clouds. Thus, P is defined as P − ∑K

k=1 bk , where
P is the system penalty. GReq represents the system income for accepting a new
request or migration request. GReq is defined as G − bk, where G is the income
from the cloud’s use of the resource shared by the vehicle. Although the resource of
this vehicle increases the pool of resources of the local cloud, the vehicle uses the bk

resource of the available resources in the cloud. GT er stands for the system income
for termination of a service (a request) or by a migration request. GReq is defined as
G + bk . The expected system cost g(s, a) is defined as

g(s, a) = c(s, a)γ (s, a) (6.9)

where c(s, a) is the cost rate of the system, which can be characterized by the
number of resource allocations in the dynamic VC; consequently, it is represented
as

c(s, a) =
K∑

k=1

bk ∗ nk (6.10)

Thus, this modeling aims to control the acceptance or rejection of requests for
service in the system, seeking to maximize the use of these resources in the cloud.
In the literature, some models have been proposed to consider not only services
but also characteristics of the entrance and departure of vehicles in the cloud. In
what follows, we describe some works that use this strategy to perform resource
management in VCs.
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In [45], an allocation resource scheme for maximizing the reward of a VC was
proposed. This approach is based on an infinite-horizon semi-Markov process that
uses four stages to formulate the resource allocation problem. (1) The state space
represents the current resources and request states in a VC. (2) The action space
is a set of actions that can be used by a VC based on its current state. (3) A
reward consists of the income and costs that allow for applying a discounted model
that computes and analyzes the sum of the rewards. (4) A transition probability
calculates the probability that one system state will change to another state under a
specific action. This approach uses an iteration algorithm to solve the optimization
problem. The algorithm aims to maximize the long-term expected total reward of
the VC.

An optimal method was proposed in [27] for maximizing the reward of a pro-
posed solution and improving the quality of experience with vehicles. The authors
formulated a semi-Markov decision process (SMDP) to optimize the decision-
making process to obtain an optimal scheme. In this optimal method, rewards
are computed using the average rate of events. The SMDP uses a uniformization
that modifies the formula for a discrete-time model. This approach also employs
an iteration algorithm. To maximize the average reward, it is based on the model
defined in [45]. However, the authors attempted to improve the processing power to
save more energy, as seen in [45].

6.3.1.3 Game Theory

Game theory is a mathematical strategy designed to model phenomena that can be
observed when two or more decision makers interact with each other. This scheme is
used in situations where the decisions of one agent or player depend on or influence
the choices of others.

Therefore, a game consists of a set of players represented by G = g1, g2, . . . , gn.
Each player gi has a finite set Si of options called the player strategy it can use. We
denote by S a set of all strategy profiles, defined as follows:

S =
n∏

i=1

Si = S1XS2X . . .XSn (6.11)

Each element sεS represents a result of the game, also called a strategy vector or
strategy profile of the game. Also, each player must have a preference order, which
must be a complete, transitive, reflexive, and binary relationship for the possible
outcomes of the game. This relationship indicates that the player prefers to change
its strategy, and with that the result of the game changes from one vector of strategies
to another. A simple way to represent this is a utility function or benefit ui : S → R

for each player i, which returns a numeric value for each strategy vector. Thus, if
i changes its strategy, migrating from a strategy vector s for a vector s′, this action
only happens because ui(s

′) > ui(s).
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When players reach a result where each player has no interest in changing its
strategy, a stable result is achieved. We say that a vector of strategies representing
such a result is a Nash equilibrium in strategies.

To illustrate how this strategy works, consider a VC in which two services
(players) have been requested by the user. These services can be attempted or
blocked. If both are attempted, they have a cost of 4 for each service. If only one
service (A) is attempted and the other (B) is blocked, then service A costs 1 and the
other costs 5. Likewise, if B is attempted and A is blocked, B has a cost of 1, and A

has a cost of 5. If both are blocked, the cost is 2.
A set with two players G = A,B has the following sets of strategies for each

player:

SA = Attempted, Blocked

SB = Attempted, Blocked

uA(Attempted, Attempted) = 4, uA(Attempted, Blocked) = 1,

uA(Blocked, Attempted) = 5, uA(Blocked, Blocked) = 2,

uB(Attempted, Attempted) = 4, uB(Attempted, Blocked) = 1,

uB(Blocked, Attempted) = 5, uB(Blocked, Blocked) = 2

Thus, for this example, the result where both statuses are attempted is a Nash
equilibrium because, achieving this result, none of them minimizes the system cost
by changing their choices individually.

The work presented in [43] proposed a mechanism for resource management
and cooperative sharing of idle resources based on two-sided matching theory. This
approach is divided into two steps. First, the cloud service provider analyzes the
revenue and verifies whether it works alone or integrates with a cloud market. Then
the service provider leases or rents its resources from other service providers. This
approach must consider certain options: (1) A service provider can participate in a
coalition whether its utility is better. (2) A service provider can change coalitions
to improve its utility; in other words, the provider can leave coalition A and join
coalition B. (3) A service provider prefers to work alone regardless of whether it
improves utility. In this approach, the authors used a Pareto optimality to assist
service providers in their actions, which ensured that their utility would increase or
at least not decrease. The Pareto optimal collection consolidates gradually in each
round.

In another work [41], a cloud architecture for vehicular networks is presented;
it is divided into three layers: (1) vehicular cloud, (2) roadside cloud, and (3)
central cloud. This approach aims to integrate redundant physical resources in ITS
infrastructures. For this, the authors used a game-theoretical approach to maximize
the allocated cloud resources. To illustrate the use of this theory, consider a set
of VMs available in a cloudlet that aims to obtain as many resources as possible.
The VMs are allocated based on the number of requested resources. In this case,
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the cloud sets up two virtual resource counters (VRCs) for each VM. Since the
VRCs achieve their maximal threshold, the VMs cannot allocate different types of
resources. Therefore, the total amount of allocated resources is the same for all
VMs.

A noncooperative cloud resource allocation scheme is presented in [37] for
urban scenarios using the Gauss–Seidel (G–S) iteration method, which reduces the
calculation time of the Nash equilibrium point (NEP). The work then considers the
joining and leaving processes of nodes. Therefore, an analysis was conducted to
investigate the noncooperative cloud resource allocation game based on the G–S
iteration method. A precision control was modeled to improve the iteration of the
flow. To this end, the approach exploited the game theory to model the transmission
behaviors of the vehicle nodes, also known as the cloud resource allocation game.
Also, cloud RSUs were used to increase the communication time between vehicle
nodes and the data server, which is sufficient for selfish vehicles to finish the
equilibrium calculation of the cloud resource allocation game and access data at the
calculated transmission rate. In a cloud resource allocation game, each vehicle node
attempts to minimize its cost or maximize its utility. This approach can allocate
cloud resources among the vehicles using the G–S iteration method. The G–S
iteration method is usually used to resolve first-order partial differential equations.
This method computes the optimal utility and flow rate of nodes. To deal with the
convergence problem of resource allocation in vehicular networks, a convergence of
the G–S iteration method was used.

6.3.1.4 Communication Layers

Some strategies only manipulate information coming from protocols already estab-
lished in computer networks. Other approaches are focused on capturing infor-
mation from delay, jitter, and packet loss. Some strategies are aimed at analyzing
information coming from the TCP and information derived from the routing table
at the network layer. Using this information, some works define their mathematical
models to manage the flow of information and services requested. Through such
models, they are capable of manipulating and managing resources available in the
cloud to offer services to their users.

Another way to accomplish this manipulation of resources is through strategies
already known in networking, such as in cognitive networks. According to the
definition presented in [38], a cognitive network is a network endowed with
cognitive ability, which can perceive the current conditions of the network and
then plan, decide, and act on those conditions. The network can learn from these
adaptations and use this information to make future decisions while taking end-
to-end transmission goals into account. Like cognitive networks, cognitive radios
provide the ability to use or share the spectrum in an opportunistic way.

Some works employ information not only of radio but also of other protocols for
performing resource management. In what follows, we describe some works that
use this strategy.
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A resource scheduler for networked fog centers (NetFCs) was proposed in [35].
NetFCs determine that QoS requirements are met, seeking minimum/maximum rate
jitters, process delay, and jitter rate. This approach uses an infrastructure-to-vehicle
strategy to communicate in vehicular networks: vehicles communicate with the
infrastructure through TCP/IP-based single-hop mobile links. The objective of this
approach is to minimize the average communication-plus-computing energy wasted
by the overall TCP/IP-based fog platform under hard QoS requirements are met,
such as hard bounds. The energy-efficient schedule jointly performs the following
functions: (1) management of input traffic; (2) minimum-energy dispatching of
admitted traffic; (3) setting and maintaining configuration of VMs hosted; and (4)
adaptive control of traffic injected into TCP/IP mobile connections. Also, NetFCs
use the adaptive control of input and output traffic flows by managing the random,
and possibly unpredictable, fluctuations of the input traffic to be processed and
the states of the utilized TCP/IP connections. This approach also considers an
adaptive reconfiguration of per-VM task sizes and processing rates and an adaptive
reconfiguration of intrafog per link communication rates.

An adaptive resource management controller based on cognitive radio (CR)
and soft-input/soft-output data fusion for vehicular networks is presented in [9].
Under this approach, an optimal controller dynamically manages the access time
windows at the serving RSU, as well as the access rates and traffic flows at
the served VC in a distributed and scalable way. Furthermore, this approach
provides hard reliability guarantees to the primary traffic transported by the wireless
communication backbone. To support CR-based access of the VC to the serving
RSU in a fully distributed and scalable way, the approach adopts the frame format
reported in sync with an intracluster access protocol. Therefore, an intracluster
access protocol was designed and employed. This approach consists of seven
phases: (1) channel estimation, (2) propagation, (3) sensing, (4) data fusion, (5)
client scheduling, (6) client upload, and (7) acknowledgment. Furthermore, time
slots are partitioned into nonoverlapping mini slots.

6.3.1.5 Discussions and Challenges Encountered

To summarize the characteristics of existing works, a table was compiled to
describe the aspects of those works that are addressed. The table considers the most
relevant aspects for delimiting the works: resource allocation, resource migration
between RSUs, and scheduling resources. Table 6.1 also describes the probabilistic
mechanisms used in the works.

One of the problems of this type of resource management is the complexity and
time that the mechanisms of resource allocation and migration need to converge.
These two aspects impose hard constraints on speed and efficiency so that the
mechanisms are not affected by the speed of vehicle mobility and computing
resources are not wasted. This complexity increases when you add the resource
scheduler, which increases the time for resource availability. Another important
problem consists of the high computational load required to calculate the required
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Table 6.1 Works that deal with resource manager based on infrastructure

Allocation Resource Resource
Work Resource Scheduling Migration Probabilistic method

Salahuddin et al. [34]
√ √

ILP

Zheng et al. [45]
√ √

SMDP Bellman Equation

Meng et al. [27]
√ √

SMDP Bellman Equation

Yu et al. [43]
√ √

Game Theory

Yu et al. [41]
√ √ √

Game Theory

Tao et al. [37]
√ √

Game Theory

Shojafar et al. [35]
√ √ √

Own Method

Cordeschi et al. [9]
√ √

Access Rate Allocation,
Combined Time-Flow
Allocation, and Network-Wide
Optimization

optimization. This high computational load may impact the power consumption of
the unit, creating a need for a more efficient cooling mechanism.

Although some work addresses the resource management problem in VCs
affected by infrastructure, the challenge of integrating the three fundamental aspects
of management remains because of the complexity of allocation mechanisms,
scheduling, and resource migration. Therefore, there is a need for an effective
structure that includes the three mechanisms: a solution that allocates resources
quickly, respecting the resource requirements of quality requested. This minimizes
or facilitates the migration of resources between RSUs, allowing migration to occur
quickly without losses in resource utilization and providing fair allocation without
loss of requests.

Another point for consideration is the precise assessment of time and computa-
tion consumption. Related to the efficiency with which assigned tasks are processed,
optimization techniques are highly necessary for working out the issues involved in
resource management.

6.3.2 Resource Management by Vehicles

Because existing resource managers that are based on infrastructure rely on the
aspects of resource allocation, the transfer and scheduling of resources between
RSUs must also be considered in the resource management conducted by the
communication between vehicles. As a result, the method in which communication
is established among transiting vehicles is an essential element in this type of
management. Figure 6.4 depicts the operation of resource management by vehicles.

For example, consider that vehicle 1 requires some available resource from
another cloud vehicle, so it initially sends a request for that resource and needs
to continue sending requests to a particular resource cloud until a reply is received.
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Fig. 6.4 Resource management by vehicles

This messaging can be a data dissemination mechanism or clustering mechanism.
Once another vehicle receives the request, and the requested resource becomes
idle, it creates and reserves a VM; then it assigns these virtual resources to the
requester and begins to send messages to vehicle 1. Data dissemination or clustering
mechanisms are used for the creation and maintenance of this form of management,
as we can see in the work described in what follows.

6.3.2.1 Bayesian Coalition Game

Coalition game is a category of game theory in which a group of players is instructed
to demonstrate cooperative behavior, transforming the game into a competition
between groups rather than a competition between individuals, as described in
Sect. 6.3.1.3.

The coalition game consists of a finite set of players G called the grand coalition
and a characteristic function v : 2N → R, which maps a set of coalitions to a set of
rewards. This function describes how much a set of players can accumulate if they
form a coalition. This game is known as a game of value or a game of profit. Thus,
players must choose which coalitions to form according to their expectations about
how the reward will be divided among coalition members. Therefore, the coalition
game can be considered a study of payoff division within groups of agents [18].

Similarly, a cooperative game can be defined as a characteristic cost function
v : 2N → R that satisfies v(0) = 0. In this case, players must fulfill some task, and
the function represents the value that the set of players requires performing the task
together. A game of this type is known as a cost game.

This technique can be used to calculate the cost of the cloud when migrating a
VM in which it has several parameters that must be analyzed, such as overhead, the
size of the VM, and the necessary bandwidth.

A work that employs such strategy is that in [19]. In this work, an algorithm
called Learning Automata-based Contention Aware Data Forwarding (LACADF) is
proposed. The algorithm deals with reliable data forwarding as a Bayesian coalition
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game (BCG) based on learning automata concepts. LACADF assumes that vehicles
are players, and each vehicle analyzes the play of the other vehicles; thus, the
vehicles can determine the movement to be performed. At the beginning of the
game, each vehicle has a payoff pay value, and this value can increase or decrease
based on the vehicle’s actions. The actions can make the vehicle earn a reward or
incur a penalty according to the updates of its action probability vector. After some
iterations, the proposed approach selects an action based on the different disjointed
sets that are analyzed by Bayes’ theorem. All these actions are performed by an
automaton process that can yield optimal inferred results if a solution is convergent.

6.3.2.2 Semi-Markov Decision Process

An MDP can also be used when there is not a central element to control cloud
services. The MDP can be modeled in such a way that it takes into account not only
the unique parameters of the resources being managed but also all the characteristics
of the vehicular network, such as high mobility, a highly dynamic topology, and
a low connectivity time between vehicles. Few works perform this modulation
with MDPs. In what follows, we describe a work that considers not only the QoS
requirements requested but also the mobility of a vehicle when entering and exiting
a VC.

An optimal resource allocation scheme was proposed in [26] to maximize
the utilization of available resources. The optimal solution for the problem of
maximizing the system expected average reward is formulated as a SMDP. The
SMDP problem is solved by an iteration algorithm. The authors consider a dynamic
VC consisting of vehicles with resources that can be shared with a vehicular
network. This cloud is formed through a set of vehicles that are grouped into a
cluster. The cluster is constructed and maintained according to the strategy defined
in [25], which considers that allocation requests are managed by a controller.

6.3.2.3 Discussions and Challenges

One of the problems of this form of management relates to the allocation of
resources without overloading a vehicle with heavy computing, which consists of
basically determining the best way of allocating the use of a vehicle. The manage-
ment of allocated resources may not be straightforward due to the characteristics of
the carrier network. For example, if a resource is allocated through a VM, computa-
tional power and significant network capacity are necessary to support the migration
of the VM. Another problem characteristic of vehicular networks is related to
the transmission time, such as in the presence of network fragmentation. Some
auxiliary solutions may be used for data dissemination, although such solutions
may introduce a high degree of overhead and package collisions. Clustering may
be used to preventing this condition. In addition to reducing the number of network
messages, this mechanism distributes resources better. However, such a solution
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Table 6.2 Works that deal with resource management by vehicles

Work
Resource
Mechanism

Resource
Scheduling

Resource
Migration Probabilistic Method

Arkian et al. [3]
√ √ √

Fuzzy and Learning Methods

Kumar et al. [19]
√

Bayesian Coalition Game

Sibai et al. [36]
√ √

Spatiotemporal Similarity

might be constrained by the allocation time as the provision of resources is directly
dependent on the time necessary to build a cluster, which is high.

A summary of features and mechanisms used in the described works is listed in
Table 6.2.

Due to the characteristics of vehicular network resource management, vehicle
speed, mobility, and transmission times must be addressed. Therefore, an efficient
resource allocation mechanism must be developed so that the allocation can take
place in a rapid manner due to short communication times between vehicles. Thus,
the allocated resources must be performed efficiently and without computational
overhead for the vehicle due to the limitations of vehicle resources.

The structure used for allocation has a direct impact on the form of migration
of resources between vehicles. Consequently, this structure should be simple to
the point that the migration of this feature is fast and efficient, does not impact
the use of the resource, and does not overload the network with control messages.
Thus, the challenges relate to communication and aggregation of information to
provide a rapid cooperation mechanism between vehicles to meet the service quality
requirements of the requested resource.

Another challenge involves the optimization of features of a scheduling mech-
anism, which must take into account not only the requirements for the request
execution but also the mobility characteristics of the vehicle. Thus, this mechanism
should not only optimize the choice of vehicles that suit a particular resource but
also serve as a support tool at the time of resource migration.

6.4 Service Discovery in a Vehicular Cloud

Resource discovery is defined in this work as the process of requesting a resource
and receiving a response back from the cloud controller. We formulate it as being
dependent on resource requests. Consider a vehicle or a group of vehicles that need
a specific resource r that is available from a VC. The VC has a set of available
resources R that are available for users to request. Thus, these users send a request
to the component of the VC that is responsible for managing resource requests. After
the component receives the request, it verifies the availability of the resource; then
it sends a response back to the user. The component can be a controlled cloud when
considering only one VC or a broker when considering a group or a federation of
VCs.
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We consider a series of VCs interconnected through RSUs or vehicles that work
to build alternative paths to reach data centers or cloudlets when there is no external
infrastructure available. For this, we divide the study about resource discovery into
two parts: (1) RSU as resource discovery manager and (2) vehicles as resource
discovery manager. By the fact that the VC is a novel area, there are few works that
deal with VC resource discovery. Consequently, we have also included techniques
having to do with the discovery of resources in a VC.

6.4.1 RSU as Resource Discovery Manager

When more than one cloud is connected to a single RSU, this RSU can be used
as a broker among these clouds to manage and discover resources in a vehicular
network. Therefore, when a vehicle requests a service from the RSU, it can check
the best cloud to process the service request, allocating and managing the resources
in case the request is accepted. In what follows, we describe works that address
resource discovery in this context.

6.4.1.1 Data Dissemination

The dissemination protocols aim to transfer relevant information to both vehicles
and a control center quickly and efficiently. However, such dissemination protocols
must deal with broadcast storms in order not to overload the network with control
messages or previously disseminated information.

Such dissemination protocols can be used to disseminate search information of a
particular resource. Because an RSU has a broader view of a network than vehicles,
it can select a set of vehicles to carry out the dissemination of the resource search.
Thus, this control through the RSU reduces the number of request messages in the
network because only a few vehicles disseminate the message, thereby reducing the
broadcast storm.

In what follows, we describe some solutions that use the dissemination of data as
a resource search mechanism.

A cloud service discovery protocol was proposed in [28] to use RSUs as a cloud
directory to store information about VC servers. As a result, this protocol forms
a distributed dynamic index of such servers. The protocol defines a cloud server
as a tranSporTAtion seRver (STAR) that provides services or resources via RSUs.
Furthermore, the proposed approach includes an identification of services and their
attributes that can be offered by the STAR. The RSUs store information about the
services that it offers, such as the attributes of each service, the cost per resource
unit, and the quality of each service. Also, the RSUs select the best candidate STAR
to match user requirements. The STAR in this case is a vehicle that helps the RSU
to manage and discover new resources and services in a VC. A STAR can offer
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higher QoS in a dense network because it can be closer to the requester than an
RSU, speeding up the communication with the RSU and the cloud.

A service-oriented architecture-based middleware called VsdOSGi was proposed
in [23] to address resource discovery directly. This, middleware is based on an
OSGi framework, and it contains four layers: device bundle, service discovery
bundle, DssOSGi bundle, and app bundles. VsdOSGi focuses on discovering the
most suitable and intelligent transport application services. The resource discovery
algorithm based on QoS (SDQ) employs different calculation methods of service
quality according to service requirements. Thus, this algorithm provides an optimal
service to satisfy the requirements and constraints of many requesters. For this, the
service discovery algorithm is divided into four phases. (1) Vehicles that make their
resources available send a message to the service directory of an RSU to notify it
that the RSU provide a service. (2) Vehicles send requests to the service directory
of an RSU to subscribe to its services. (3) The RSU matches the subscribed service
with a published service and replies back to the service request. (4) The vehicle
receives the response to its request and selects the final service provider to bind the
required service.

6.4.1.2 Clustering

Clustering is a technique for grouping vehicles to facilitate communication. There
are several criteria involved in the grouping of vehicles, such as speed, direction,
number of vehicles, and follow-up vehicles. The simplest way to group vehicles in
a city is through the localization in which the vehicles are, so all vehicles that are on
the same street, following each other, or on a block are placed in the same cluster.
Thus, each street has its cluster. Another common way of grouping is through
steering, so all nearby vehicles that are going in the same direction in a given region
are placed in the same cluster.

A cluster consists of the following elements:

• Cluster head, which manages the cluster and its resources;
• Gateway, which is responsible for facilitating communication between several

clusters;
• Member vehicles, which are those vehicles that participate in a particular cluster;
• Unknown vehicles, which are vehicles that do not participate in any cluster.

The cluster head and gateways are chosen through a selection process among
the vehicles belonging to the cluster. After the selection, this information is
disseminated to all the elements of the cluster so that they can know who the
gateways are and who the controller of that cluster is.

The clustering technique is widely used to create a communication structure
among vehicles to reduce the number of messages sent over the network. Any
request or communication in the cluster first passes through the cluster head for
later forwarding to the destination vehicle. Some studies that follow this strategy
are described in what follows.
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A VC called COHORT was proposed in [3]; it employs RSUs to provide services
to vehicles. COHORT also assists RSUs in managing and discovering new resources
in vehicular networks. However, an RSU is accessible to the vehicles located within
its transmission range. Thus, COHORT makes use of CaaS as a cloud service
for increasing the coverage of the available service. CaaS is created using cluster
theory through communication among vehicles. These clusters are dynamically
formed, in which one member of a cluster is selected as a cluster head. These
cluster heads communicate with the RSU and with other vehicles, functioning as
a communication bridge between vehicles with RSUs. A cluster head is responsible
for the creation, maintenance, and deletion of services, so cluster heads help an RSU
in the management and discovery of services and resources of vehicles in a cloud.

6.4.1.3 Discussions and Challenges Encountered

When we consider RSUs as the elements responsible for the management and dis-
covery of new resources, we can consider the use of well-known resource discovery
solutions in traditional clouds. This is because the communication between the cloud
and RSUs can be wired and the elements are not moble. However, a VC can use
the vehicle network as a provider of resources and services. Thus, these solutions
certainly require novel aspects and components that deal with the high mobility of
vehicles, the time of connection between RSUs and vehicles, and other aspects of
vehicular networks.

Table 6.3 summarizes the characteristics of the existing main works, listing the
major aspects of each work mentioned. A description of such aspects is presented
in what follows.

Although the solution presented in [28] uses STARs to aid in the discovery of
resources, it is still limited to the time of communication between STARs and an
RSU, hindering the mechanism of resource management and discovery. The same
thing occurs in [3], which presents a solution involving intense communication
between vehicles and RSUs that can cause a considerable amount of collisions
among control management messages. VsdOSGi [23] shows a dynamic aiding
mechanism that takes into account the high mobility of vehicles, the time of
connection between vehicles, and RSUs. However, the proposed mechanism has
a high computational complexity for the choice of cluster heads as well as the
mechanisms that select the vehicles that help in the communication between
vehicles and between the head cluster and the RSU.

Therefore, the mechanism can make use of information storage elements in a
traditional cloud and can assist brokers (RSUs) on the discovery and management of
resources. This auxiliary mechanism must consider the high mobility of vehicles and
the time of communication between the RSU and the vehicle. Also, the mechanism
must not introduce high computational overhead so that it does not impact the
computational resources in the VC.

As RSUs are interconnected via the Internet and supposedly present a connection
with a data center, they are capable of employing the same protocols as are used
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Table 6.3 Works dealing with service discovery by RSUs

Work Major feature Assistance Weaknesses

Service Discovery
Protocol [28]

Vehicle Cloud Server Search and
Service Discovery

STAR Mobility of Vehicles

COHORT [3] Service Provider Selection Cluster Head Complexity of
Cluster Head
Selection

VsdOSGi [23] Service Discovery Middleware – Lack of Service
Discovery Support

in clouds. However, to achieve this, any proposed solution must deal with all the
limitations found in vehicular networks. As a result, protocols need to aggregate
resources made available by vehicles and meet the demands of services requested
by vehicles.

Therefore, one of the great challenges in this scenario is the creation of an
information storage structure that does not impose high complexity on computa-
tional resources since the RSUs may have a low computational capacity to support
such structures. Also, simple and dynamic mechanisms must be designed to enable
aggregation, search, and management of resources that match with the needs of a
data center and the unique constraints of vehicular networks. Also, it is assumed that
such new resource discovery approaches will not overload a network with control
messages.

6.4.2 Vehicles as Resource Discovery Managers

Consider a scenario in which vehicles cannot connect with an RSU or even a data
center. Vehicles need to cooperate and collaborate among themselves to generate
an infrastructure able to aggregate resources and make services available to other
vehicles. In such a scenario, we consider two possible situations:

• A vehicle is its own cloud. A vehicle represents a set of resources that can be
available to other vehicles in a vehicular network. In this case, each vehicle
needs to perform resource discovery through interconnections with other VCs
with the propagation of control messages. Therefore, a vehicle (control cloud)
can verify if it has the resources that match a service request or indicates other
clouds (vehicles).

• A set of vehicles form a cloud. A set of vehicles create a cloud through by
communicating among themselves. In this set, a vehicle is selected to control
requests and resources in the cloud. Furthermore, the vehicles can select an
element (vehicle) that serves as a gateway between different groups of vehicles
(VCs), so these gateways are considered brokers among the clouds.
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6.4.2.1 Data Dissemination

One of the simplest ways to search for resources in a VC is to disseminate a
requisition among vehicles. Consequently, the flooding of control messages on the
network consists of the simplest technique for resource discovery when we consider
each vehicle as a cloud. Using this technique, messages are propagated until they
arrive at a cloud that contains the desired resource. However, this mechanism
causes an overload in the network because it necessarily generates a broadcast
storm. Another strategy entails the use of existing data dissemination protocols for
vehicular networks. However, most of these protocols are aimed at disseminating
accident and traffic information on the roads of a given city.

Some works, for example [36], adopt a traditional data dissemination protocol
to address resource discovery. A service provision is developed and based on the
mobility of vehicles, the availability of the requested service, and other network
parameters. The service provision selects the vehicle that can provide the requested
resource. For this, the scheme assumes two categories of vehicle: (1) a requester
vehicle and (2) a service provider vehicle. The requester vehicle solicits one or
multiple available services in the cloud. The requestor vehicle is the initiator of
the VC; thus, it is named the leader vehicle. The leader vehicle is responsible for (1)
searching candidate vehicles willing to provide services, (2) initiating the cloud, (3)
maintaining the cloud, and (4) destroying the cloud.

The service provider vehicle, on the other hand, provides services to a requester
vehicle. A service provider may be a stationary or mobile vehicle in a vehicular
network. This approach uses a spatiotemporal similarity algorithm to calculate
the common interval of communication between two vehicles, where there is a
requester/service provider relation. The output of the spatiotemporal algorithm
returns the communication duration, given by the communication duration and the
delimited communication interval. These values are used to search for and allocate
resources in a VC, achieved when the requester sends a request message via a
retransmission mechanism that attempts to resolve the broadcast storm and decrease
overhead in the network.

6.4.2.2 Publish-Subscribe

One way to reduce the amount of network messages due to packet dissemination
is through the publish-subscribe mechanism. In this strategy, a group of vehicles
publishes their offer of a set of features or services in the cloud. This method of
publication is done through a broadcast on the network. The vehicles that want
to use these resources subscribe to use or receive information about the service.
Subsequently, the communication is restricted only to the vehicle that publishes the
service or resource and the vehicles that subscribe to it, reducing the amount of
messages propagated on the network.

A novel Distributed Location-Based Service Discovery Protocol (DLSDP) was
proposed in [22]. This protocol classifies vehicles into three classes: (1) distributed
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directory service vehicles, (2) gateway vehicles, and (3) member vehicles. The
approach employs regions of interest to organize the infrastructure of resource
discovery. The infrastructure is based on multiple spanning trees. The root of the
trees is the leader that uses the service discovery function based on its region of
interest. The location-based requests are replied to independently of service demand
providers being found by the corresponding leader vehicle.

6.4.2.3 P2P

P2P is an architecture of computer networks where each of the points or nodes of
the network works both as client and server, allowing the sharing of services and
data without the need for a central server. This kind of network typically creates
an abstraction layer between vehicles on the network to facilitate communication
and resource management. This architecture can be decentralized or hybrid. The
decentralized architecture does not contain a central element to perform control of
the resource, and all nodes have the same capacity. In this architecture, when a peer
needs a service, it broadcasts a message to its neighbors. If the neighbor contains
the requested resource, it sends a response to the requester. Otherwise, the neighbors
broadcast the request to their neighbors.

In the hybrid, the nodes can be divided into superpeers and peers. Superpeers are
nodes that possess greater processing capacity, memory, and other resources. Peers
consist of nodes possessing a capacity common to all other nodes. Superpeers have
some resources available, so they manage only part of the resources available in
the cloud. Therefore, once a peer needs a certain resource, it sends a request to the
superpeer to which it is attached. The superpeer, upon receiving this information,
verifies whether it can answer the request. If so, the superpeer sends a response to
the peer. Otherwise, it checks to see whether other superpeers have the requested
resource.

This technique is used not only to facilitate communication between vehicles but
also to create a connection layer. The technique also allows distribution of resources
among vehicles so that it enables a search for resources without overloading
networks with control messages.

In what follows, we describe some of the works that use a P2P architecture to
facilitate resource discovery in the cloud.

A VC architecture based on the publish-subscribe paradigm has been proposed
to deal with resource management and discovery [20]. In this work, resources are
purely interconnected via P2P communications. Thus, negotiations about resource
sharing occur directly between vehicles. However, one vehicle in the cloud can
be selected and serve as a broker to manage and discover resources among other
vehicles (clouds). In the architecture, a cloud leader is defined as a vehicle that runs
an application. The leader recruits members that can provide resources to generate
a vehicular cloud based on this application’s requirements. After the leader assesses
the necessary resources for the application, it broadcasts a resource request message
to vehicles within the search range. The search range is delimited by a road section,

meneguette@ifsp.edu.br



6.4 Service Discovery in a Vehicular Cloud 141

an intersection, or a predefined distance. The vehicles that are willing to share their
resources respond to the leader’s request with their resource capabilities.

A P2P protocol for the search and management of resources in a VC is defined
in [25]. This protocol is based on Gnutella concepts and introduces an overlay to
assist the discovery and management of resources in the cloud. The protocol is
divided into two main components: (1) resource management, which creates and
controls an overlay and helps in the discovery and management of resources; (2)
routing, which deals with the propagation of request and response messages. The
proposed protocol treats gateways as brokers that help a requester or a controller
to interconnect in the VC. Therefore, vehicles and the cloud controller employ
gateways to find resources in other clouds that meet the service demands. Resource
discovery considers the location of vehicles, average speed, time delay of messages,
and other parameters to estimate the position of vehicles and facilitate the search for
resources.

6.4.2.4 Discussions and Challenges Encountered

A summary of features and mechanisms used in the works presented in this chapter
is described in Table 6.4. A more detailed description of such aspects is presented
in what follows.

One of the major challenges in resource discovery in VCs is the lack of an
external infrastructure that can support and facilitate the search and management
of available resources in the VCs. A centralized approach aids in the sense that
vehicles need to communicate quickly and without overloading the network with
control messages. The works described in [20, 36] presented a mechanism for
resource discovery that meets the proposed need; however, these solutions demand
a large number of messages to deal with network disconnections and maintain the
support structure constant. The works discussed in [22, 25] make use of a more
efficient mechanism of communication; nevertheless, the approaches present greater
complexity in the creation and maintenance of the cloud, consequently requiring a
greater number of computing iterations.

Table 6.4 Summary of works dealing with service discovery by vehicles

Works Support Technology Propagation Method Weaknesses

MAP Data Dissemination Broadcast Limited Overhead

Pub/sub VC
Architecture [20]

Publish-Subscribe Broadcast Overhead

DLSDP [22] Spanning Trees Hierarchical Protocol Complexity

Peer-to-Peer
Protocol [25]

Gnutella Cluster Protocol Complexity

Data Dissemination
Protocol [36]

Data Dissemination Broadcast Limited Overhead
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Thus, an ideal protocol to address resource discovery in a VC must be simple,
minimizing the number of control messages. This envisioned protocol needs to
create an infrastructure that meets the needs of VCs and overcomes mobile network
limitations.

Due to the characteristics of vehicular networks, addressing resource discovery
without any external infrastructure becomes the most complex challenge in VCs.
Vehicles must self-manage and coordinate their embedded resources and dynam-
ically create a structure that aggregates resources from other vehicles to provide
demanded services. From this standpoint, a VC can be composed of an individual
vehicle or a set of vehicles. Each vehicle can build a VC, managing its resources
and making them available to neighboring vehicles. On the other hand, vehicles can
collaborate and cooperate to create a structure that aggregates and manages many
available resources in a coordinated manner.

If we consider a vehicle as a cloud, the resource discovery solution needs to
be simple to avoid sending unnecessary messages that may cause overhead on
the vehicular network. Furthermore, these solutions need to be light on vehicular
devices so that they can run without concurrently overloading local resources. As
a result, the challenges are related to communication aggregation of information to
provide a rapid cooperation mechanism among vehicles to create broker services to
facilitate resource discovery among other clouds (vehicles).

Another challenge involves the creation of a structure that aggregates available
resources of different vehicles to provide cloud services. This structure needs to
be dynamic enough to support the arrival and departure of vehicles in the cloud.
Furthermore, simple selection algorithms must be developed to choose which
vehicle will be the set leader and which ones can serve as gateways to communicate
with other VCs, assisting communication as a broker for resource discovery. In the
end, maintenance of this kind of structure should be such that it does not affect the
performance of the vehicular network.

6.5 Final Discussion

In this chapter, we have introduced the concept of a VC, presenting not only an
architectural vision of cloud elements but also a vision of the network elements
that make up the VC. We described the resource management problem in VCs,
which turns out to be a problem with many challenges to overcome; these
challenges concern resource allocation, migration resources within the cloud, and
the scheduling of resources that consider the singular characteristics of the carrier
network. We also presented the resource discovery problem in VCs, which is a novel
subject in this research field, showing potential opportunities and several issues that
could be explored. These challenges involve the structure of information storage,
communication mechanisms, coordination, and cooperation mechanisms among
vehicles. We then listed and explained the state-of-the-art techniques for resource
management and discovery. We also discussed the major challenges, as well as
research opportunities, in identifying resources dynamically and coordinating them
for VCs.
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Chapter 7
Applications and Services

Abstract Currently, there is an observable accelerated rate of growth in the number
of vehicles traveling in cities, causing not only traffic problems, such as congestion,
mobility, and automobile accidents, but also environmental and financial problems
as a result of gases being emitted into the atmosphere, time spent in congestion, and
number of accidents. To address such urban challenges, vehicular networks are used
together with intelligent transportation systems (ITSs) to develop new technologies
and services and assist in urban traffic engineering. These systems and services use
a combination of various technologies to identify and monitor problems and assist
in resolving them. In this chapter, we describe the main applications of ITSs using
techniques developed for vehicular networks such as data dissemination, vehicle
clouds, and others to provide not only an infrastructure for services that are useful
to drivers and passengers but also tools to be used in urban mobility management.

7.1 Introduction

The potential social impact of vehicular networks is confirmed by the increase in
consortia and initiatives involving automotive manufacturers, government agencies,
universities, and other institutions [33]. The benefits brought about by vehicular
networks can be described by the form of communication between the vehicles in
which it is a tool for the dissemination of information as an important mechanism
to reduce the number of congestion and accidents on roads [29]. Another important
aspect of vehicular networks is related to the set of applications that can, in addition
to assisting in the safety and driving of vehicles, also aid in the comfort and
entertainment of passengers.

The set of services and applications focused on transport systems and mobility
management has seen a significant increase in the emergence of intelligent transport
systems (ITSs). ITSs aim to optimize the mobility of a city’s vehicles by providing
greater safety to drivers and passengers, as well as offering services that make the
journey more enjoyable and predictable for passengers and the driver [11]. ITS can
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be defined as a set of technologies and services aimed at optimizing the transport
systems of a city [48].

To verify the potential of ITSs, we take as an example some cost estimating study
of vehicle congestion, such as the report by Texas Transport Institute [44], which
estimates that the costs of traffic congestion in the United States exceeds US$160
billion per year. Another study showed that the cost of congestion in the European
Union is approximately 2% of its gross domestic product [3]. When we consider
developing countries such as Brazil, this cost reaches US$80 billion, as shown by
Cintra et al. [9]. Congestion not only brings a high financial burden to people and
cities but also causes environmental damage. In the United States, about 25% of the
total CO2 is due to road transportation [17]. These costs of vehicle traffic tend to
increase due to the growth in the rate of vehicle use in urban areas. An estimate
by IBM [45] showed that the number of vehicles in the world today exceeds one
billion, and this number will double by 2020. Furthermore, the US Department of
Transportation [46] showed that the number of registered vehicles increased from
234 million to 253 million from 2002 to 2011.

The cost of vehicle traffic can be reduced by using the services and applications
offered by ITSs, which provide up-to-date and dynamic information on traffic
conditions [30]. Also, such systems can reduce the number of traffic accidents while
providing drivers and passengers with applications that increase their travel comfort
such as location, streaming and multimedia services, local news, tourist information,
and warning messages on city streets.

Using sensors, cameras, computers, and communication resources, vehicles can
collect, transmit, and interpret information to assist in data acquisition to help
drivers and devices take action. With the ability to sense and act in a given
environment, vehicles become an important tool for smart cities, not only in terms of
vehicle management but also as a source for capturing relevant real-time information
that is helpful in resource management.

This chapter describes applications and services used in traffic management and
mobility in urban centers that can use data dissemination mechanisms in a cloud-
based infrastructure. The rest of this chapter is organized as follows. Section 7.2
describes the classification of vehicular network applications, and Sect. 7.5 briefly
summarizes the chapter.

7.2 Applications and Services

In the case of communication by vehicles with other vehicles and with the road
infrastructure, vehicular networks provide its users with diverse applications and
services. Although the initial impetus for vehicular ad hoc networks (VANETs) was
to ensure traffic safety, other concerns arose [33]. The different types of applications
can be categorized as follows [19, 39, 49]:
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• Safety comprises the class of applications that aim to increase the safety of
drivers [24] by sending and receiving pertinent information about public roads.
Therefore, these application classes can disseminate information about an event
that has occurred on roads or streets. This information may be informative for the
drivers or may activate signage on roads. Examples include emergency warning
systems, emergency video streaming, cooperative collision warnings, and others.

• Comfort is the class of applications that aim at passenger comfort, traffic
efficiency, and route optimization such as traffic information systems [32],
interactions among vehicle passengers [40] through music downloads, chats, and
voice messages, and others.

In what follows, we describe some applications of each category of vehicular
network.

7.2.1 Safety Application

The main aim of safety applications is to reduce the number of road accidents. These
applications are sensitive to delay [15], meaning messages must arrive in time for
vehicles or drivers to take some action to avoid an accident. To reduce message
delays, techniques of data and vehicle-to-vehicle communication are employed.

The applications most investigated and developed by the automobile industry and
in academia are as follows [21, 47]:

• Post-Crash Notification. This type of application is used in the context of a
vehicle involved in an accident. The affected vehicle begins to propagate alert
messages to other vehicles using data dissemination mechanisms, informing
those vehicles about its location. This message propagation is carried out so as
to inform other vehicles about the accident in a timely manner so that they can
make decisions and call for a rescue crew. Applications in this class can use both
vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I) communication.
Thus, vehicles can disseminate information about an event for the benefit of both
nearby vehicles and first responders, so appropriate actions can be taken. An
important advantage of such communication is the reduction of false positives
and false negatives to prevent incorrect information from being disseminated
regarding an accident .

• Cooperative Collision Warning. This type of message informs drivers about
a possible collision course with another vehicle. Thus, other vehicles can take
action to avoid an accident. For this type of application, a set of sensors is needed
to detect the approach of another vehicle and perform an analysis of the behavior
of that vehicle’s driver so that both drivers do not take the same course of action
in attempting to avoid a collision.

• Lane Change Assistance. This type of application monitors the behavior of a
driver when passing other vehicles or changing lanes. A message is generated
on the network informing nearby vehicles of a lane change. These applications
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can be split into passive mode and active mode [47]. In passive mode, a distance
calculation is made between vehicles involved in detecting changes in movement.
Active mode entails communicating with other vehicles to check their proximity
and detect any changes in vehicle behavior. In the case of a lane change and
change in direction, the message is propagated to nearby vehicles.

• Road Hazard Control Notification. This involves notification by vehicles of
events like landslides or changes in road layout, like a sharp bends a sudden
downhill, for example [21]

• Traffic Vigilance. This refers to monitoring, through the use of cameras and
other equipment installed along highways and roads, driver behavior, with the
objective of verifying and detecting hazardous driving behavior for the purpose
of reducing road rage and punishing drivers for infractions.

Some already developed works implement such applications related to road
safety and safe driving in urban environments, for example Meneguette et al. [29],
who proposed a data dissemination protocol called Autonomic Data Dissemination
in Highway for VANETs (ADDHV). ADDHV informs vehicles about events
happening within a given area of interest. This protocol uses only vehicle com-
munication and involves only a slight delay that allows drivers in the area of
interest (place of accident) to take action, such as take a detour to avoid possible
traffic congestion. Akabane et al. [2] proposed an alerting information propagation
mechanism called the suiTable URban Broadcast protocol (TURBO), which uses
the communication coverage area of vehicles to propagate alerts within an area of
interest. Following the same line of previous work, Souza et al. [13] also proposed an
alert mechanism for vehicular networks called DRIFT, where, in addition to sending
out notifications about highway accidents, the authors used a route exchange
mechanism with the objective of allowing drivers to avoid congestion at accident
sites. Figure 7.1 describes the operation of this alert mechanism. Figure 7.1a shows
vehicle 5, which has been in an accident and starts propagating an alert about it.
Neighboring vehicles (vehicles 1, 2, 3, and 4), upon receiving this alert, initiate
a retransmission process. However, not all vehicles are within the retransmission
zone, so only vehicles 2 and 4 pass on the alert. Thus, vehicles 1 and 3 cancel their
rebroadcasts, avoiding redundant retransmissions. The process continues until all
vehicles within the area of interest receive the alert.

These mechanisms use V2V communication to disseminate alerts on roads.
However, some applications use V2I communication through cellular technologies
to disseminate alerts not only to nearby vehicles but also to a control center, which
will sends help. In [52] the authors present an application that makes use of an
Android application and interactions with the onboard diagnostic (OBD) port of
vehicles to detect accidents. If there is an accident, the application is activated
and phones marked as emergency numbers are warned. In experiments, the authors
showed that in less than 3 s the application reacts to alerts about events. In [35]
offers numerous applications for drivers and passengers; one of the applications
was for a system that sends notifications to a call center that forwards notifications
to emergency responders who then go to the scene of the event.
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Fig. 7.1 Example of a warning being disseminated during an accident on a highway [13]. (a) Time
instant 1. (b) Time instant 2. (c) Time instant 3
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These applications can be aided by track monitoring systems. The camera system
that informs the emergency response team about an accident maps out possible
actions before the team arrives on the scene and notifies the team about traffic
conditions in the vicinity.

7.2.2 Nonsafety Applications

The application classes of comfort, also called nonsafety applications, aim to make
journeys more efficient and more comfortable not only for drivers but also for
passengers, allowing interactions among passengers through messages, chats, and
voice messages, among other applications.

These have very different communication requirements than security appli-
cations, where specific criteria regarding the timing of sending and receiving
messages are not required [47]. These applications are more focused on meeting
the requirements of the applications. Therefore, these applications aim at the desire
of passengers and drivers to communicate with each other, both to make journeys
more enjoyable and to provide drivers with tools to make their routes more efficient.
Due to the large number of applications in this category, we could subdivide them
into applications of traffic efficiency, road sensing, comfort, and entertainment.

7.2.2.1 Road Sensing

Using sensors, cameras, computers, and communication resources, vehicles can
collect, transmit, and interpret information to assist in the acquisition of data
to help drivers and devices take action. With the ability to sense and act in an
environment, vehicles become a relevant tool for smart cities not only in vehicle
traffic management but also for capturing relevant real-time information used in
resource management [10]. This sensed data could become the richest collection
and computing platform in urban environments [25].

The large number of vehicles that travel in cities and circulate in various
regions of cities shows a significant benefit from using these vehicles as sensing
agents capable of aggregating relevant information from regions. Therefore, sensing
applications bring information about the state of roads through readings of vehicle
sensors and the aggregation of the data of multiple vehicles and make it possible to
contextualize the values obtained and make inferences about the conditions and state
of city monitors [23, 27]. What follows are examples of applications that use data
from multiple sensors and vehicles to construct images of environment variables.

Ganti et al. [18] developed a GPS-based navigation service called GreenGPS
that shows drivers the most fuel-efficient route. GreenGPS collects vehicle data to
estimate the fuel consumption of several vehicles to determine the expected fuel
consumption on the streets of Urbana-Champaign. This collection is made using the
onboard diagnostic (OBD-II) interface along with a typical scanner tool to enable
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collection and upload of fuel consumption data. The application uses prediction
models for abstract vehicles and routes through the values obtained by the OBD-II
scanner as well as the vehicle route generator. GreenGPS uses Dijkstra’s algorithm
to compute the minimum-fuel route. With a fuel-consumption map of the city, the
authors have developed an application that traces the best route between two points
from the point of view of fuel consumption, which can be reduced by up to 10%
when choosing correct routes.

GreenGPS can work in two ways, through members and nonmembers. Members
are drivers who have OBD-II adapters or scanning tools and who collaborate with
the GreenGPS repository. They have accounts and derive additional benefits from
the system. Nonmembers are users who only use GreenGPS to query about fuel-
efficient routes. These users do not have OBD-II adapters, so the system only
answers queries based on the average estimated performance for their particular
vehicle.

Chen et al. [8] proposed a crowdsourcing-based road-surface-monitoring system,
simply called CRSM. CRSM is composed of a set of hardware devices installed
on vehicles for data collection and a central server for multisource data fusion.
Figure 7.2 describes the system architecture. Each piece of onboard hardware has a
microcontroller (MCU), GPS module, three-axis accelerometer, and GSM module.

Therefore, when a vehicle is traveling in Shenzhen, the microcontroller abstracts
the speed and location through the accelerometer and GPS and transmits this infor-
mation to the central server through the GSM module. This center then processes
the information and makes it available to users. Thus, CRSM can effectively detect
potholes and evaluate road roughness. As a case study, the authors installed this
system on 100 taxies in the Shenzhen urban area and were able to find potholes
with 90% accuracy. Also, the number of vehicles makes it possible to monitor the
weather in a city with greater precision than weather stations.

Massaro et al. [28] used a data set of more than 1900 trips to estimate local
temperature using vehicle sensors. The authors showed that vehicle temperature
readings are consistent with temperatures measured by weather stations. However,
the first readings had a higher frequency and resolution than the last ones, showing

Fig. 7.2 CRSM system
architecture [8]
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Hardware
device
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that it is possible to monitor the climate of a region or city microscopically using
data from sensors. An interest common to most drivers in large cities is traffic
conditions on their intended routes. Although valuable, this information is difficult
to obtain since it requires a complex and comprehensive infrastructure to monitor
the state of a city’s roads.

7.2.2.2 Traffic Efficiency

There has been an observable increase in the number of vehicles in cities in
recent decades. The large number of vehicles, coupled with limitations in road
infrastructure, has made traffic congestion a significant problem in major urban
centers around the world. According to a report from the US Department of Trans-
portation [41], congestion can result from certain events, for instance, accidents,
road construction, major entertainment events, or infrastructure-related events like
traffic light malfunctions. Such problems can be resolved not by improving road
infrastructure but also through computational infrastructure that provides tools to
help manage traffic cheaply and efficiently [6]. This class of applications aimed at
the management of vehicular traffic is designed to assist in the management of traffic
by obtaining, sharing, and deciding on traffic information abstracted from vehicles.
This management reduces travel time and the costs of congestion.

The combination of several applications focused on vehicle traffic control
and sensing forms a traffic management system (TMS) that aims to improve
transportation systems through the integration of information, communication, and
sensing technologies. Thus, these systems collect data from a variety of traffic-
related sources, process and summarize the data, and merge the data to generate
useful information, allowing applications and services to detect, control, and reduce
congestion on public roads. Therefore, these traffic management applications must
be widely accessible to drivers so drivers can make the most informed decisions
about their journeys [11]. The following are some solutions that aim to improve
traffic efficiency.

Meneguette et al. [31] proposed a mechanism for detecting congestion and
suggesting new routes called the INtelligent protocol of CongestIon DETection for
urban and highway environments (INCIDEnT). INCIDEnT is based on an artificial
neural network (ANN) that classifies congestion levels and detects different levels
of congestion. Also, INCIDEnT can suggest new routes to bypass congestion.
Thus, INCIDEnT’s main objective is to reduce congestion, with the following
specific objectives: (1) allow for more significant traffic flow through collaborative
information transfers between vehicles to reduce average travel time, (2) reduce fuel
consumption, and (3) reduce CO2 emissions.

INCIDEnT uses the vehicle speed and the density of neighboring vehicles as
input parameters for the ANN. The multilayer perceptron type used in the ANN
model aims to determine congestion levels on highways. To facilitate understanding
of the ANN used in this proposed solution, Fig. 7.3 presents the ANN topology
and how the input data are used for its learning. To tailor a multilayered learning of
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Fig. 7.3 ANN topology employed in [31]

congestion levels, the model’s RNA was configured with the following topology: (1)
input layer with two neurons, representing vehicle speed and density of neighboring
vehicles; (2) hidden layer with four neurons, representing the protocol’s ability
to classify congestion levels; and (3) output layer with a neuron, representing the
classification of congestion levels on roads. The output layer data are normalized,
and the activation function used was the hyperbolic tangent (tanh()), with a
backpropagation algorithm to train the network. Consequently, the results obtained
from the output layer are in a range between 0 and 1.

INCIDEnT uses three levels congestion: free from congestion, moderate conges-
tion, and congested. To instantaneously provide vehicles with information about
current road conditions, the detection and classification of the congestion level
are performed periodically every 2 s, avoiding any hastened imprecise result in
the classification computation and allowing the classifier to perform a correct
convergence in the level of congestion. This information is propagated on the
network. Upon receiving the information disseminated in the network with the
location of the congestion and the congestion level of the road, the vehicle checks
whether it can pass through the signalized location. If not, the vehicle searches for
a new route; otherwise, it maintains its route.

Souza et al. [12] proposed FASTER, a TMS traffic management system that clas-
sifies traffic conditions across the entire region using a probabilistic k-shortest path
(PKSP) algorithm based on road weights. PKSP uses the Boltzmann probabilistic
algorithm [1] to select a route for vehicles from among those in a set of possible
routes.

FASTER relies only on V2V communication to gather traffic information, detect
congestion, and compute alternative routes with low overhead. In FASTER, each
vehicle gathers information from its one-hop neighbors to build a local knowledge
base about traffic conditions. In FASTER, all vehicles need to send their information
to their neighbors so that it can detect congestion and suggest alternative routes.
When congestion is detected, FASTER employs a cooperative routing, which
suggests alternative routes for vehicles heading for the congestion. This cooperative
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routing applies to load balancing to better distribute the flow of vehicles across the
area.

Doolan and Muntean [16] introduced EcoTrec, a hybrid TMS that is based on
periodic routing of vehicles. Because it is a hybrid solution, EcoTrec uses a central
server to collect information from vehicles and build knowledge about the traffic
conditions in the general area; then this knowledge is disseminated to vehicles so
that they can calculate a route based on lower fuel consumption. To send information
to the server, EcoTrec uses a broadcast protocol that does not use any broadcast
suppression mechanism, whereby it could in turn introduce overhead into the system
in dense scenarios.

Another way to manage traffic is by controlling devices that surround the mesh
of the transport system, such as traffic lights along overall routes. The following are
some solutions that aim to improve traffic efficiency by controlling traffic lights.

Younes et al. [50] proposed an Intelligent Traffic Light Controlling algorithm
(ITLC). The algorithm aims to decrease the delay time at each intersection and
increase its throughput. The traffic flow with the highest traffic density is scheduled
first, without exceeding the maximum allowable green time for that phase. We
defined the area around the signalized intersection where vehicles are ready to
cross an intersection. The ready area is proposed to guarantee fair sharing of road
intersections without exceeding the maximum allowable green time. The authors
also proposed an arterial traffic light (ATL) control algorithm. The ATL uses real-
time traffic characteristics of conflicting traffic flows to schedule traffic lights.

Younes et al. [51] proposed the context-aware traffic light scheduling (CA-TLS)
algorithm. CA-TLS seeks to schedule the phases of traffic lights to allow vehicles
to pass safely and smoothly through the shared intersection. This strategy reduces
waiting time for the formation of congestion on roads. In the CA-TLS algorithm,
traffic lights can be interrupted to allow emergency vehicles to cross signalized
intersections fast. This method manages traffic lights, so emergency vehicles pass
through intersections smoothly and safely. First, lights are configured based on the
traffic density of all competing traffic flows at signalized road intersections. Thus,
if an emergency vehicle is near the traffic flow with low density, CA-TLS protocol
schedules and indicates the traffic flow to the vehicle.

7.2.2.3 Comfort and Entertainment Application

Applications related to comfort and entertainment aim to bring information that
provides well-being and entertainment, as well as commercial activities for drivers
and passengers. They are usually designed to provide convenience and improve the
quality of trips. Typically these applications require that the requested information
be made available when drivers need it. Applications in this category need to be
connected to a shoreline infrastructure that provides Internet access to send and
receive information. Within the class of applications that depends on Internet access,
we can mention applications of information about the time, traffic in the network,
and points of interest present in the route to be realized.
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Another way to access these services and applications can be through a P2P
connection. Such a connection allows information from a class of applications to
continue to be sent and received even when there is an Internet connection failure or
when the wired network is overloaded. Examples include applications for sharing
files, music, images and video, and chatting and playing network games with other
passengers from other cars.

Regardless of how these applications communicate, they have to deal with unique
aspects of vehicle networks such as vehicle mobility and frequent disconnection.
Within this category of applications are several types that can be applied. In what
follows, we describe some types of application of comfort and entertainment.

• Notification Services and Yellow Pages. These types of applications provide
information related to weather and traffic condition. In addition, these services
can offer information related to comfort-related businesses, such as gas stations,
restaurants, or pharmacies, for example. The information provided by this type
of service can be directly through the Internet. Others can be obtained using
V2V communication, where a vehicle passing through some point of interest
disseminates relevant information to other vehicles.

• Game, Chat, and Information-Sharing Services. These are entertainment-
oriented services that allow for the sharing of information of interest with
passengers such as music, movies, pictures, or general files. Also, it can allow
interactions between these users through games and chatting.

• Vehicle Monitoring. This service allows owners, car makers, and car shops
to monitor a vehicle’s operation remotely. These applications notify drivers
about vehicle information and indicates irregularities that the vehicle may be
experiencing. Thus, it is not necessary to worry about maintenance, since these
applications inform the driver when the vehicle needs maintenance. These
applications abstract information from the sensors embedded in vehicles to
estimate the vehicles’ operating time, rough mileage, fuel consumption, oil level,
brakes, and tire pressure, for example, and this information is collected and sent
to a central server or an app.

• Automatic Parking. In addition to obtaining information on parking spots,
automatic payment of a fare, or scheduling of a parking space to be used, a
vehicle can park without the supervision of the driver [36]. Some automakers
have already introduced this convenience service [4, 5]. Such parking services
can help in addition to providing information on empty parking spaces; they can
offer a mobile cloud computing service with the joining of devices in vehicles
parked on the premises [34]

Each type of application related to behavior and entertainment needs different
treatment due to the requirements of each application. Applications of video
exchange or streaming between vehicles need robust and real-time communication.
On the other hand, event notification applications need Internet connectivity and low
bandwidth. Automatic parking applications also require a high-precision location
infrastructure, which includes sensors in cars and GPS utilization. In what follows,
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we provide more detailed information on solutions for comfort and entertainment
applications.

Huang and Wang [20] proposed a collaborative system to perform content
download. This system divides a network into cells to manage rapid changes in
the topology of vehicular network. Each cellphone uses a P2P routing protocol to
allow cooperation between vehicles to download content.

Castro et al. [7] developed an intelligent service based on wireless sensors to
manage parking spaces in public or private spaces. The image-based service detects
available parking spaces in a parking lot. Also, this service is integrated with
an intelligent transport architecture that provides the structure needed to detect,
manage, and notify units about these vacancies. These infrastructures aim to avoid
heavy traffic in parking areas, thereby reducing time and fuel consumption, as well
as pollution caused by vehicles looking for an available space.

The infrastructure uses sensors to detect parking spaces and cameras to record
activities. Sensors and cameras are used to detect important parking information,
allowing drivers to infer if there are available parking spaces. In addition, this
infrastructure consists of a data center (cloud) that provides a good mechanism for
data abstraction and image processing, as well as a good communication mechanism
between drivers and sensors. Also, the data center provides a security mechanism
that hardly anyone else has access to. Drivers have access to the data center through a
mobile app that can run on a smartphone or tablet. Figure 7.4 displays an abstraction
of the proposed infrastructure that is used to detect and notify users about free
parking.

Therefore, the data center, from time to time or when a sensor detects a change
in the environment, receives information about parking places. This information
is processed by the system, which detects available parking spaces. After the
information is processed, the system makes it available to driver applications.
Accessing their mobile application, drivers can see the parking availability near their
destination.

Li et al. [26] proposed a car search method based on a smartphone system. This
method makes use of an internal location function and registered paths by navigation
to search for and detect a vehicle parked in a large parking lot. The author has
developed a QR code-based mobile application that is used to format information
that assists in researching and detecting available parking spaces. The data coded in
QR code consists of the parking space and its floor or floor and location. The mobile
applications created are an offline map, reading QR code to record the parking place,
planning the best way to get to the car, and real-time navigation. Thus, drivers can
scan and decode QR codes using a smartphone and using the location app to find
their vehicle in a large parking lot.

Tasseron et al. [42, 43] proposed a system for finding street parking to reduce
congestion and time to find parking. The authors argue that works in the literature
deal with reserving parking spaces. Thus, sensors are installed in cars and use
V2V communication. The sensors monitor empty spaces and disseminate parking
information to nearby vehicles. Early on de Olario et al. [34] and Floring et al. [38]
had discussed the use of stationary vehicles in parking lots to create a vehicular
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Fig. 7.4 Abstraction of infrastructure proposed by Castro et al. [7]

cloud for processing and storing useful information for ITSs in smart cities, thereby
allowing for the development of new services and applications that aid in the
management of intelligent city traffic systems.

7.3 Big Data in ITS

One of the obstacles to building a smart city is the processing and analysis of
the large volume of data generated. Today the amount of data produced daily by
humanity exceeds our ability to process them. These data are generated from a
variety of applications, ranging from user activities on social networks to urban data
sensors. One of the challenges encountered is the processing of this large volume
of data, and there is also the challenge of doing so efficiently and at an acceptable
cost. The traditional method is to use increasingly powerful machines and store the
data in relational databases to be processed using SQL. However, when confronted
with typical data loads of smart cities, these platforms are neither scalable nor
suitable. New distributed processing models that go beyond traditional SQL are
being developed under the generic name of NoSQL [22]. This research problem is
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currently referred to as big data [22], where one of the leading current solutions is
the MapReduce model [14].

The term big data refers to a collection of data so large and complex that
it becomes challenging to process the data using common database tools. Some
important aspects of the big data concept that should be kept in mind:

• Volume. The scale is certainly a part of what makes big data big. The revolution
of the mobile Internet, which has brought a flood of social media applications
along with their updates, sensor data, and an explosion of e-commerce, means
that all sectors are being flooded with data that can be extremely valuable if you
know how to use them.

• Speed. This refers to the increase in the speed with which this data are
created and the increased speed at which data can be processed, stored, and
processed when analyzed by relational databases. The possibility of real-time
data processing is an area that allows companies to do things like customize
advertisement displays on web pages visited by particular users, based on recent
searches, previews, and purchase histories.

• Variety. Of all data generated, 90% is “unstructured,” coming from several
sources and in a variety of forms. They can be GPS data, tweets with content
and subjective information, or visual data like photos and videos, among other
things.

• Variability. This aspect refers to data whose meaning is constantly changing.
The constant changes are especially evident when data collection is based on
language processing. Words do not have static definitions, and their meanings
can vary widely according to context.

• Veracity. Data are practically useless if not accurate. This lack of precedence
is particularly true in programs involving decision making by automated or
unattended machine learning algorithms. The results of such programs are as
good as the data they are processing.

• Visualization. Once processed, it is necessary to find a way to present data in
a readable and accessible way. Visualization can entail dozens of variables and
parameters, which go well beyond the x and y variables of standard bar graphs,
and finding a clear way to present this information is one of big data’s challenges.

• Value. The potential value of big data is enormous. In essence, data alone are
practically useless. The value lies in the opportunity to conduct rigorous analyses
of accurate data and in the information/insights such analyses provide.

Many governments are planning to adopt the smart city concept in their cities’
design and implementing big data applications that support components of an
intelligent city to achieve the required level of sustainability and improve the
standards of living of their citizens. Smart cities use various technologies to
improve health performance, transportation, energy, education, and water and other
utility services, leading to higher levels of comfort for residents. These objectives
involve reducing costs and resource consumption, as well as more efficient and
active involvement of residents. The analysis and use of big data reflects recent
technological advances that have enormous potential to improve services in a smart
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city. As digitization has become an integral part of everyday life, data collection has
resulted in the accumulation of huge amounts of data, which can be used in various
ways to benefit communities.

Using big data in a smart city is indispensable in many scenarios, such as public
transport, health, weather monitoring, physical security, government administra-
tions, and mobility, among others. In a smart city, the production, management, and
diffusion of knowledge are essential, as is the management of the cities themselves
and the data related to them. Thus, smart cities and big data are two sides of the
same coin. One cannot work with one without considering the other. However,
although indispensable, the application of big data in these scenarios presents many
challenges: (1) the wide variety of data formats, (2) the wide range of data sources,
(3) the large variations in data quality, (4) costs for deployment, and (5) adaptation
and acceptance by the population.

7.4 Discussions and Future Applications

An efficient transportation system is composed of a combination of safety and
nonsafety applications in which the quantity of vehicles is used in environmental
sensing and abstraction of information and to help drivers and passengers have
a safe and comfortable journey. To do so, applications must take advantage of
the structure of vehicular networks, as well as of other technologies, so that the
minimum requirements of these services can be fulfilled. The information and
actions to be taken can be made available and executed within a reasonable time.

Currently several applications seek to reduce the impacts caused by congestion
as well as bring greater collaboration and interaction among the users of these
applications, providing greater entertainment for passengers as well as the comfort
to drivers due to access to information about traffic conditions and service facilities
close to its trajectory. Table 7.1 presents a summary of some applications studied
that can be used by ITSs in cities to assist in the management of various function,
services, and activities.

Through the applications studied, it is possible to observe the ability to abstract
information from urban environments through both V2V and V2I communication.
This information allows one to make inferences about road conditions as well as
the conditions of vehicles through the use of the combination and interpretation
of information received by sensors installed on vehicles. However, while these
sensors and devices may aid in the abstraction of information, they are inherently
subject to errors arising from a variety of causes, including sensor inaccuracy,
failure of I/O access to data files, and even failures in the operation of both
vehicles and sensors [37]. Therefore, it is necessary to verify data as they are
obtained so that during the processing and analysis of virtual sensor data, the data
from different sensors have no discrepancies and no conflicting, incomplete, or
ambiguous information and correlates. Following such a check, it is possible to
use fusion and data inference fusion methods, which allow one to obtain new values
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Table 7.1 Availability and evaluation of applications

Safety
Application Type V2V V2I Environment communication

Meneguette et al. [29] Post-Crash
Notification

√
Highway No

Akabane et al. [2] Post-Crash
Notification

√
City No

Souza et al. [13] Post-Crash
Notification

√
Highway No

Ganti et al. [18] Road Sensing
√

City No

Chen et al. [8] Road Sensing
√

City No

Massaro et al. [28] Road Sensing
√

City No

Meneguette et al. [31] Traffic Efficiency
√

City and highway No

Souza et al. [12] Traffic Efficiency
√

City No

Doolan and Muntean
[16]

Traffic Efficiency
√ √

City No

Younes et al. [50] Traffic Light Control
√

City No

Younes et al. [51] Traffic Light Control
√

City No

Huang and Wang [20] Content Downlaod
√

City No

Castro et al. [7] Parking Lot
√

City No

Li et al. [26] Parking Lot
√

City No

Tasseron et al. [42] Parking Lot
√

City No

with a more critical context than the raw data, so that the results of analyses are not
corrupted by the information source. Therefore, it is a challenge to extract useful
information from vehicular sensors to correlate them with internal and external
variables, enabling the provision of personalized services to drivers and to an
intelligent transportation system.

This contextualization is essential for understanding traffic patterns, driver
behavior, and the mobility patterns of a city. Obtaining a more detailed charac-
terization of driver behavior and mobility patterns within a city represents a very
challenging problem. Several factors contribute to this issue. The most significant
is the lack of massive public availability of data, which need to be generated by a
substantial set of vehicle sensor readings to be statistically relevant. An example of
a useful application of such models is the identification of and distinction between
traffic jams, strikes, roadblocks, and accidents in urban environments. Therefore,
one of the challenges facing these applications for use in smart cities is to understand
the dynamics of cities.

With the increase in the number of devices with higher communication, as
well as storage, capacity and the evolution of ITSs, a huge amount of data has
been generated and made available to analyze the behavior of people and vehicles
in cities. In addition to this increase in devices, another important point is the
increasing availability of services that optimize resources and efficiently use means
of transport, considering the particularities of each city such as territorial and pop-
ulation size, culture, economic assets, and commuting routines. Englund et al. [17]
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describe some applications aimed at vehicular cloud and green transportation as
future applications used by ITSs in cities. Among the applications described we can
mention the following:

• Vehicle temporary data center. Junction of a group of vehicles to share
computer resources in a vehicular network to offer services and applications
focused on ITSs, as described in the works of Olario et al. [34].

• Vehicle torrent network. Content sharing, especially large volumes of data
distributed among vehicles interested in the content. Communication is estab-
lished through P2P communication between vehicles. An example of this future
application is live video data.

• Personal travel management. A charging electric vehicle (EV) is handled auto-
matically according to the owner’s schedules. Autonomous algorithms manage
the parking periods of vehicles, allowing better use of recharge islands.

• Eco-driving. This refers to vehicle sharing for individuals with the same or
nearby destinations, thereby decreasing the number of vehicles on the roads.
Users communicate with each other through a server or a cloud service.

Another major challenge encountered by any application is to provide security,
privacy, and comfort information. Consequently, an error in information can have
catastrophic consequences, like the death of a driver as a result of being directed
to a dangerous location by a bad route suggestion. Misinformation can possibly
be produced by malicious individuals or poorly calibrated applications. Another
danger can considered much more significant to people: personal information can
be inferred based on the movements patterns or data access requests over time.
Thus, these applications must have security mechanisms to prevent information
from being obtained without authorization so that erroneous information cannot be
embedded in the system.

7.5 Final Discussion

In this chapter, we have described some applications of the vehicular networks used
by ITSs. We used the standard classification of these applications as secure and
nonsecure. Then we described each of them, presenting the main subclasses of each
category. We discussed some works related to the main subclasses closely related
to ITSs to assist in the management of urban traffic, as well as applications that
bring greater comfort to travelers. Finally, we discussed the significant challenges
and research opportunities in the field.
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Chapter 8
Implementation and Testing Tools

Abstract The evaluation of services, applications, and protocols for intelligent
transport systems (ITSs) is a complex task because such systems aggregate several
technologies, where each technology has a set of limitations that need to be
overcome. Also, the cost of evaluating such systems can be high because it involves
allocating not only equipment but also the residents of a city. Assessments also need
to consider the environmental conditions under which the system is evaluated. To
reduce this cost and provide greater scalability in the evaluation of a new protocol,
system or server, simulations are used that make it possible to examine conditions,
come up with alternatives, and evaluate solutions while avoiding costly real
experimental setups, mapping the complexity of the environment, and preventing
interference with existing urban systems. This chapter describes the main simulation
tools of an ITS for a smart city, as well as the concepts involved in such simulators.

8.1 Introduction

Intelligent transport system (ITSs) must overcome several limitations because they
must coordinate several technologies simultaneously, such as vehicular networks,
sensor networks, and cellular networks. Therefore, performing performance tests
on protocols and services for ITSs may require large numbers of people, incur
high costs, and still need favorable climatic conditions and environments. Also,
repeating a given experiment in a multivariable environment is difficult [19].
The use of simulations is an attractive alternative because it makes use of a
controlled environment and consumes fewer resources. However, the reproducibility
of conditions similar to those found in the field poses a challenge.

Therefore, modeling and simulation are vital for determining the factors and
forecasting the events that might affect urban traffic and are valuable for planning
and addressing transportation issues. Simulations make it possible to examine
conditions, produce alternatives, and evaluate solutions while avoiding costly real
experimental setups, mapping the complexity of an environment, and preventing
interference with existing urban systems.
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The simulation of vehicular networks is a complex task since it involves
modeling signal propagation, media access protocol, and several other network
protocols. In addition, a vehicular network is a mobile network for which specific
mobility models must be developed. Thus, the problem shifts instead to the level
of realism of the simulation, and the dominant aspect is that of mobility [18].
Thus, the use of an unrealistic model causes the simulation results to be biased,
unreliable, or completely erroneous. Mobility models of road traffic consists of the
description of the traffic flow of the traffic flow of a city, transit rules, and evaluating
traffic management efficiency. The simulators are restricted to only the movement
of vehicles or a single application domain.

Vehicular mobility can be described at three different levels [7]. (1) First is the
macroscopic level, which represents road traffic. At this level, flows of cars move
along roads at a certain speed and density and with a certain in-/outflow of vehicles,
but there is no information about individual vehicles, just an aggregate overview.
(2) Next is the mesoscopic level, which models at the individual vehicle level but
determines the speed of each car using macroscopic measures. Thus, vehicles are not
independent of each other in their movement. (3) Finally is the microscopic level,
which models each vehicle as an autonomous entity. It describes the movement of
each driver independently, providing the acceleration and the behaviors of drivers.
These mobility classes have advantages and disadvantages by which they impact the
modeling of a simulation environment of an ITS.

Modeling of new ITS environments requires incorporating features of communi-
cation paradigms, interaction methods, control, and decision making. To incorporate
these elements, frameworks have been developed to merge traffic and network
simulators, which are prone to performance loss and interoperability issues. Also,
the valuable input of real-time sensed data into simulations to adjust and correct
trends with the most up-to-date status of the actual environment is not contemplated
in current simulation systems.

Most solutions proposed for the evaluation of applications, services, and pro-
tocols for ITSs use an already established network simulator in conjunction
with a mobility simulator or other software that confirms the soundness of the
preestablished standard for various technologies such as vehicular networks and
wireless networks.

This chapter outlines some tools aimed at implementing and evaluating new
services, applications, and protocols for ITSs. Such tools allow us to evaluate the
solutions proposed in a scalar way, allowing us to stress the solutions to verify
how efficient they are in a real environment. The rest of this chapter is organized
as follows. Section 8.2 discusses the concept of mobility model and describes the
main types of such models that are in use. Section 8.3 describes network simulators,
focusing on the main types of simulators. Finally, Sect. 8.5 briefly summarizes the
chapter.
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8.2 Mobility Model and Simulation

To use all types of applications in an ITS, the whole system needs to be evaluated
and a real test environment set up, considering all the limitations found such as
the expense, network complexity, distributed environments, and high mobility [6].
To simplify the validation and verification of the new systems, the simulators can
facilitate the evaluation of the new protocols and services allowing the use of any
type of network and necessary infrastructure. For example, simulation allows users
to emulate a network considering routing, security, vehicle mobility, and other
factors that are similar to real-life situations. Therefore, one of the critical points
of a simulation is to establish models and parameters that appear in the real world,
so that the results obtained are consistent with real-world experience.

In simulations of an environment oriented to ITSs one of the significant
challenges is related to the model of mobility of vehicles in a city. This model of
movement must take into account not only the mobility of residents but also the
flow of vehicles in the city. Therefore, the model should map a model of human
behavior, as well as understand the unique characteristics of urban mobility as
reflected in traffic regulations, restricted road patterns, and traffic. With the objective
of obtaining a reliable result and for ITS simulations to be realistic, it is essential to
generate a mobility model to stimulate the movement pattern of vehicles and people.

To generate a mobility model, several parameters are used, such as topological
maps, emulation of the driver behavior to simulate the action of the drivers in the
streets, as well as the car generation that emulates the mobility of the vehicle such
as, direction, velocity, among others. These parameters cannot be chosen randomly
because their values must reflect reality, such as a real mobility scenario. Due to the
difficulty and complexity of obtaining values for these parameters, researchers have
made simplifying assumptions and neglected various parameters [7]. Most models
available today include a topological map, or at least a graphic, such as motion
restrictions. Also, vehicle engine parameters are largely absent from all models and
vehicle behavior is limited to smooth accelerations or decelerations.

According to [1, 7], the model of vehicular mobility can be divided into four
different classes:

• Synthetic Models: all models based on mathematical models;
• Survey-based Models: mobility patterns from surveys;
• Trace-based Models: mobility patterns from real mobility traces;
• Traffic Simulator-based Models: mobility patterns from a detailed traffic

simulator.

In the following sections, we discuss some works in the literature. We also
describe how mobility models are validated. Finally, a discussion on the challenges
of mobility models is presented.
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8.2.1 Synthetic Models

The first kind of mobility modeling uses synthetic modeling. This mobility class
is based on mathematical equations aimed at abstracting realistic mobility models.
According to Fiore et al. [5], this template can be subdivided into five categories:

• Stochastic model: depends completely on random motions;
• Traffic stream model: checks the mechanical features of the mobility model;
• Car-following model: monitors car-to-car communication behavior;
• Queue model: roads are represented as queue buffers, and cars are assumed to be

traveling on such roads;
• Behavioral model: checks the effects of social interaction on movement.

We can also classify synthetic mobility models based on certain criteria [8]. (1)
At the traffic level, criteria details are given about streets, obstacles preventing
vehicles on the road from communicating with each other, and the density of
vehicles on roads. (2) The motion level establishes the topology between networks
in vehicles and analyzes their behavior based on information collected at the traffic
level. Furthermore, at this level, patterns of human behavior are identified.

Some researchers, such as Musolesi et al. [20], have developed a synthetic
mobility model based on social network theory and then validated it using real
traces. They showed that the model was a reasonable approximation of human
movement patterns.

Hsu et al. [11] proposed the Weighted Waypoint Model (WWM) that tunes the
parameters of a synthetic model using real traces. The WWM adds the notion of
preferences to a random waypoint. The calibration of this “preference criterion”
is performed based on mobility traces obtained inside the University of Southern
California campus.

For this model, it is necessary to formulate a validating mathematical model to
guarantee its realism compared to real mobility. Therefore, an abstraction of real
traces is carried out to enable subsequent comparison with the synthetic modeling
performed. The major challenge of this model lies in the complexity of modeling
human behavior. The complexity corresponds to the volatility of individuals, who
respond to stimuli and disturbances that may affect the mobility model. Thus,
realistic mobility models should consider behavioral theories.

8.2.2 Survey-Based Models

These models are based on data collected on human behavior and actions people
perform, both of which relates strongly to macroscopic mobility information. The
most substantial performance surveys are provided by laboratories in the United
States, where extensive statistics on American citizens’ behavior are gathered, from
the beginning of the work day or lunch time to commuting time or lunch preferences.
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These statistics are included in models of mobility, which allows for generating
generic mobility capable of reproducing the behavior of a city’s residents.

We can cite the UDel Model for the Simulation of Urban Mobile Networks [16].
The mobility simulator monitored students of the Department of Labor and Statistics
and abstracted time-use studies of pedestrians and vehicle mobility studies con-
ducted by the urban planning and traffic engineering communities. With these data
the mobility simulator models arrival times, lunch time, breaks, errands, pedestrians,
vehicular dynamics, and workday time use, such as meeting size, frequency, and
duration.

The agenda-based mobility model [34] adds both geographic movements and
social activities. The movement of each person is based on an individual agenda,
which includes all kinds of activities in a given day. Data from the US National
Household Travel Survey have been used to obtain activity distributions, occupation
distributions, and dwell time distributions.

One of the great challenges of this model lies in building an infrastructure for
the abstraction and monitoring of human behavior so that it is possible to generate
a generic model based on the abstracted data.

8.2.3 Trace-Based Models

Unlike the other models described so far, trace-based models do not involve the
use of mathematical modeling and does not attempt to generate models from real
mobility patterns. Models in this class use data from traces directly and extract
generic mobility patterns from movement traces. Thus, these models can be used
to monitor the movement of vehicles and humans in the analysis process to obtain
generated traces according to their motion and location.

An example of this model can be found in the work of Tuduce et al. [29] that
presents a mobility model based on real data from a wireless LAN on the campus
of ETH Zurich. The authors used a simulation area divided into squares and derived
the probability of transitions between adjacent squares from access point data.

Yoon et al. [33] used association data between Wi-Fi users and access points,
with a map of the area over which traces were collected to generate a probabilistic
mobility model representative of real movements. For this, the authors derived
a discrete-time Markov chain that considers not only current locations but also
previous locations, as well as the origin and destination of a given route.

The great challenge of this model is to extract a pattern directly from real traces.
Furthermore, another challenge is to formulate a generate a vehicle-based mobility
model based on the real traces with low computational cost.
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8.2.4 Traffic Simulator-Based Models

These models can obtain traces of urban traffic rather than a realistic level of
detail through realistic traffic simulators. These simulators can model microscopic
urban traffic, energy consumption, noise level, and pollution, among others. These
simulators cannot be used directly as network simulators, i.e., it does not have
the implementation of the network interfaces. These simulators parse traffic and
network simulator input files. Thus, users can validate traffic patterns and obtain
a level of detail unobtainable by any current vehicle mobility model. Several
simulators are described in what follows.

The MObility model generator for VEhicular networks (MOVE) automates the
creation of mobility models for vehicular networks [15]. This tool uses a road map
editor and a vehicle movement editor. With the map editor, the user can create
maps manually, generate them automatically, or even import real maps. The vehicle
movement editor allows the user to add the routes of each vehicle to the previously
generated map.

Simulation of Urban Mobility (SUMO) [3] is a microscopic simulator of urban
traffic used in some simulation solutions for vehicular networks. SUMO simulates
the movement of different types of vehicles without the occurrence of collisions
and supports multiple route ranges. SUMO’s operation is based on a model of
driver behavior combined with traffic controllers present on roads. Among the main
features of SUMO, we can mention the following. (1) the granularity of simulation
elements: in SUMO it is possible to model and control explicitly individual vehicles,
pedestrians, and public transport systems; (2) importing and creating scenarios:
SUMO contains a set of tools that allow the creation of different types of road
networks, as well as the creation of road scenarios from mapping information
previously obtained from other services, such as OpenStreetMap [23]; (3) online
interaction: SUMO enables interaction with the elements of the simulation online.
As a result, such functionality allows the use, for example, to change, in individual
simulation time, individual vehicle routes and the timing of traffic lights, in addition
to allowing integration of the traffic simulator with simulators of communication
networks; (4) performance: SUMO makes it possible to simulate large networks,
such as vehicle traffic in a large city. In addition to allowing the microscopic
simulation of vehicle and pedestrian mobility, which is its main functionality,
SUMO provides a set of tools and libraries that aim to facilitate the development of
the most varied types of scenarios, allowing the study of issues involving vehicular
and pedestrian traffic. For example, it is possible with SUMO to create different
types of road infrastructure, to import a road infrastructure from mapping services,
to define the demand for vehicles and their routes, to study the consumption of fuel,
and to evaluate the emission of gases from vehicles.

Traffic simulators that send information to a network simulator and do not receive
feedback are called network-centric. For some applications of vehicular networks,
however, it is necessary for the driver to obtain information through the network to
make route decisions. Traffic simulators whose traffic module gets information from
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the network module are known as application-centric. Most traffic simulators are
network-centric. The Traffic and Network Simulation Environment (TraNS) [24],
however, can be both network-centric and application-centric. TraNS is a simulation
tool that uses NS-2 and SUMO. Also, with this tool it is possible to test the
influence of applications in vehicular networks on the behavior of vehicles in traffic.
This analysis is possible due to Traffic Control Interface (TraCI) [28], an interface
module that connects the network simulator and the traffic simulator. TraCI sends
mobility commands to the traffic simulator and can feed the network simulator
with new mobility models. Another advantage of this simulator is the presence of a
framework for application development.

The major challenge of this model is the configuration complexity of these traffic
simulators; calibration usually requires a broad set of parameters. Furthermore, the
level of detail needed for vehicular network simulators may not require as much
detail for traffic analysis as other simulators such as traffic analysis, global vehicular
mobility patterns and exact vehicular behaviors.

8.2.5 Validation

The results obtained by these models should be verified to determine how similar to
reality the results are. Thus, the results generated by the models are compared with
actual results.

Validation can be done by checking for errors between the trace generated by the
mobility models and the real trace, if the actual trace is accessible. Another form
of validation is called delegated validation. A comparison is performed through a
validated model instead of real ones.

This validation is performed before performing an analysis of service or protocol
used in ITSs.

8.2.6 Advantages and Shortcomings

We can observe the complexity and challenges of each class of mobility model
used to evaluate the services and protocols used by ITSs. Thus, we can determine
whether, depending on the complexity of the mobility pattern, the mathematical
models can reproduce the mobility of the residents of a city with a high precision
level. However, if the complexity of the model is high, individual monitoring can be
used to generate a general mobility pattern, which is based on daily observations of
the city to generate a pattern of mobility.

The use of these mobility classes may also depend on the type of service or
application used, for example, the protocols of data dissemination are sufficient and
traceable or a survey-based model may be envisioned.
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8.3 Network Simulation Tools

Not only are mobility models essential for evaluating the performance of any service
or protocol of an ITS; the entire stack of protocols for communication between
elements that compose an ITS are essential as well. For this, one can also use
simulators that allow for evaluating the performance of any network to highlight
any issues that may exist; the most appropriate way to accomplish this task is to
deploy simulations that provide the closest results to real-world observations [27].

Currently, several simulators are used to test and evaluate new protocols and
applications for ITSs. We describe some of these simulators in what follows.

8.3.1 Network Simulator

Network Simulator (NS) [21] is a discrete event simulator resulting from a project
known as the Virtual InterNetwork Testbed (VINT). Among others, this project
is made up of DARPA, USC/ISI, Xerox PARC, LBNL, and the University of
Berkeley. A great advantage of NS is that it is completely free and open source,
which allows the user to make any necessary adjustments. The simulator supports
the simulation of a large number of network technologies (wired and wireless) and
different scenarios.

Currently, this simulator has two versions, NS-2 and NS-3. NS-2 is coded in two
languages: C++ for the basic structure (e.g., protocols, agents) and Object-oriented
Tool Command Language (OTCL) for use as a front end. OTCL is an interpreted
language developed at MIT for effectively writing simulations. The reason for using
two programming languages is based on two different needs. On the one hand, there
is a need for a more robust language for the handling of bytes and packets and for
implementing algorithms that run large data sets. In this context, C++, which is a
compiled and traditional language, has proved to be the most effective tool. On the
other hand, it is a fact that, during the simulation process, adjustments are necessary
with certain frequency. Change the size of the link and conduct a test, change the
delay and conduct a test, add a node and conduct a test. In short, there would be a lot
of wear and tear if, with each parameter change (and there are many in a simulation),
there was a need to compile the program to test it. The use of the OTCL language,
which is interpreted, avoids this wear and tear on the part of the user since there is a
simplification in the interactive process of changing and reexecuting the model. In
NS-2, the network nodes have to be manually staked to find nodes that are moving
around and that send and receive data to each other.

NS-3 made improvements over NS-2 regarding the programmability of simu-
lation components. In NS-3, the entire simulator is written in C++ with optional
Python support. In this way, simulation codes can be written only in C++ or Python.
The results of some simulations can be visualized by Network Animator (NAM), but
new forms of visualization are being developed. NS-3 generates packet trace files
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in pcap format so that other tools can be used for packet analysis. In NS-3 multiple
objects can be linked together at run time, such as nodes. This aggregation model
manipulates access between different objects and facilitates memory control.

8.3.2 JiST/SWANS

JiST/SWANS [14] programming code is open source and was released under the
Cornell Research Foundation license. This simulator uses the scalable wireless
network simulator SWANS built atop the JiST platform [2]. JiST is a high-
performance discrete-event simulation engine that runs on a Java virtual machine
(JVM). JiST converts an existing virtual machine into a simulation platform by
embedding simulation time semantics at the byte-code level. Thus, JiST simulations
are written in Java, compiled using a regular Java compiler, and run over a
standard, unmodified virtual machine. The JiST design is used to achieve high
simulation throughput, save memory, and run standard Java network applications
over simulated networks.

SWANS leverages the JiST design to achieve high simulation throughput, save
memory, and run standard Java network applications over simulated networks.
In addition, SWANS implements a data structure, called hierarchical binning, for
efficient computation of signal propagation.

8.3.3 OMNeT++

The OMNeT++ [22] discrete event simulation environment has been publicly
available since 1997. OMNeT++ represents a framework approach that consists of
an integrated development environment (IDE), a kernel simulation, and an execution
environment. The IDE is based on Eclipse, which facilitates the configuration and
development of new protocols and services. The simulation kernel has two aspects,
module behavior and module description. The behavior of the module is written in
C++ and describes the services and functionality that the module has to perform in
a simulation, such as managing the channels of communication with other modules,
managing their functionality, and sending control messages. The description module
stores in plain-text Message Definition (msg) and Network Description (ned) files,
the main parameters of the module. Thus, with these modules OMNeT++ can easily
interface with third-party libraries and be debugged using off-the-shelf utilities;
thus, it lends itself equally to rapid prototyping and developing production-quality
applications [30].

The OMNeT++ discrete-event-simulation environment serves as an execution
environment and can be divided into two functionalities. (1) The command-line-
based environment targets unattended batch runs on dedicated machines. (2) The
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graphical environment better supports interactive interactions with components of a
running simulation, making it possible to monitor or alter internal states directly.

8.3.4 Advantages and Shortcomings

Although these simulators have the main protocols for the communication of
several network technologies, the configurations of these protocols, as well as their
behavior, have to be similar to real-world operation and parameters so that the results
generated are reliable. Also, these simulators do not have a mobility model in which
to adequately simulate an ITS environment of a city, requiring aggregation and other
protocols or methods to generate and manage the mobility of nodes in the network.

Therefore, one of the great challenges of these simulators lies in providing results
that are in line with the real world. In addition, the simulators need to be able to
interface with other simulators, such as mobility simulators, that would allow them
to add new functionality to simulations.

8.4 Integrated Mobility and Network Module in Simulations

In this section we describe simulators and methods that integrate network simulators
with simulators and methods of generation and control of node mobility in networks,
seeking to create a simulation environment closer to the real world.

8.4.1 iTETRIS

An Integrated Wireless and Traffic Platform for Real-Time Road Traffic Man-
agement Solutions (iTETRIS) [12] was developed to integrate and simulate ITS
applications. iTETRIS addresses certain challenges, such as those associated with
(1) dynamic, distributed, and autonomous ITSs; (2) realistic vehicle-to-vehicle
(V2V) and vehicle-to-infrastructure (V2I) communication; and (3) road traffic and
wireless integrated open-source simulation platforms [25]. For these, iTETRIS
integrates wireless communications and road traffic simulation platforms in an
environment that is easily tailored to specific situations allowing performance
analysis of cooperative ITSs at the city level [12].

iTETRIS provides a standard compliant, open-source integrated communication
and traffic platform suited for large-scale scenario simulation through the use of
four key modules: the network simulator NS-3, the traffic simulator SUMO, an ITS
application simulator, and a central federating module called the iTETRIS Control
System (iCS). iCS aims to handle interactions of multiple ITS applications with NS-
3 and SUMO. Therefore, iCS consists of an interface connecting various modules,
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Fig. 8.1 iTETRIS platform architecture [10]

allowing interactions between mobility models and network models. Figure 8.1
describes an abstraction of the iTETRIS simulator architecture for ITSs.

For the applications and services of ITSs, iTETRIS implements the ETSI ITS
architecture, which facilitates the development of new applications or the evaluation
of new communication protocols directed at ITSs. The architecture of the ITS
simulator is separated into two parts [27]. The first part manages all connection
between the ITS application logic, the iCS, SUMO, and NS-3. The second part is
a container for the ITS application logic. This layer was extended by Bellavista
et al. [4] with an innovative, flexible higher-layer node architecture that supports
necessary send and receive primitives, much like NS-3.

8.4.2 VSimRTI

The Vehicle-2-X (V2X) Simulation Runtime Infrastructure (VSimRTI) [32] is a
framework for the assessment of new solutions for cooperative ITSs. Vehicle move-
ments and sophisticated communication technologies like V2X communication and
cellular networks can be modeled in detail. VSimRTI uses an ambassador concept
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inspired by some fundamental concepts of the high-level architecture (HLA) [27].
Thus, it is possible to couple arbitrary simulation systems with a remote control
interface [32]. Figure 8.2 describes an abstraction of the VSimRTI simulator.

The architecture of the application simulator is based on the ETSI ITS standard.
Besides the sandboxed application layer approach, it features a rich layer facility
with application, information and communication support, enabling a set of appli-
cations and services that are ready to use, such as the traffic simulators SUMO and
PHABMACS. VsimRTI also allows the use of other network simulators to perform
communication simulation such as NS-3, OMNeT++ and a cellular communication
simulator, and several visualization and analysis tools.

8.4.3 Veins

Veins [31] is a simulation framework of communication networks composed of
a set of models specifically developed for the study of vehicular networks. The
execution of these models is performed by the OMNeT++ 4 discrete-event simulator
in conjunction with the SUMO traffic simulator. Figure 8.3 shows the general
structure of Veins. Because it is a simulation framework, Veins serves as the basis
for the development of specific applications. However, since Veins is composed of
several models, it is possible to use it only by grouping the available models and
modifying a few parameters, which facilitates the study of applications of ITSs.

In Veins, each simulation is performed by executing two simulators in parallel:
OMNeT++, to simulate the communication network, and SUMO, to simulate
vehicle and pedestrian traffic. Both simulators communicate through a TCP socket,
and the adopted communication protocol is defined by TraCI, as presented in
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Fig. 8.3 Simulator architecture of Veins [31]

the previous section. This allows the joint simulation of both aspects of data
communication as well as aspects of traffic and mobility. The movement of vehicles
in the SUMO traffic simulator is reflected by the movement of nodes in the
OMNeT++ network simulator. Therefore, interaction with the traffic simulator
allows one, for example, to simulate the effect of communication between vehicles
in traffic. The impressive fact about Veins consists of interactions between network
simulators and traffic, which is entirely transparent to the user, facilitating the
development of applications.

Veins includes a model for 802.11 wireless network simulation designed explic-
itly for network environments. This model is defined obeying the IEEE 802.11p [13]
communication standard. Among the functionalities that exist in a Veins model,
we can mention the existence of different access channels with quality of service
that follow the EDCA, specific characteristics of timing, modulation and coding
of frames for road environments, and various models of communication channels.
Veins also includes a channel hopping functionality, which switches between control
channels (CCH) and service channels (SCH) as defined by the DSRC/WAVE
standard [17]. Also implemented in this model are manipulations of wave short
messages, beacon exchange, base safety messages, or cooperative awareness mes-
sages.

Veins also includes a model of the Japanese communication standard for ITSs
ARIB T109 [9]. This model implements both features of the physical layer and the
medium access layer, which uses a combination of TDMA and CSMA/CA.

Precise signal propagation models are fundamental to the study of ITSs. Usually,
it is assumed that a signal propagates under conditions free from any interference,
which does not represent a realistic scenario. Therefore, Veins implements the Two-
Ray Interference signal propagation model, which more realistically captures effects
such as signal reflection [26].

Radio transmissions are greatly affected by signal attenuation effects. Accurately
capturing these effects is of paramount importance in the study of applications of
ITSs, especially in urban environments where buildings block the propagation of

meneguette@ifsp.edu.br



180 8 Implementation and Testing Tools

Fig. 8.4 Model of signal attenuation caused by obstacles are used in Veins [31]

radio signals. Given this, Veins includes a model of obstacle signal attenuation that
realistically captures the effects of blocking signals caused by buildings, as shown
in Fig. 8.4.

8.4.4 Advantages and Shortcomings

Like network simulators, these simulators that integrate mobility and network
simulators have the challenge of not only presenting a real simulation environment
but also using parameters and functionality that resemble the real world. This
challenge is heightened since the environment has to consider not only the mobility
and trajectory of nodes but also the entire physical environment that surrounds a city
such as buildings, houses, trees, and objects that can interfere with the simulation
environment.

Therefore, such systems have to take into account not only the behavior of the
simulation but also the behavior of the elements that make up its scenery as well
as the mobility of vehicles, people, objects, and contrivances that are part of this
environment.

8.5 Final Discussion

In this chapter, we have described the main tools used to evaluate and validate new
protocols and services for ITSs. We described one of the most important points
that involve this evaluation, models of mobility, and discussed the main concepts
that can be used to carry out modeling. Also, we described the main network
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simulators that simulate communication protocols, enabling the development and
evaluation of a new communication protocol for ITSs. Finally, we listed the main
simulators and tools that integrate mobility models with network simulators to allow
the development of a more realistic scenario to obtain results that are closer to the
real world.
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