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a b s t r a c t

Cluster ensembles have been shown to be better than any standard clustering algorithm at improving
accuracy and robustness across different data collections. This meta-learning formalism also helps users
to overcome the dilemma of selecting an appropriate technique and the corresponding parameters, given
a set of data to be investigated. Almost two decades after the first publication of a kind, the method
has proven effective for many problem domains, especially microarray data analysis and its down-
streaming applications. Recently, it has been greatly extended both in terms of theoretical modelling and
deployment to problem solving. The survey attempts tomatch this emerging attentionwith the provision
of fundamental basis and theoretical details of state-of-the-art methods found in the present literature.
It yields the ranges of ensemble generation strategies, summarization and representation of ensemble
members, as well as the topic of consensus clustering. This review also includes different applications
and extensions of cluster ensemble, with several research issues and challenges being highlighted.
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1. Introduction

Cluster analysis is usually employed in the initial stage of un-
derstanding a raw data, especially for new problems where prior
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knowledge is minimal. Also, in the pre-processing stage of super-
vised learning, it is exploited to identify outliers andpossible object
classes for the following expert-directed labelling process. This is
crucial when the complexity of modern-age information is gener-
ally overwhelming for a human investigation. The need to acquire
knowledge or learn from the excessive amount of data is hence a
major driving force for making clustering a highly active research
subject. Data clustering is applied to a variety of problem domains
such as biology [1], customer relationship management [2], in-
formation retrieval [3,4], image processing [5,6], marketing [7,8],
psychology [9] and recommender systems [10]. In addition, the
recent development of clustering cancer gene expression data has
attracted a lot of interests amongst computer scientists, biological
and clinical researchers [11–13].

Principally, the core of cluster analysis is the clustering process
which divides data objects into groups or clusters such that objects
in the same cluster are more similar to each other than to those
belonging to different clusters [14]. Objects under examination
are normally described in terms of object-specific (e.g., attribute
values) or relative measurements (e.g., pairwise dissimilarity).
Unlike supervised learning to which classification is categorized,
clustering is ‘unsupervised’ and does not require class information,
which is typically achieved through a manual tagging of category
labels on data objects, by a domain expert (or through the con-
sensus of multiple experts). Given its potential, a large number of
research studies focus on several aspects of cluster analysis: for
instance, clustering algorithms and extensions for particular data
type [15], dissimilarity (or distance) metric [16], optimal cluster
numbers [17], relevance of data attributes per cluster or subspace
clustering [18], evaluation of clustering results [19], and cluster
ensembles [20].

Specific to this survey, the practice of cluster ensembles is
motivated by the fact that the performance ofmost clustering tech-
niques are highly data dependent. A particular clustering model
may produce an acceptable result for one dataset, but possibly
become ineffective for others. Generally, there are twomajor chal-
lenges inherent to clustering algorithms. First, different techniques
discover different structures (e.g., cluster size and shape) from the
same set of data objects [21–23]. For example, k-means that is
probably the best known technique is suitable for spherical-shape
clusters, while single-linkage hierarchical clustering is effective
to detect connected patterns. This is due to the fact that each
individual algorithm is designed to optimize a specific criterion.
Second, a single clustering algorithm with different parameter
settings can also reveal various structures on the same dataset.
A specific setting may be good for a few, but not all datasets.
Users encounter these challenges, which consequently make the
selection of a proper clustering technique very difficult.

A solution to this dilemma remains an ultimate goal. In or-
der to accomplish this, researchers invented the methodology of
combining different clusterings into a single consensus clustering.
This process which is widely known as ‘cluster ensembles’ can
provide more robust and stable solutions across different domains
and datasets [20,22,24]. However,modelling amechanism (usually
referred to as a ‘consensus function’) that is effective for integrating
multiple data partitions in a cluster ensemble is far from trivial.
This task is difficult since there is no well defined correspondence
between the different clustering results. The further challenges
arising from the need to combine data partitions and generate
a better clustering result without prior knowledge are of high
interest amongst researchers.

The rest of this survey is organized as follows. To set the scene
for concepts and discussion presented here, Section 2 introduces
the basis of cluster ensembles, including formal definition, frame-
work and different ensemble generation strategies. Then, four
major approaches to find a consensus clustering are illustrated in

Section 3. In addition, Section 4 provides applications and recent
theoretical extensions of those cluster ensemble techniques, espe-
cially the use of ensemble information as a data transformation ap-
proach for classification task. The survey is concluded in Section 5
with future research directions.

2. The problem of cluster ensembles

This paper first presents the fundamental concepts of data
clustering including a number of benchmark algorithms that have
been employed for various problem domains. Each of these con-
ventional techniques are designed on a particular assumption(s),
which is normally realized via input parameters. Generally, there
is no clustering algorithm, or the algorithmwith distinct parameter
settings, that performs well for every set of data. To overcome the
difficulty with identifying a proper alternative, the methodology
of cluster ensemble which is the focus of this review has been
continuously developed in the past decade. The second part of this
section includes details of general framework and an overview of
cluster ensemble methods found in the literature.

2.1. Data clustering and conventional techniques

Data clustering is one of the fundamental and effective tools for
understanding the structure of a given dataset. It plays a crucial,
foundational role in machine learning, data mining, information
retrieval and pattern recognition. Clustering aims to categorize
data into groups or clusters such that the data in the same cluster
are more similar to each other than to those in different clusters.
Similarity or proximity is measured using the attribute values that
represent objects (data points) in the dataset [14]. Clustering is
branded an unsupervised learning approach as the measurement
of similarity is conducted without knowledge of class assignment.
This knowledge-free scenario brings about a series of difficult
decisions, hence the corresponding research studies, with respect
to selecting appropriate algorithm, similarity measure, criterion
function, and initial parameter condition [21,23]. Clustering is
widely recognized as an ideal candidate for research and devel-
opment [25], given its benefits and possible advances to be made
in this field. There are a large number of clustering algorithms
developed in the literature. Examples of well-known techniques
are explained in this section.

k-means is perhaps, the best known clustering technique that
partitions data points into clusters. Its name comes from repre-
senting each of k clusters by the mean of its members or so-called
‘centroid’. k-means is an iterative algorithm that exploits a square-
error as a criterion function (i.e., the total distance between each
data point and its cluster centre, [26]). It begins with initializing
centroids randomly and then allocates data points to clusters such
that the square-error is minimized. This criterion function tends to
work well with separated and compact clusters. Given a dataset X ,
the square-error e2 of a clustering π = {Ci, . . . , Ck} with k clusters
is defined as

e2(X, π ) =

k∑
p=1

∑
∀x∈Cp

∥x − cp∥2, (1)

where ∥.∥ denotes the Euclidean norm and cp is the centre of the
pth cluster. A general description of the k-means algorithm is given
as follows:

1. k data points are first randomly selected as initial cluster
centres.

2. Repeat:

(a) Assign each data point to its closest cluster centre. The
Euclidean metric is commonly used to compute the
distance between data points and centroids.
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(b) The centroid of each cluster is updated as the mean of
all current data points in that cluster.

3. Until the termination criteria are met.

The examples of termination criteria are: (i) no changes are
made to the cluster centres (i.e., no reassignment of any data
point from one cluster to another), (ii) the maximum number of
iterations is exceeded, and (iii) there is no improvements in the
objective function such as decrease in the square-error. The k-
means algorithm is popular largely due to its efficiency, with time
complexity ofO(Nkr), whereN is the number of data points, k is the
number of clusters and r is the number of iterations. However, it is
sensitive to the choices of initial cluster centres (i.e., different initial
states can lead to different output partitions). One might have to
run the algorithmmultiple timeswith various initial partitions and
chooses the resulting clustering that offers the minimum square-
error. Yet, k-means does not work well on noisy data and non-
convex cluster shapes.

k-modes is introduced by Huang [27] as an extension of the
conventional k-means technique for clustering categorical data.
It iteratively refines k cluster representatives, each as a vector of
attribute values that has theminimal distance to all the data points
in a cluster (i.e., the cluster’s most frequent attribute values). k-
modes uses a simple similarity measure that is determined by
the number of common categorical attributes shared by two data
points.

Formally, let X be a set of N data points {x1, . . . , xN} described
by D categorical attributes, i.e., xi = (xi1, . . . , xiD), i = 1 . . .N .
The distance d(xi, cp) between data point xi and centroid of the pth
cluster is defined by

d(xi, cp) =

D∑
j=1

δ(xij, cpj), (2)

where

δ(y, z) =

{
0 if y = z
1 otherwise

(3)

Similar to the k-means algorithm, k-modes is also affected by
the initialization step and requires the number of clusters k to be
specified in advance. However, it is still efficientwith the computa-
tional complexity ofO(Nkr),whereN is the number of data points, k
is the number of required clusters and r is the number of iterations.

k-prototypes: extends both k-means and k-modes to clustering
mixed numeric and categorical data [16]. The clustering method
is similar to the k-means algorithm except that it uses the k-
modes approach to update the categorical attribute values of clus-
ter prototypes (i.e., centroids). It employs a heterogeneous distance
function to compute the dissimilarity between data points and
cluster prototypes. This cost function combines distance measure
on both numerical and categorical attributes. While the Euclidean
distance is used for numeric attributes, the categorical dissimilarity
is derived from the number of mismatches between categorical
values. In addition, this function requires different weights for
the contribution of numeric versus categorical attributes to avoid
favouring either type of attribute. Specifically, the distance be-
tween data point xi ∈ X (described by Dn numeric attributes and
Dc categorical attributes) and cluster prototype cp is estimated by

d(xi, cp) =

Dn∑
j=1

(xij − cpj)2 + γ

Dc∑
g=1

δ(xig , cpg ), (4)

where δ(y, z) = 0 if y = z and 1, otherwise. In addition, γ
is a weight for categorical attributes. A large weight parameter
γ means that the clustering process favours the categorical at-
tributes, while a small γ indicates that numerical attributes are
emphasized.

Agglomerative Hierarchical Clustering begins by considering
each data point as a cluster (i.e., singleton cluster), and then gradu-
ally merges similar clusters until all the clusters are combined into
one big group (i.e., the top node of a dendrogram). The resulting
dendrogram can be cut at any level to obtain the desired data
partitions [28]. Themain differences among agglomerative cluster-
ing methods are the definitions of distance between two clusters,
which are used to determine how data points in the dataset should
be grouped into clusters. Thewell-known agglomerative hierarchi-
cal techniques are:

• Single-Linkage (SL): defines the distance between two clus-
ters to be the minimum distance between all pairs of data
points, taken one from each cluster. Let Cp and Cq be clusters,
the single-linkage distance between these two clustersDCpCq
is defined by

DCpCq = min
∀x∈Cp,x′∈Cq

d(x, x′), (5)

where d(x, x′) is usually the Euclideandistance betweendata
points x, x′

∈ X .
• Complete-Linkage (CL): determines the dissimilarity be-

tween clusters via the largest distance between data points
in the clusters under examination. Formally, the distance
between two clusters DCpCq is defined as follows:

DCpCq = max
∀x∈Cp,x′∈Cq

d(x, x′) (6)

• Average-Linkage (AL): uses the average value of all pair-wise
distance among data points in the two clusters as the cluster
distance. In particular, the distance between clusters Cp and
Cq is estimated by

DCpCq =
1

NpNq

∑
∀x∈Cp

∑
∀x′∈Cq

d(x, x′), (7)

where Np and Nq are the number of data points in cluster Cp
and Cq, respectively.

These methods provide visualizations on how data points are
grouped in different levels on a dendrogram, which can help users
to analyse data more easily or select desired groups of data at
some fixed level of proximity. However, themain drawback of such
techniques is their complexity, O(N2) to O(N3). Therefore, they are
impractical for large datasets.

DBSCAN (Density-Based Spatial Clustering of Applications
with Noise) relies on the density of data points in the neighbour-
hood of each data point [29]. This density with respect to a definite
data point is determined by the number of the other objects within
a hypersphere area around it. The key idea is that, for each object
of a cluster, its neighbourhood of a given radius (ϵ) has to contain
at least a minimum number of instances (MinPts).

Several definitions used in DBSCAN are defined, based on the
input parameters ϵ and MinPts, as follows:

• An ϵ-neighbourhood of xi ∈ X is a set of data objects that
have distance from xi less than or equal to ϵ (i.e., ϵ indicates
the neighbourhood radius).

• A core object is a data pointwith a neighbourhood consisting
of more thanMinPts data points.

• An object xj ∈ X is directly density-reachable from a core
object xi if xj is within ϵ-neighbourhood of xi.

• An object xj is density-reachable from a core object xi if there
exists a finite sequence of core objects between xi and xj such
that each connecting core belongs to an neighbourhood of
its predecessor.
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• Two data points xi and xj are density-connected if they are
density-reachable from a common core.

To find a cluster, DBSCAN checks the ϵ-neighbourhood of each
data point. If the ϵ-neighbourhood of xi ∈ X contains more than
MinPts members, a new cluster with xi as a core object is created.
Then it iteratively collects directly density-reachable objects from
these core objects, which may involve merging a few density-
reachable clusters. This process terminates when no new object
can be added to any cluster. DBSCAN can find arbitrary shapes of
clusters, identify outliers, and determine the number of clusters
automatically. However, the main disadvantage is that the quality
of the resulting clusters is sensitive to the user-defined parameters,
ϵ and MinPts, which are difficult to determine. The computational
complexity of DBSCAN is O(N logN) if a spatial index is used.
Otherwise, it is O(N2), where N is the number of data points.

SOM (Self-Organizing Map) is a very useful and well-known
tool [30] for a range of applications, including dimensional re-
duction, sampling, classification and data clustering [31,32]. SOM
makes extensive use of the neural network technology, with the
basic idea of mapping the data patterns onto a multi-dimensional
grid of neurons or units. That grid forms the output space, as
opposed to the input space where the original data patterns are.
The underlying mapping attempts to preserve the ‘topological’
relations, i.e., those patterns that are close in the input grid are to be
mapped to units that are close in the output grid. In other words,
the information regarding neighbourhoods of the patterns under
examination are preserved through the mapping process. Many
SOMvariants have been introduced in the literature, see Furukawa
[33] and Tokunaga and Furukawa [34] for examples of the recent
development.

Specific to data clustering, the basic SOM algorithm [32] can be
described as follows, where X denotes a dataset of N data points:

1. Initialize a set of cluster centre, i.e., C = {c1, . . . , ck}
2. For each data point xi ∈ X:

(a) Assign xi to a cluster Cj that provides the minimum
Euclidean distance between xi and its cluster centre cj.

(b) Update the cluster centre cj, which is theweight vector
of SOM’s output units, using the following equation.

cj = cj + h[xi − cj], (8)

where h ∈ [0, 1] is the degree of neighbourhood. In
addition to updating the centre cj of the cluster that
xi belongs to, all the cluster centres that are in the
neighbourhood of cj on the grid map are also updated.
This neighbourhood-based propagation is controlled
by h, which can be specified using the neighbourhood
functions such as the bell-shaped (Gaussian-like) and
the square (or bubble). This process is repeated for all
xi ∈ X .

Despite its innovative concept and reported success, the major
disadvantage of SOM is the long processing time, especially with a
large dataset.

2.2. Basis of cluster ensembles

Although, a large number of clustering algorithms have been
introduced for a variety of application areas [14], theNo Free Lunch
theorem [35] suggests1 there is no single clustering algorithm
that performs best for all datasets [36], i.e., no algorithm is able

1 The No Free Lunch theorem seems to apply here because the problem of
clustering can be reduced to an optimization problem — we are seeking to find the
optimal set of clusters for a given dataset via an algorithm.

to discover all types of cluster shapes and structures presented
in data [21–23]. Each algorithm has its own strengths and weak-
nesses. For a particular dataset, different algorithms, or even the
same algorithmwith different parameters usually provide distinct
solutions. Therefore, it is extremely difficult for users to decide
which algorithm would be the proper alternative for a given set
of data. As identified in the previous section, the use of those
conventional clustering algorithms such as k-means, k-modes and
k-prototypes can be complicated due to their settings of k, distance
metric or initial centroids. Likewise, agglomerative hierarchical
clustering methods also encounter the problem of selecting and
appropriate k, while this is naturally solved within the process of
DBSCAN. Nonetheless, the latter suffers greatly from configuring
several parameters.

Recently, cluster ensembles have emerged as an effective solu-
tion that is able to overcome these limitations, and improve the
robustness as well as the quality of clustering results. The main
objective of cluster ensembles is to combine different decisions
of various clusterings in such a way to achieve the accuracy su-
perior to those of individual clustering. Examples of well-known
ensemble methods are: (i) the feature-based approach that treats
the problem of cluster ensembles as the clustering of categorical
data, i.e., cluster labels [24,37–40], (ii) the direct approach that
finds the final partition through relabelling the results of base
clustering [41,42], (iii) graph-based algorithms that employ a graph
partitioning methodology [43–45], and (iv) the pairwise-similarity
approach that makes use of co-occurrence relationships between
all pairs of data points [22,46–51]. The following subsections will
introduce three fundamental concepts of problem definition, en-
semble generation and consensus function, respectively.

2.2.1. Problem formulation
Let X = {x1, . . . , xN} be a set of N data points, where each

xi ∈ X is represented by a vector of D attribute values, i.e., xi =

(xi,1, . . . , xi,D). Also, let Π = {π1, . . . , πM} be a cluster ensem-
ble with M base clusterings, each of which is referred to as an
‘ensemble member’. Each base clustering returns a set of clusters
πg = {Cg

1 , Cg
2 , . . . , Cg

kg }, such that
⋃kg

t=1C
g
t = X , where kg is the

number of clusters in the gth clustering. For each xi ∈ X , Cg (xi)
denotes the cluster label in the gth base clustering to which data
point xi belongs, i.e., Cg (xi) = ‘t ’ (or ‘Cg

t ’) if xi ∈ Cg
t . The problem

is to find a new partition π∗
= C∗

1 , . . . , C∗

K , where K denotes the
number of clusters in the final clustering result, of a dataset X that
summarizes the information from the cluster ensemble Π .

The general framework of cluster ensembles is shown in Fig. 1.
Essentially, solutions achieved from different base clusterings are
aggregated to form a final partition. This meta-level method in-
volves twomajor tasks of: (i) generating a cluster ensemble, and (ii)
producing the final partition (normally referred to as a consensus
function).

2.2.2. Ensemble generation strategies
It has been shown that ensembles are most effective when

constructed from a set of predictors whose errors are dissimi-
lar [52]. To a great extent, diversity amongst ensemble members
is introduced to enhance the result of an ensemble [53]. Specific
to data clustering, the results obtained with any single algorithm
over many iterations are usually very similar. In such circum-
stance when all ensemblemembers agree on how a dataset should
be partitioned, aggregating the base clustering results will show
no improvement over any of the constituent members. Several
heuristics have been proposed to introduce artificial instabilities in
clustering algorithms, hence the diversity within a cluster ensem-
ble. The following ensemble generation methods yield different
clusterings of the same data, by exploiting different cluster models
and different data partitions.
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Fig. 1. The basic process of cluster ensembles. It first applies multiple base clusterings to a dataset X to obtain diverse clustering decisions (π1 . . . πM ). Then, these solutions
are combined to establish the final clustering result (π∗) using a consensus function.

Homogeneous ensembles: Base clusterings are created us-
ing repeated runs of a single clustering algorithm, with several
sets of parameter. In particular, the k-means technique has of-
ten been employed with a random initialization of cluster cen-
tres [22,40,42,49,50,54]. An ensemble of k-means is computational
efficient as its time complexity is O(kNM), where k, N and M
denote the number of clusters, the number of data points and the
number of base clusterings, respectively. Other non-deterministic
clustering techniques (results of multiple runs are dissimilar) such
as PAM [55] can be used to form a homogeneous ensemble.

However, as compared with k-means, the ensembles of PAM
are less efficient with time complexity of O(Mk(N − k)2) and
O(M(ks2 + k(N − k))), respectively. Note that s denotes the sample
size (s < N). Unlike the aforementioned alternatives of base clus-
tering, hierarchical clustering techniques (e.g., single-linkage (SL),
complete-linkage (CL) and average-linkage (AL)) are deterministic
with the identical result being obtained frommultiple runs for any
given number of clusters, k. Hence, such methods cannot generate
diversity within a homogeneous ensemble.

This method is widely practised to create base clusterings each
with distinct parameters and hence output. Selecting such param-
eters is problematic for a basic clustering approach, but with the
ensemble method, a variation of setting can be randomly chosen
for generate diverse versions of clustering model.

Different-k: The output of clustering algorithms is dependent
on the initial choice of the number of clusters k. To acquire an
ensemble diversity, base clusterings are created using a specific
value of k or randomly selected k from a pre-specified interval.
Intuitively, k should be greater than the expected number of clus-
ters and the common rule-of-thumb is k =

√
N [22,53,54,56]. This

generation scheme allows a large number of clustering algorithms,
both partitioning and hierarchical, to be used as base clustering.
However, k-means is still often employed for the efficiency reason.
It is noteworthy that the time complexity of creating a cluster
ensemble with a hierarchical clustering technique being used as
base clusterings is O(N3M).

Random subspacing/sampling: A cluster ensemble can also
be achieved by applying manifold subsets of initial data to base
clusterings. It is assumed that each clustering algorithm can pro-
vide different levels of performance for different partitions of
a dataset [43]. In practice, data partitions can be obtained by
projecting data onto different subspaces [47,57], choosing dif-
ferent subsets of features [45,58], or using data sampling tech-
niques [41,59,60].

Let a matrix X ∈ RN×D represents a dataset of N data points
each of which is specified by D attributes/features. An artificial
diversitywithin an ensembleΠ canbe achievedby generating base
clustering results from different perturbed variations of X . To this
extent, a randomprojectionmethod [61] is objectively used in [47]

and [57] to create such a transformed data matrix X ′
∈ RN×D′

from
the original X , where D′ < D.

It is also possible to create different data subspaces each
of which contains a randomly selected subset of original at-
tributes [58,62]. Each data subspace X ′ is generated by firstly
defining D′:

D′
= D′

min + ⌊α(D′

max − D′

min)⌋, (9)

where α ∈ [0, 1] is a uniform random variable, D′

min and D′
max are

the lower and upper bounds of the generated subspace, respec-
tively. Following Yu et al. [58], D′

min and D′
max are set to 0.75D

and 0.85D. An attribute is selected one by one from the pool of D
attributes, until the collection of D′ is obtained. In particular, the
index of each randomly selected attribute is determined as follows:

h = ⌊1 + βD⌋, (10)

where h denotes the hth attribute in the pool of D attributes and
β ∈ [0, 1) is a uniform random variable.

In addition to using data subspaces, an ensemble can also be
created by applying a selected clustering algorithm(s) to a set of
data perturbations. In the studies of Dudoit and Fridyand [59]
and Fischer and Buhmann [41], perturbed datasets (of the same
size as the original data) are obtained using the bootstrapping
(or bagging) resampling scheme [63], whereby data points are
sampled with replacement from the original dataset. Despite its
effectiveness, especially for classifier ensembles, bootstrapping
produces datasets with duplicated data points, which artificially
distort the actual data compactness. An alternative to overcome
this shortcoming is a subsampling technique, whereby a subset
of data points is sampled without replacement from the original
dataset. Specific to the strategy employed by Kim and Lee [64]
and Monti et al. [51], each base clustering is obtained with a data
subset that contains randomly selected 80% of original data points.

Heterogeneous ensembles: As an alternative, heterogeneous
ensembles may be exploited, where diversity is induced by al-
lowing each base clustering to be generated using different clus-
tering algorithms [46,65,66]. The key idea is that each clustering
technique has its own benefits and drawbacks, and is suitable for
different types of dataset. Multiple algorithms can provide differ-
ent decisions on data partitions and complement each other. Thus,
combining different clustering results based onmultiple clustering
techniques can assure better data clusterings. This approach is
adapted bymany ensemble algorithms, for example, the clustering
aggregation proposed by Gionis et al. [42] applies single linkage,
average linkage, complete linkage, Ward’s clustering and k-means
to generate the ensembles.

Mixed heuristics: In addition to using one of the aforemen-
tioned methods, any combination of them can be applied as well.
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(a) Cluster ensemble. (b) Label-
assignment.

(c) Pairwise similarity. (d) Binary cluster-
association.

Fig. 2. Examples of (a) cluster ensemble, (b) label-assignment matrix, (c) pairwise
similarity matrix and (d) binary cluster-association (BA) matrix. Note that X =

{x1, . . . , x5}, Π = {π1, π2}, π1 = {C1
1 , C1

2 , C1
3 } and π2 = {C2

1 , C2
2 }.

This can be found in [45], where several clusters (i.e., cluster-
ing algorithms) are used with multiple subspaces of data. Simi-
larly, Monti et al. [51] apply hierarchical clustering with average-
linkage and the self organizing map (SOM) with different sets of
sampled data, while Domeniconi and Al-Razgan [43] generate
the ensembles using their subspace clustering algorithm (LAC)
with different input conditions. In addition, Fred and Jain [67]
employ all strategies to construct their ensembles by applying
three algorithms (k-means, single-linkage and spectral algorithm),
with various initial settings, to multiple subsampled data. In the
experiments of Nguyen and Caruana [39], the ensembles are
produced using weighting k-means and k-means with different
random restarts.

2.2.3. Consensus functions
Having obtained the cluster ensemble, a variety of consensus

functions have been developed and made available for deriving
the ultimate data partition. Each consensus function utilizes a
specific form of information matrix, which summarizes the base
clustering results. From the cluster ensemble shown in Fig. 2(a),
three general types of such ensemble-information matrix can be
constructed. Firstly, the label-assignment matrix (Fig. 2(b)), of size
N × M , represents cluster labels that are assigned to each data
point by different base clusterings. Secondly, the pairwise simi-
larity matrix (Fig. 2(c)), of size N × N , summarizes co-occurrence
statistics amongst data points. Furthermore, the binary cluster-
association (BA) matrix (see Fig. 2(d) for an example) provides a
cluster-specific view of the original label-assignment matrix. The
association degree that a data point belonging to a specific cluster
is either 1 or 0.

Given this background, a large number of different consensus
functions found in the literature can be described and classi-
fied to four major categorizations: direct, feature-based, pairwise-
similarity based and graph-based approaches, respectively. Exam-
ples of cluster ensemble methods belonging to these families will
be provided in the next section.

Fig. 3. An example of (a) contingencymatrixΩ and (b) the correspondingweighted
bipartite graph.

3. Cluster ensemble methods

3.1. Direct approach

The first family of cluster ensemble methods is characterized
by the use of a combination strategy such as ‘voting’, which has
proven effective for classifier ensembles [68,69]. However, such
practice is not directly applicable to the cluster ensemble problem
where a priori class information is not available. The cluster labels
in different data partition (i.e., base clustering) πg , g = 1 . . .M
are arbitrary. As a result, a mechanism that finds ‘label correspon-
dence’ and re-labels each partition in accordance with a reference
partition, is necessary for developing such a voting model. Most
methods in this category require the number of clusters in each
base partition to be K , i.e., kg = K , g = 1 . . .M .

Simple Voting: Based on the analysis of Topchy et al. [70],
the underlying re-labelling process is equivalent to the problem of
maximumweight bipartite matching. This starts with the creation
of a contingency matrix Ω ∈ RK×K from the reference πr and to-
be re-labelled πg partitions, where K is the number of clusters in
each partition. Each entry Ω(l, l′) that denotes the co-occurrence
statistics between labels l ∈ πr and l′ ∈ πg , is defined by

Ω(l, l′) =

∑
∀xi∈X

ω(xi), (11)

where ω(xi) = 1 if (C r (xi) = l) ∧ (Cg (xi) = l′), otherwise
ω(xi) = 0. Having obtained Ω , the label correspondence is solved
by maximizing

K∑
l=1

K∑
l′=1

Ω(l, l′)Θ(l, l′), (12)

where Θ ∈ RK×K is another matrix representing correspondences
amongst labels of partitions πr and πg . An entryΘ(l, l′) = 1 if label
l ∈ πr corresponds to label l′ ∈ π g , 0 otherwise. Note also that

K∑
l=1

Θ(l, l′) =

K∑
l′=1

Θ(l, l′) = 1 (13)

The solution to this optimization problem can be found using
the Hungarian algorithm [71]. Fig. 3(a) presents an example of the
contingency matrix Ω which is created from two sets of labels
given to four data points X = {x1, . . . , x4} within partitions πr =

{1, 1, 1, 2} andπg ={1, 2, 2, 1}. As shown in Fig. 3(b), theΩ matrix
can also be presented as a weighted bipartite graph, in which the
maximummatchings are identified as bold edges. This suggests re-
labelling the label ‘1’ of partition πg as ‘2’, and the label ‘2’ as ‘1’.

Particularly to the study of Topchy et al. [70], the reference
partition πr is randomly selected from the pool of M partitions
in an ensemble Π , i.e., πr ∈ Π . Then, each of the M − 1 re-
maining partitions is re-labelled with respect to the chosen πr , by
following the aforementioned steps. Hence, a globally consistent
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label set is employed by all partitions. Then, a plurality voting can
be employed to determine the consensus label of each data point
xi ∈ X . The consensus methods of Dudoit and Fridyand [59]
and Fischer and Buhmann [41] also implement a similar voting
model. However, the reference partition πr ̸∈ Π is obtained from
the original data (X), while partitions in an ensemble (π1 . . . πM ∈

Π ) are acquired on subsets of X . That is, each partition πg , g =

1 . . .M is re-labelled in accordance with πr that is not part of the
ensemble itself.

Incremental Voting: The incremental (or cumulative) voting
model is initially developed in the studies of Ayad and Kamel [72],
Dimitriadou et al. [73,74], Frossyniotis et al. [75], and later gen-
eralized by Ayad and Kamel [76,77]. Unlike the simple voting
previously discussed, data partitions are added to the underlying
ensemble one by one, with the voting statistics being repeatedly
updated. Let Pg ∈ RN×K be the matrix representing the gth
partition, i.e., πg ∈ Π . Each Pg (xi, C

g
t ) is 1 if data point xi ∈ X

belongs to cluster Cg
t ∈ πg , 0 otherwise. Also let Vg ∈ RN×K be

the matrix presenting the result of combining the first g partitions
(π1, . . . , πg ), and Vg (xi, Lj) ∈ {0, 1, . . . , g} is the accumulative
frequency (or the number of partitions) that the label Lj is assigned
to data point xi. Note that, initially, V1 = P1.

At the (g + 1)th step (1 < (g + 1) ≤ M) where the (g + 1)th
partition is added to cluster ensemble, the relabelling algorithm
such asHungarian is exploited to find the correspondence between
cluster labels (or columns) of the matrices Vg and Pg+1, with the
first set being the reference partition. This begins with the creation
of the contingency matrix, Ω ∈ RK×K , where each Ω(l, l′) is
estimated as

Ω(l, l′) =

∑
∀xi∈X

ω(xi), (14)

where ω(xi) = 1 if (Vg (xi, l) ≥ 1) ∧ (Pg (xi, l′) = 1), otherwise
ω(xi) = 0. The optimal label (column) correspondence can be
found as the maximum matching in the weighted bipartite graph
created from Ω .

After that, thematrix Vg+1 that represents the result of merging
g + 1 partitions is generated such that an entry Vg+1(xi, l) is
calculated as

Vg+1(xi, l) = Vg (xi, l) + Pg+1(xi, l′), (15)

where the label or column l′ of Pg+1 corresponds to the column l of
Vg .

To decide the final label C∗(xi) of each data point xi ∈ X from
the incremental combination ofM data partitions, the VM matrix is
exploited as follows:

C∗(xi) = argmax
l

VM (xi, l) (16)

Label Correspondence Search (LCS): Instead of relying on the
combination strategy inherited from the task of classifier ensem-
bles, themethod introducedbyBoulis &Ostendorf [37] searches for
‘label correspondence’, which has been specifically modelled as an
optimization problem. Let Ug

t ∈ RN×1 be a vector that represents
the posteriors of cluster Cg

t for N data points. With respect to data
point xi ∈ X , the ith entry Ug

t (xi) = p(Cg
t |xi). Specifically to a crisp

partition, Ug
t (xi) = 1 if xi ∈ Cg

t , 0 otherwise.
The agreement G(Cg

t , Cg ′

t ′ ) between clusters Cg
t and Cg ′

t ′ in the
partitions π g , π g ′

∈ Π , respectively, can be defined as

G(Cg
t , Cg ′

t ′ ) =
(
Ug
t
)T

· Ug ′

t ′ (17)

This allows the correspondence between clusters to be iden-
tified. Hence, LCS makes use of such measure to formulate the
following ‘goodness’ function, FΛ. It is objectively maximized to

generate meta-clusters C∗
m,m = 1 . . . K from clusters in a given

ensemble Π .

FΛ
=

K∑
m=1

M∑
g=1

K∑
t=1

Λ(Cg
t , C∗

m) × S(Cg
t , C∗

m), (18)

subjected to
K∑

m=1

Λ(Cg
t , C∗

m) = 1, ∀g, t (19)

here Λ(Cg
t , C∗

m) = 1 if the cluster Cg
t ∈ π g is assigned to the

meta-cluster C∗
m and 0 otherwise. Also, S(Cg

t , C∗
m) denotes the score

of assigning the cluster Cg
t to the meta-cluster C∗

m, provided that
Cg
t ∈ C∗

m if Λ(Cg
t , C∗

m) ̸= 0.

S(Cg
t , C∗

m) =
1

|C∗
m|

∑
∀cl∈C∗

m,cl̸=Cg
t

G(Cg
t , cl) (20)

Optionally, the objective function FΛ can be maximized with
respect to the additional constraint of:

K∑
t=1

Λ(Cg
t , C∗

m) = 1, ∀m, g (21)

According to [37], two models can be derived by omitting the
constraint given in Eq. (21) or including it in the optimization pro-
cess. This results in the ‘Unconstrained’ and ‘Constrained’methods,
respectively. The outcome of these models is the matrix F ∈ RN×K

where an entry F (xi, C∗
m) denotes the association between data

point xi, i = 1 . . .N andmeta-clusterC∗
m,m = 1 . . . K . Each column

Fm,m = 1 . . . K represents the centroid of the meta-cluster C∗
m. In

particular, Fm is defined as

Fm =
1

|C∗
m|

∑
∀ Cg

t ∈C∗
m

(
Ug
t
)T (22)

The final label C∗(xi) of data point xi ∈ X is α given that

F (xi, C∗

α ) = max
m=1 ... K

F (xi, C∗

m) (23)

Another method, named ‘Singular Value Decomposition Com-
bination’, to create the output matrix F has also been proposed
in [37]. Let pg (t|i) be the posterior of cluster C

g
t in the partitionπ g

∈

Π for data point xi ∈ X . Each entry F (xi, C∗
m), ∀ i = 1 . . .N, ∀ m =

1 . . . K is estimated by

F (xi, C∗

m) =

M∑
g=1

λ(f g (C∗

m), C
∗

m) × pg (h(f g (C∗

m))|i), (24)

where f g (C∗
m) denotes the function that aligns the meta-cluster

C∗
m and clusters in the partition π g . This is estimated using the

SVD (Singular Value Decomposition) technique which finds the
most correlated pair of clusters. In addition, λ weighting function
provides a soft alignment of clusters in question,while the function
h(l) = l − K⌊l/K⌋.

3.2. Feature-based approach

Several techniques that are categorized into this group are
based similarly on the categorical/nominal data presented in the
label-assignment matrix (see example in Fig. 2(b)). Unlike the
direct approach previously discussed, feature-basedmethods clus-
ter data points using the nominal information that is originally
obtained from an ensemble, without searching for correspondence
amongst labels or re-labelling. Details of such models are given
below:
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Iterative Voting Consensus (IVC): This feature-based method
was recently introduced by Nguyen and Caruana [39]. It aims to
obtain the consensus partition π∗ of data points X from the label-
assignment or categorical data matrix that is induced by a cluster
ensemble Π = {π1, . . . , πM}. IVC makes use of the set of label
vectors Y = (y1, . . . , yN ), with N denoting the number of data
points and yi, i = 1 . . .N being specified as

yi = (yi1 = C1(xi), . . . , yiM = CM (xi)), (25)

where Cg (xi) represents a label of specific cluster in clustering
πg , g = 1 . . .M , to which data point xi ∈ X belongs. Note that
yi corresponds to the ith row in the label-assignment matrix.

In each iteration, IVC first estimates the centre of each cluster in
π∗. Note that each cluster C∗

p , p = 1 . . . K in the target clustering
π∗ has a cluster centre C

∗

p = {mode(Xp, π1), . . . ,mode(Xp, πM )},
where Xp ⊂ X is the set of data points belonging to the cluster
C∗
p and mode(Xp, πg ) denotes the majority labels (in the clustering

πg ) of members in Xp. Having obtained these centres, IVC then
reassigns each data point to its closest cluster centre. This is possi-
ble using the Hamming distance between M-dimensional vectors
that represent data points and cluster centres. The iterative process
continues until there is no changewith the target clusteringπ∗. It is
noteworthy that a consensus function similar to IVC has also been
developed in the study of Luo et al. [78].

MixtureModel: Similar to IVC, thismethod of Topchy et al. [24]
also generates the final clustering π∗ from the label matrix Y . In
particular, it is based on a finite mixture model for the probability
of the cluster labels yi = (C1(xi), . . . , CM (xi)) of data point xi ∈ X ,
which is acquired from the ensemble Π = {π1, . . . , πM}. Label
vectors yi representing data points xi are specified as random
variables generated from a probability distribution. This can be
described as a mixture of multivariate component densities.

P(yi|Θ) =

K∑
t=1

ϕtPt (yi|θt ), (26)

where Θ = {ϕ1, . . . , ϕK , θ1, . . . , θK } is the collection of com-
ponents. The tth components are identified with respect to the
cluster C∗

t , t = 1 . . . K in the final clustering π∗. In this model,
each data point yi, i = 1 . . .N is presumed to be created by: first,
drawing a component in according to the mixing coefficient ϕt ,
then, sampling a data point from the distribution Pt (yi|θt ).

The mixture model is formulated as a maximum likelihood
estimation problem, which aims to find the best fitting mixture
density for a given data Y . This is obtained by maximizing the
following likelihood function with respect to the unknown Θ .

Θ∗
= argmax

Θ

log L(Θ|Y ) (27)

By assuming that all data points y1, . . . , yN are independent and
identically distributed, the previous function can be simplified to

log L(Θ|Y ) = log
N∏
i=1

P(yi|Θ)

=

N∑
i=1

log
K∑

t=1

ϕtPt (yi|θt ) (28)

Following that, for each data point, the corresponding density
distribution Pt (yi|θt ) is defined as follows, where a conditional
independence assumption is made for the components of yi.

Pt (yi|θt ) =

M∏
g=1

Pg
t (yig |θ

g
t ), (29)

given that

Pg
t (yig |θ

g
t ) =

kg∏
l=1

(ϑgt (l))δ(yig ,l), (30)

where kg is the number of clusters in the clustering π g
∈

Π , ϑgt (l), l = 1 . . . kg are probabilities of the outcomes with∑kg
l=1ϑgt (l) = 1, ∀g = 1 . . .M, ∀t = 1 . . . K , and δ(yig , l) is defined

as

δ(yig , l) =

{
1 if yig = l
0 otherwise

(31)

The EMalgorithm is adopted to optimize the likelihood function
given in Eq. (28). For such purpose, the existences of hidden data
Z and the likelihood of complete data (Y , Z) are hypothesized. It
is possible to identify which of K mixture components has been
exploited to generate data point yi if the corresponding zi =

(zi1, . . . , ziK ) is known. Specifically, zit = 1 if yi belongs to the tth
component (i.e., yi ∈ C∗

t , t = 1 . . . K ), otherwise zit = 0. As a result,
the likelihood function of Eq. (28) is modified as

log L(Θ|Y , Z) =

N∑
i=1

K∑
t=1

zit logϕtPt (yi|θt ) (32)

The resulting EM process begins with an initial guess of the
model parametersΘ ′

= {ϕ′

1, . . . , ϕ
′

K , θ ′

1, . . . , θ
′

K }. Then the follow-
ing steps are repeated until the convergence criterion is satisfied.
As suggested by Topchy et al. [24], the stability of the assignment of
data points Y (or equivalentlyX) can be employed as a convergence
criterion in practice.

1. Compute expected values E[zit ], ∀i = 1 . . .N, t = 1 . . . K :

E[zit ] =
ϕ′
t
∏M

g=1
∏kg

l=1(ϑ
′
gt (l))

δ(yig ,l)∑K
s=1 ϕ′

s
∏M

g=1
∏kg

l=1(ϑ ′
gs(l))

δ(yig ,l)
(33)

2. Re-estimate the parameters:

ϕt =

∑N
i=1 E[zit ]∑N

i=1
∑K

t=1 E[zit ]
(34)

ϑgt (l) =

∑N
i=1 δ(yig , l)E[zit ]∑N

i=1
∑kg

l=1 δ(yig , l)E[zit ]
(35)

Having obtained the final (or converged) Z , the consensus clus-
ter label of each data point xi (or yi, i = 1 . . .N) can be defined as
C∗(xi) = ξ provided that

E[ziξ ] = max
t=1 ... K

E[zit ] (36)

Clustering Aggregation (AGG): The problem of clustering ag-
gregation [42] is to find a clustering that minimizes the ‘disagree-
ments’ with ensemble members. Formally, a measure of disagree-
ment between two clustering πa, πb ∈ Π with respect to two
specific data points xi, xj ∈ X can be defined as follows:

dxi,xj (πa, πb) =

⎧⎪⎪⎨⎪⎪⎩
1 if

(
Ca(xi) = Ca(xj) ∧ Cb(xi) ̸= Cb(xj)

)
∨(

Ca(xi) ̸= Ca(xj) ∧ Cb(xi) = Cb(xj)
)

0 otherwise

, (37)

where Cg (xi) denotes the label that is assigned to data point xi ∈ X
in the clustering πg ∈ Π . Note that such information is summa-
rized by the label-assignment matrix, see Fig. 2(b) for example.

Given the set of data points X = {x1, . . . , xN}, the dis-
tance/proximity between two clusterings πa, πb ∈ Π is specified
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by

dX (πa, πb) =

∑
∀(xi,xj)∈X×X

dxi,xj (πa, πb) (38)

With the cluster ensemble Π = {π1, . . . , πM} of data points X ,
the aim of clustering aggregation is to search for amedian partition
π∗ that minimizes the following objective function:

D(π∗) =

M∑
g=1

dX (πg , π
∗) (39)

According to Gionis et al. [42], this problem can be generalized
to ‘correlation clustering’ [79] that sets to minimize the cost func-
tion of:

d(π∗) =

∑
∀(xi, xj),

C∗(xi) = C∗(xj)

DA(xi, xj)

+

∑
∀(xi, xj),

C∗(xi) ̸= C∗(xj)

1 − DA(xi, xj), (40)

where DA ∈ RN×N is the matrix of distance amongst N data points
and each DA(xi, xj) can be estimated by

DA(xi, xj) =

∑M
g=1 βg (xi, xj)

M
, (41)

here βg (xi, xj) = 1 if Cg (xi) ̸= Cg (xj), and 0 otherwise.
Based on the aforementioned basis, a number of algorithms

have been proposed to find the partition π∗ by applying conven-
tional clustering techniques to the discovered DA matrix. In par-
ticular, three algorithms of AGGF , AGGLSR and AGGLSF , apparently
the most effective (see further details in [42]), are included in this
review.

At the outset, the AGGF algorithm makes use of the Furthest-
First traversal (FF) method of Hochbaum and Shmoys [80]. AGGF
begins with a single cluster that contains all data points. It then
searches for the pair of data points (xi, xj ∈ X) which are furthest
apart; in other words, DA(xi, xj) = max∀(xp,xq)∈X×XDA(xp, xq). These
data points become new clusters’ centres and the remaining data
points are assigned to the closest cluster (i.e., the closest cluster
centre). This process is iterated such that, at each step, a new
cluster centre which is the furthest from the existing centres is
selected. The data points are re-assigned to the centre that incurs
the least cost. At the end of each step, the cost of a new solution is
calculated using Eq. (40). If it is lower than that of the prior step, the
aforementioned procedure continues. Otherwise, the algorithm
terminates and outputs the previous solution.

Another algorithmcalled ‘Local Search’ is also introduced for the
clustering aggregationproblem. It beginswith an initial partition of
data points, which can be obtained randomly or from the result of
another model such as AGGF . The resulting methods are referred
to as AGGLSR and AGGLSF with the former and the latter setting,
respectively. They similarly determine the cluster, one of the exist-
ing clusters or a new singleton cluster, that each data point should
belong to with the minimum cost. This procedure is repeated until
an additional alteration cannot further decrease the cost.

In particular to a data point xi ∈ X and the data partition
π∗

= {C∗

1 , . . . , C∗

K }, the cost d(xi, C∗
p ) of assigning xi to C∗

p ∈ π∗

is defined as

d(xi, C∗

p ) =

∑
∀xj∈C∗

p

DA(xi, xj) +

∑
∀xl ̸∈C∗

p

1 − DA(xi, xl) (42)

Similarly, the cost of assigning xi to a new singleton cluster
Csingle ̸∈ π∗ can be given by

d(xi, Csingle) =

∑
∀xj∈X

1 − DA(xi, xj) (43)

Quadratic Mutual Information (QMI): The cluster ensemble
method of Topchy et al. [24] searches for a ‘median’ partition
that is the most similar to those data partitions generated by
ensemblemembers. This is achieved bymaximizing themeasure of
‘Quadratic mutual information (QMI)’ which determines the qual-
ity of the final clustering result. In particular, QMI and CU (Category
Utility) that is employed by the conceptual clustering (COBWEB)
algorithm [81] give the same consensus clustering criterion (see
proofs and further details in the study of Topchy et al. [24]). Also,
it has been demonstrated by Mirkin [82] that the maximization of
CU is equivalent to minimization of the square-error criterion of
k-means if the number of clusters in target partition is fixed. In
particular, the label-assignment matrix (Fig. 2(b)) acquired from
the cluster ensemble under examination is firstly converted into
its equivalent Binary Cluster-Association (BA) matrix (Fig. 2(d))
counterpart. It is then transformed to another numerical variation
(TMB) to which k-means can be effectively applied. The value of
each TMB(xi, cl), ∀xi ∈ X, ∀cl ∈ πg , g = 1 . . .M can be defined by

TMB(xi, cl) = BA(xi, cl) − p(cl), (44)

where p(cl) is simply estimated as follows, given that N is the
number of data points.

p(cl) =

∑N
j=1 BA(xj, cl)

N
(45)

Refined K-Means (RKM): The RKM method of Bradley and
Fayyad [83] provides a general intuition of combining multiple
clustering results. Given an ensemble Π ofM members, each base
clustering πg ∈ Π of K clusters is obtained by applying k-means
to the dataset X (or perhaps, a subset of X). Let Cg

t represents the
centroid of the cluster Cg

t , t = 1 . . . K in π g . RKM considers the
set of centroids CM that is obtained from the underlying ensemble
(CM = {C1

1 , . . . , C1
K , . . . , CM

1 , . . . , CM
K }) as features for the next

clustering stage, i.e., clustering clusters.
Particularly, each collection FMp, p = 1 . . .M of refined cen-

troids is created by applying k-means to CM using {Cp
1 , . . . , C

p
K } ⊂

CM as the initial K centroids. Note that FMp consists of K refined
centroids {F p

1 , . . . , F p
K }. Following that, the best set BM of refined

centroids is selected from {FM1, . . . , FMM}, using the distortion
measure Φ:

BM = argmin
FMp

Φ(FMp, CM), (46)

and Φ(FMp, CM) is defined as

Φ(FMp, CM) =

∑
∀cl∈FMp

∑
∀cl′∈CM

d(cl, cl′), (47)

where d(cl, cl′) is the Euclidean distance between centroids cl ∈

FMp and cl′ ∈ CM . Having obtained BM , k-means is applied to X to
generate the final clustering π∗, using the best refined centroids of
BM to initialize the clustering process.

3.3. Pairwise-similarity based approach

This specific category of cluster ensemble methods is based
principally on the pairwise similarity amongst data points [22]. A
number of different consensus functions have been applied to such
similarity matrix to generate the final clustering result.
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Agglomerative Hierarchical Clustering Models: Given a set of
data points X = {x1, . . . , xN}, it first generates a cluster ensemble
Π = {π1, . . . , πM} by applying M base clusterings to the dataset
X . Following that, an N × N similarity matrix is constructed for
each base clustering, denoted as Sg , g = 1 . . .M . Each entry in this
matrix represents the relationship between two data points. If they
are assigned to the same cluster, the entry will be 1, 0 otherwise.
More precisely, the similarity between two data points xi, xj ∈ X
from the gth ensemble member can be computed as

Sg (xi, xj) =

{
1 if Cg (xi) = Cg (xj)
0 otherwise

(48)

Following that, M similarity matrices of S1, . . . , SM are merged
to form a ‘co-association (CO)’ matrix [22], which is also called
consensus matrix [51], similarity matrix [45] and agreement ma-
trix [84] — see Fig. 2(c) for an example. Each entry in the COmatrix
represents the similarity between any two data points, which is a
ratio of a number of ensemblemembers inwhich they are assigned
to the same cluster to the total number of ensemble members.
Formally, each entry of such amatrix CO(xi, xj), xi, xj ∈ X is defined
as

CO(xi, xj) =
1
M

M∑
g=1

Sg (xi, xj) (49)

Since the CO matrix is a similarity matrix, any similarity-based
clustering algorithm (as a consensus function) can be applied to
this matrix to yield the final partition π∗ [22]. Amongst sev-
eral existing similarity-based techniques, the most well-known is
agglomerative hierarchical clustering algorithm. Specifically, the
SL (single-linkage) agglomerative hierarchical clustering is simi-
larly used as a consensus function by EAC-SL [22], MULTI-K [12]
and FKNNCE [85] cluster ensemble methods. In addition, the AL
(average-linkage) clustering has also been exploited to create the
final data partition by EAC-AL [22] and CCHC [51] methods.

Hierarchical Clustering onNormalized Edges (HCNE): Instead
of applying a conventional hierarchical clustering to the COmatrix
directly, the HCNE method of Li et al. [86] formulates a new hier-
archical clustering procedure based on the concept of ‘normalized
edges’. At the outset, an undirected graph G = (V , E) is created
such that each vertex vi ∈ V corresponds to data point xi, ∈ X ,
whilst an unweighted edge eij ∈ E connecting vertices vi, vj ∈ V
exists only when CO(xi, xj) > θ . θ is a user-defined parameter
in the range of [0, 1]. The measure Edge(Cp, Cq) is specified as the
number of distinct edges between data points in clusters Cp and Cq.
Given that xi, xj ∈ X ,

Edge(Cp, Cq) =

∑
∀ xi∈Cp

∑
∀ xj∈Cq

I(eij), (50)

where I(eij) = 1 if eij ∈ E, 0 otherwise.
By following Guha et al. [87], this initial measure is modified to

‘normalized edges (NE)’ such that it is robust to clusters’ sizes and
shapes.

NE(Cp, Cq) =
Edge(Cp, Cq)

(np + nq)1+f (θ ) − n1+f (θ )
p − n1+f (θ )

q
, (51)

where np denotes the number of data points in cluster Cp, while
n1+f (θ )
p andn1+f (θ )

q are the expectednumber of edgeswithin clusters
Cp and Cq, respectively. Also,

f (θ ) =
1 − θ

1 + θ
(52)

Having obtained suchmeans to estimate the similarity between
clusters, a conventional hierarchical clustering process is usedwith
the two most similar clusters being merged in each iteration.

Fuzzy Ensemble Clustering (FEC):Unlikemany cluster ensem-
ble methods that focus on combining the results of crisp clus-
tering, the FEC model of Avogadri and Valentini [62] has been
introduced for aggregating soft data partitions each of which is
obtained by applying a fuzzy clustering algorithm (such as fuzzy c-
means; [88,89]). For a partition πg ∈ Π where πg = {Cg

1 , . . . , Cg
kg },

Ug
p (xi) ∈ [0, 1] is the membership degree of data point xi ∈ X

belonging to cluster Cg
p ∈ πg , provided that

∑kg
p=1U

g
p (xi) = 1.

Following that, the CO alikematrix, CO′, is created from soft data
partitions πg , g = 1 . . .M , such that CO′(xi, xj) is estimated by

CO′(xi, xj) =
1
M

M∑
g=1

kg∑
p=1

τ (Ug
p (xi),U

g
p (xj)), (53)

where τ is a fuzzy t-norm operator. In particular to the study
of Avogadri and Valentini [62] an algebraic product is selected as
t-norm, i.e., τ (Ug

p (xi),U
g
p (xj)) = Ug

p (xi) × Ug
p (xj).

To generate the soft final partitionπ∗
= {C∗

1 , . . . , C∗

K }, the fuzzy
c-means technique is applied to clustering rows of the CO′ matrix.
The membership degree that data point xi belongs to cluster C∗

q
is denoted as U∗

q (xi). Given this, a crisp clustering result can be
achieved by determining the most appropriate cluster C∗

q ∈ π∗ to
which each data point should belong. Formally, xi ∈ C∗

q if

U∗

q (xi) = max
s=1 ... K

U∗

s (xi) (54)

3.4. Graph-based approach

This family of algorithmsmakes use of the graph representation
to solve the cluster ensemble problem [43–45,58]. In this approach,
aweighted graph is first constructed from the clustering ensemble.
Then, the graph is partitioned in to K parts to produce the final
clustering using any graph partitioning techniques.

Graph-based Consensus Clustering (GCC): This method of Yu
et al. [58] transforms the COmatrix into a graphG = (V ,W ), where
V andW are the sets of vertices and weighted edges, respectively.
Each vertex vi ∈ V corresponds to a specific data point xi ∈ X ,
while the weight of edge wij ∈ W connecting vertices vi, vj ∈

V equals to the value of entry CO(xi, xj). The resulting graph is
undirected such that wij = wji, ∀vi, vj ∈ V . In order to obtain the
final clustering π∗, the GCC approach applies the normalized cut
algorithm [90] to the graph G.

Cluster-based Similarity Partitioning Algorithm (CSPA): Sim-
ilar to GCC, the CSPA method [45] also creates a similarity graph
G = (V ,W ) from the CO matrix. Afterwards, a multi-level k-
way graph partitioning called METIS [91] is used to partition the
graph G into K clusters of roughly equal size. METIS handles multi-
constraint graph partitioning in three phases: (i) coarsening phase,
the size of the graph is successively decreased; (ii) initial partition-
ing phase, a k-way partition of the smaller graph is computed; and
(iii) uncoarsening phase, the partitioning is successively refined as
it is projected to the larger graphs. More details of METIS can also
be found in the reports of Karypis and Kumar [92] and Karypis and
Kumar [93].

SharedNearestNeighbours-BasedCombiner (SNNC):Another
graph-basedmethod that alsomakes use of the COmatrix is devel-
oped by Ayad and Kamel [46]. It first modifies a given similarity
matrix such that only entries of a value above the pre-specified
threshold µ are maintained. In other words, for any xi, xj ∈ X ,
CO(xi, xj) remains unchanged if CO(xi, xj) > µ, 0 otherwise. Fol-
lowing that, data point xj belongs to a set of nearest neighbours
Nxi ⊂ X of data point xi if CO(xi, xj) > 0.

A weighted graph G = (V ,W ) is then created where V is
a set of weighted vertices and W is a set of weighted edges. In
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particular, the weight of edge wij connecting vertices vi, vj ∈ V
(corresponding to data points xi and xj) can be estimated by

wij = 2 ×
|Nxi ∩ Nxj |

|Nxi | + |Nxj |
, (55)

where |A| denotes the size of set A. In addition, each vertex vi ∈ V
that represents data point xi, i = 1 . . .N is given the following
weight:

vi =
Nxi

N
(56)

Similar to the CSPA method, SNNC also exploits METIS to gen-
erate the final data partition π∗. Note that, to reflect the majority
of voting amongst ensemble members, it is suggested by Ayad and
Kamel [46] that the threshold µ should be around 0.5.

Hyper-Graph Partitioning Algorithm (HGPA): Based on the
binary cluster-association (BA)matrix (see an example in Fig. 2(d)),
HGPA [45] constructs a hyper-graph, where vertices represent
data points and the same-weighted hyper-edges represent clusters
in the ensemble. Then, HMETIS [94] is applied to partition the
underlying hyper-graph into K parts with roughly of the same size.

Meta-Clustering Algorithm (MCLA): This graph-basedmethod
[45] generates a graph that represents the relationships among
clusters in the ensemble. In this meta-level graph, each vertex cor-
responds to each cluster in the ensemble and each edge’s weight
between any two cluster vertices is computed using the binary
Jaccard measure (i.e., the ratio of the intersection to the union of
the sets of objects belonging to the two clusters). METIS is also
employed to partition the meta-level graph into K meta-clusters.
Effectively, each data point has a specific association degree to
each meta-cluster. This can be estimated from the number of
original clusters, towhich the data point belongs, in the underlying
meta-cluster. The final clustering π∗ is produced by assigning each
data point to the meta-cluster with which it is most frequently
associated (i.e., with the highest association degree).

Hybrid Bipartite Graph Formulation (HBGF): HBGF [44] is in-
troducedwith the purpose to improve the previousmodels of CSPA
andMCLA that considers only either the associations between data
points or those amongst clusters. In particular, a bipartite graph
G = (V ,W ) is used by the HBGF method, where V = V X

∪ V C is
the set of vertices corresponding to data points (V X ) and clusters
(V C ). The weight of edge wij ∈ W between vertices vi, vj ∈ V X or
that of edge wpq connecting vp, vq ∈ V C is zero. On the other hand,
the weight of edge wip connecting vertices vi ∈ V X and vp ∈ V C

can be obtained from the BA matrix.

wip = BA(xi, Cp), xi ∈ X, Cp ∈ Π (57)

This graph is undirected such that wip is equivalent to wpi. The
spectral graph partitioning algorithm of Ng et al. [95] and METIS
are exploited to obtain the final clustering from this graph.

Weighted Similarity Partitioning Algorithm (WSPA): This
cluster ensemble technique is developed as the by-product of a
new soft-subspace clustering model [43]. It creates a BA-alike
information matrix, WDM , from which the final clustering can be
effectively determined. Unlike the conventional BA in which each
entry is determined by the underlying label assignment, an entry
WDM(xi, cl) is estimated from the distance between data point xi ∈

X and centre of the cluster cl ∈ Π . For each base clustering πg ∈ Π

where πg = {Cg
1 , . . . , Cg

kg }, the value of WDM(xi, cl), ∀cl ∈ πg can
be defined by

WDM(xi, cl) =
Di − d(xi, cl) + 1

kgDi + kg −
∑

∀cl′∈πg
d(xi, cl′)

, (58)

where kg denotes the number of clusters in the base clustering
πg ∈ Π and d(xi, cl) is the distance between data point xi and cl,

that is centre (or centroid) of the cluster cl. In addition, Di can be
specified as

Di = max
∀cl∈πg

d(xi, cl) (59)

According to Domeniconi and Al-Razgan [43], the distance d(xi, cl)
can be defined as follows, where D is the number of attributes,
wcl,s ∈ [0, 1] is the weight of the sth attribute that is specific to
the cluster cl ∈ πg , xi,s denotes value of the sth attribute of data xi,
and cls denotes the sth attribute value of the cluster centre cl.

d(xi, cl) =

√ D∑
s=1

wcl,s(xi,s − cls)2 (60)

For any cl ∈ πg ,

D∑
s=1

wcl,s = 1 (61)

The set of cluster-specific weights is systematically obtained
from a so-called ‘soft subspace clustering’ technique such as LAC
(Locally Adaptive Clustering; [96]). This method extends the con-
ventional k-means by iteratively revising cluster-specific attribute
weights that allow more compact clusters to be obtained. Let
X = {x1, . . . , xN} be a set of data points and each object xi =

(xi,1, . . . , xi,D), i = 1 . . .N is characterized by a set of attribute
F = {f1, . . . , fD}. LAC searches for the partition π = {C1, . . . , Ck} of
X into k clusters that minimizes the following objective function.

J(U, Z,W ) =

k∑
l=1

D∑
s=1

[
wl,sOl,s + h wl,s logwl,s

]
, (62)

where
k∑

l=1

ui,l = 1 (63)

and U ∈ RN×K is a matrix in which each entry ui,l represents
a membership degree that data point xi ∈ X has with cluster
Cl ∈ π (ui,l ∈ {0, 1} and ui,l ∈ [0, 1] for crisp and soft clustering,
respectively). In addition, Z = {z1, . . . , zk} denotes a vectors
representing the centroids of k clusters, |Cl| is the cardinality of the
cluster Cl, with Ol,s being defined by the following.

Ol,s =
1

|Cl|

∑
∀xi∈Cl

(xi,s − zl,s)2, (64)

while h ≥ 0 is the constant that controls the relative differences
between dimension weights. In each iteration of the k-means alike
process, W is updated by

wl,s =

exp
(

−Ol,s
h

)
∑D

t=1 exp
(

−Ol,t
h

) (65)

In the study of Domeniconi and Al-Razgan [43], the resulting
WDM matrix is used to design the graph-based ensemble methods
of WSPA (Weighted Similarity Partitioning Algorithm) and WBPA
(Weighted Bipartite Partitioning Algorithm). Particularly toWSPA,
it creates anN×N pairwise-similaritymatrix Sg fromagivenWDM ,
for each clustering πg , g = 1 . . .M where πg = {Cg

1 , . . . , Cg
kg }. Let

Pg
i be a vector of entries in the WDM matrix that corresponds to

data point xi ∈ X and clusters in πg .

Pg
i =

(
WDM(xi, C

g
1 ), . . . ,WDM(xi, C

g
kg )

)
(66)
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Each entry Sg (xi, xj) that represents the similarity between data
points xi, xj ∈ X can be estimated by the following cosinemeasure:

Sg (xi, xj) =
Pg
i P

g
j

∥Pg
i ∥∥Pg

j ∥
, (67)

where ∥Pg
i ∥ is estimated by√

WDM(xi, C
g
1 )2 + · · · + WDM(xi, C

g
kg )

2 (68)

For an ensemble ofM clustering, the overall similaritymeasures
is presented by the matrix S, which can be specified as

S =
1
M

M∑
g=1

Sg (69)

Similar to CSPA, this similarity matrix, S, is transformed to a
weighted graph, which is later partitioned into K clusters using
METIS [92].

Weighted Bipartite Partitioning Algorithm (WBPA): Unlike
the WSPA method, WBPA transforms the underlying WDM ma-
trix to a bipartite graph, which is partitioned into clusters using
spectral graph partitioning (SPEC; [95]) or METIS. Following the
representation scheme used by HBGF, the bipartite graph G =

(V ,W ) consists of the set of vertices V = V X
∪V C corresponding to

data points (V X ) and clusters (V C ), and the set of weighted edges
W . The weight of edge wij ∈ W between vertices vi, vj ∈ V X or
wpq between vp, vq ∈ V C is zero, whilst the weight of edge wip
connecting vertices vi ∈ V X and vp ∈ V C can be obtained directly
from theWDM matrix, i.e., wip = WDM(xi, Cp), xi ∈ X, Cp ∈ Π .

Connected-Triple Similarity (CTS) Algorithm: To enhance the
performance of CSPA [45] that makes use of the conventional CO
matrix, the link-based algorithms of Connected-Triple Similarity
(CTS) and SimRank-based Similarity (SRS) have been introduced
to refine the evaluation of similarity measures among data sam-
ples [54]. Despite its simplicity, the CO matrix fails drastically to
handle a large number of ‘unknown’ relations, each of which is
presentedwith ‘0’. This informationmatrix can expose only a small
proportion of pairwise similarity between data points, which may
be better discovered by bringing in additional information regard-
ing relations between clusters in an ensemble. As a result, SCTS
and SSRS matrices are established with substantially less unknown
entries, as compared to the CO counterpart.

Specifically to the CTS method, the similarity between clusters
in ensemble Π are assessed from the weighted graph G = (V ,W ),
where V is the set of vertices each representing a cluster and W
is a set of weighted edges between clusters. Formally, the weight
assigned to the edge wpq ∈ W , that connects clusters Cp, Cq ∈ V , is
estimated by

wpq =
|Lp ∩ Lq|
|Lp ∪ Lq|

, (70)

where Lp ⊂ X denotes the set of samples belonging to cluster
Cp ∈ V .

Given this network formalism, theWeighted Connected-Triples
(WCT)measure is employed to disclose the similarity between any
pair of clusters. It extends the Connected-Triplemethod of Reuther
andWalter [97] that has been originally developed to identify am-
biguous author names within publication databases. In particular,
the similarity of any Cp, Cq ∈ V can be estimated by counting
the number of Connected-Triples (i.e. triples) they are part of.
Formally, a triple, Triple = (VTriple,WTriple), is a subgraph of G
containing three vertices VTriple = {Cp, Cq, Co} ⊂ V and two non-
zero edges WTriple = {wpo, wqo} ⊂ W , with wpq = 0. This simple
counting is sufficient for any indivisible object, e.g. sample, but
becomes inappropriate for clusters, i.e., a set of samples. As a result,

the WCT measure of clusters Cp, Cq ∈ V with respect to each triple
Co ∈ V , is estimated as

WCT o
pq = min(wpo, wqo), (71)

where wpo, wqo ∈ W are weights of the edges connecting clusters
Cp and Co, and clusters Cq and Co, respectively. The count of all
triples (1 . . . α) between clusters Cp and Cq can be calculated as
follows:

WCTpq =

α∑
o=1

WCT o
pq (72)

Then, the similarity between clusters Cp and Cq can be estimated
by

SimWCT (Cp, Cq) =
WCTpq
WCTmax

× DC, (73)

where WCTmax is the maximum WCTst value of any two clusters
Cs, Ct ∈ V andDC ∈ [0, 1] is a constant decay factor (i.e. confidence
level of accepting two non-identical clusters as being similar).

Following that, the SCTS matrix is generated as follows. For
each ensemble member πg , g = 1 . . .M , the similarity between
samples xi, xj ∈ X is estimated as

Sg (xi, xj) =

{
1 if Cg (xi) = Cg (xj)
SimWCT (Cg (xi), Cg (xj)) otherwise

(74)

Each entry in the SCTS matrix can be computed by

SCTS(xi, xj) =
1
M

M∑
g=1

Sg (xi, xj) (75)

Similar to CSPA, the similarity matrix, SCTS , is transformed to
the weighted graph, from which the final clustering result π∗ is
generated using METIS.

SimRank-based Similarity (SRS) Algorithm: Besides consider-
ing a cluster ensemble as a network of clusters only (as for the CTS
algorithm), the SRS method [54] utilizes a bipartite graph repre-
sentation and SimRank measure [98] to reveal hidden relations.
Given a cluster ensembleΠ , the bipartite graph G = (V ,W ) can be
constructed, where V = V X

∪ V C is a set of vertices representing
both data samples (V X ) and clusters (V C ) in the ensemble, and W
denotes a set of edges between samples and the clusters to which
they are assigned. In particular, the weight of edge wip connecting
sample xi ∈ X and cluster Cp ∈ Π is 1 if xi ∈ Cp, 0 otherwise.

Let SSRS ∈ RN×N and S ′

SRS ∈ RP×P be the pairwise similarity
matrices amongst N samples and P clusters, respectively. An entry
SSRS(xi, xj) that represents the similarity between samples xi, xj ∈ X
equals to 1 if xi = xj, otherwise

SSRS(xi, xj) =
DC

|Nxi ||Nxj |

∑
∀Cp∈Nxi

∑
∀Cq∈Nxj

S ′

SRS(Cp, Cq), (76)

where DC ∈ [0, 1] is a constant decay factor and Nxi ⊂ V C denotes
the set of cluster vertices connecting to the sample vertex xi ∈ V X ,
i.e. wip = 1, ∀Cp ∈ Nxi .

Likewise, any entry S ′

SRS(Cp, Cq) is 1 if Cp = Cq, otherwise

S ′

SRS(Cp, Cq) =
DC

|NCp ||NCq |

∑
∀x∈NCp

∑
∀x′∈NCq

SSRS(x, x′), (77)

In fact, both SSRS and S ′

SRS matrices can be correctly achieved
through the iterative refinement process. In particular to the SSRS
matrix,

lim
r→∞

SSRSr (xi, xj) = SSRS(xi, xj) (78)
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Let SSRSr (xi, xj) be a similarity degree between xi, xj ∈ X at
the rth iteration, the estimation of the similarity score at the next
iteration r + 1 is defined as

SSRSr+1 (xi, xj) =
DC

|Nxi ||Nxj |

∑
Cp∈Nxi

∑
Cq∈Nxj

S ′

SRSr (Cp, Cq) (79)

Note that, initially, SSRS0 (xi, xj) = 1 if xi = xj and 0 otherwise.
This updating procedure is applicable to the case of S ′

SRS matrix,
where S ′

SRS0
(Cp, Cq) = 1 if Cp = Cq, else 0. Once the similarity

matrix SSRS is obtained, it is transformed to theweighted graph that
is similar to those used by CSPA and CTS techniques. Again, METIS
is exploited to partition this graph into the final clustering result.

Link-based Cluster Ensembles (LCE) Algorithm: To improve
the efficiency of previous link-based methods (CTS and SRS) to
cluster ensemble problem, LCE [20] focuses on refining the BA
matrix that is less expensive to build than the pairwise similarity
alternative. It extends the HBGF method that is based on informa-
tion presented in the conventional BA matrix, where each entry
BA(xi, Cp) ∈ {0, 1} represents a ‘crisp’ association degree between
sample xi ∈ X and cluster Cp ∈ Π . Similar to the case of CO
matrix, a large number of entries in the BA are ‘unknown’, each
presented with ‘0’. These hidden or unknown associations can be
estimated upon the similarity amongst clusters, discovered from a
link network of clusters.

In particular, the refined cluster-association (RA) matrix is put
forward as the enhanced variation of the original BA. Its aim is to
approximate value of unknown associations (‘0’) from known ones
(‘1’), whose association degrees are preserved within the RA. In
other words,

BA(xi, Cp) = 1 → RA(xi, Cp) = 1 (80)

For each clustering πg , g = 1 . . .M and their corresponding
clusters Cg

1 , . . . , Cg
kg (where kg is the number of clusters in the

clusteringπg ), the association degreeRA(xi, cl) ∈ [0, 1] that sample
xi ∈ X has with each cluster cl ∈ {Cg

1 , . . . , Cg
kt } is estimated as

follows:

RA(xi, cl) =

{
1 if cl = Cg (xi)
Sim(cl, Cg (xi)) otherwise

(81)

where Cg (xi) is a cluster label (corresponding to a particular cluster
of the clustering πg ) to which the sample xi belongs. In addi-
tion, Sim(Cp, Cq) ∈ [0, 1] denotes the similarity between clus-
ters Cp, Cq ∈ Π , which can be discovered using the Weighted
Connected-Triples algorithm (see Eqs. (70)–(73), for details).

Having obtained the RA matrix, a graph-based partitioning
method is exploited to obtain the final clustering. Similar to HBGF,
this consensus function requires the underlying matrix to be ini-
tially transformed into a weighted bipartite graph G = (V ,W ),
where V = V X

∪V C is the set of vertices corresponding to samples
(V X ) and clusters (V C ). Theweight of edgewij ∈ W between vi, vj ∈

V X or that of edge wpq between vp, vj ∈ V C is zero. On the other
hand, the weight of edge wip connecting vertices vi ∈ V X and vp ∈

V C can be obtained from the RA matrix, i.e. wip = RA(xi, Cp), xi ∈

X, Cp ∈ Π . The spectral graph partitioning algorithm [95] is finally
applied to G to acquire π∗.

4. Recent extensions and applications

Soon after 2010, a large number of research studies have pub-
lished newconcepts and findings related to several issues of cluster
ensemble. Some introduce theoretical improvement and exten-
sions to the previous approaches to ensemble generation, repre-
sentation and consensus clustering. Others focus on the application
side, where existing methods are exploited for real problems and
different data-mining tasks. The section is to provide details and a
useful insight of these exciting developments.

4.1. Theoretical improvement and extensions

The following three subsections explore the literature for new
developments of conceptual components within cluster ensemble,
which commonly aim to promote the quality of final clustering
results.

4.1.1. Ensemble generation
It is known that the goodness of the ensemble decision is highly

subjected to both diversity within the ensemble and accuracy of
those ensemble members. Also, Fern and Lin [99] have recom-
mended to form a smaller but better-performing cluster ensemble
with a subset of members, than using all primary alternatives.
In addition to the collection of general approaches to ensemble
generation discussed in Section 2, this part provides details ofmore
up-to-date methods to reach the aforementioned goal.

• Validity index based generation: Similar to the study
of Fern and Lin [99], Alizadeh et al. [100] introduce an en-
semble clustering framework, which makes use of a subset
of initial members in the ensemble, instead of employing all
like before. As such, the quality metric of Normalized Mu-
tual Information or NMI is exploited for the determination
of these target clusterings. Of course, setting an appropri-
ate NMI threshold is data dependent and requires domain
knowledge. About the same time, Zhang et al. [101] make
use of Adjusted Rand Index (ARI) to control the formation of
cluster ensemble. In particular, this classical validity metric
is generalized to new measures of ARImp and ARImm. The
former compares the similarity between base clusterings
and the consensus matrix that summarizes the entire en-
semble, while the other computes the similarity between
any pair of primary partitions. The NMI metric is also ex-
ploited by Parvin and Minaei-Bidgoli [102] to determine a
good subset of base clusterings,which are initially generated
using the weighted locally adaptive clustering (WLAC) al-
gorithm. Following that, a new asymmetric criterion named
Alizadeh–Parvin–Moshki–Minaei (APMM)has been brought
forward as the alternative to NMI to control the process of
ensemble selection [103]. Likewise, the measure of cluster
stability and dataset simplicity are coupled to assess the
quality of subsets of base partitions [104].

In addition to the aforementioned, the comparative study
of Naldi et al. [105] reports the use of different relative
clustering validity indexes to select ensemble members. A
major finding reveals that each index can be more suitable
for a specific data conformation. As such, a combination
of distinct relative indexes is proposed based on the intu-
ition that the majority of indices may compensate the poor
performance caused by some within the group. Another
approach called Cluster Ensemble Selection (CES) is recently
proposed to identify good clusterings that should be parts of
the desirable ensemble [106]. A collection of pre-generated
clusterings are represented as amultiplex network, inwhich
slices are formed based on clustering dissimilarity indices.
Provided this, a community detection algorithm is deployed
to deliver communities in the aforementioned slices. Then,
for each community, select the best clustering with respect
to quality and diversity indexes. These are finally combined
to form the target ensemble.

• Heuristic based generation: One of the recent extensions
model the ensemble generation based on a concept called
The Wisdom of Crowds [107]. It is a phenomenon founded
in social science that suggests criteria applicable to group
behaviour. Intuitively, with these criteria being satisfied, the
group decisionsmay often be better than those of individual
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members. As a result, Wisdom of Crowds Cluster Ensemble
(WOCCE) is introduced with the capability to analyse con-
ditions necessary for an ensemble to exhibit its collective
wisdom. These include decentralization condition for gener-
ating base clusterings, independence condition among base
algorithms, and diversity condition within the ensemble.
Besides, Jia et al. [108] also implement a new selection strat-
egy based on the rule of nearest neighbours. Their method
called SELective Spectral Clustering Ensemble (SELSCE) pro-
motes the diversity through randomscaling parameter, Nys-
tröm approximation and random initialization of k-means.
Before the application of neighbour-based heuristic, the set
of primary decisions are filtered using ameasure integrating
diversity and quality.

• Hierarchical clustering based selection: Since the relation-
ship between diversity and quality is uncertain, Akbari et
al. [109] has proposed the Hierarchical Cluster Ensemble
Selection (HCES) method and the diversity measure to de-
termine the effect of diversity and quality on final results.
In particular, HCES employs single-linkage, average-linkage,
and complete-linkage agglomerative techniques to select
members hierarchically. It is reported that the proposed
diversity metric leads tomore diverse members than that of
the pairwise diversity counterpart. This claim is supported
with empirical studies on two benchmark ensemble meth-
ods of CSPA and HGPA.

• Soft clustering based generation: Parvin and Minaei-
Bidgoli [110] is one among several researchers that ap-
proach the ensemble generation through fuzzy clustering.
With Fuzzy Weighted Locally Adaptive Clustering (FWLAC)
algorithm, it is possible to produce a diverse and accu-
rate ensemble using the weighting scheme for differenti-
ating informative and uninformative features. Specific to
the problem of tumour clustering, Yu et al. [111] propose
the random double clustering based fuzzy cluster ensemble
framework (RDCFCE). It first creates a set of representative
features using a randomly selected clustering algorithm in
the ensemble. Then, data points are assigned to appropriate
clusters based on the grouping results. These assignments
are turned into a fuzzy consensus matrix, fromwhich the fi-
nal decision is obtained using the normalized cut algorithm.

As the core part of granular computing, the rough set
theory that deals with dealing with uncertain or vague in-
formation, has also been applied for the problem of cluster
ensemble [112]. Aworkpublished last year by Huet al. [113]
demonstrates such an idea, where a hierarchical cluster en-
semble model based on knowledge granulation is proposed
with a novel rough distance to measure the dissimilarity
between base partitions.

• Model-initialization based generation: For an homoge-
neous ensemble like that of k-means members, model ini-
tialization plays a crucial part in producing diversity. Wu
et al. [114] has suggested a number of desired conditions
for K-means-based consensus clustering (KCC), including
the criteria for initialization. Another interesting concept
of co-initialization [115] has been investigated, with the
results suggesting that the quality of clusterings can often
be improved when a set of diverse clustering techniques
provides initializations for each other.

• Re-sampling: The initial work of Fern and Lin [99] has
been generalized by the SELective Spectral Clustering En-
semble (SELSCE) method [116]. Primary components are
first created using spectral clustering (SC), with Nyström
approximation to perturb the results of SC. Then, these base
decisions are manipulated through the bagging process,
which is usually applied in supervised learning. At last, the

components are ranked by aggregating multiple NMI or ARI
values, which have been obtained from random compar-
isons between individual components and the consensus
matrix. Similarly inspired by bagging and boosting algo-
rithms in classification, other studies by Parvin et al. [117]
and Minaei-Bidgoli et al. [118] examines the non-weighing
andweighing-based sampling approaches to ensemble gen-
eration. And recently, this line of research has continued to
cover a new framework called Weighted-Object Ensemble
Clustering (WOEC) with the co-association matrix being
employed to represent the ensemble information [119].

In addition, a novel cluster generation method based on
random sampling or RS-NN is introduced, where the nearest
neighbour strategy is adopted to fill the category informa-
tion of the missing samples [120]. According to the evalu-
ation against a typical random projection method (Random
Feature Subset or FS) and another random samplingmethod
(RandomSampling based onNearest Centroid or RS-NC), it is
found that RS-NN is able to produce base clusterings with a
good balance between quality and diversity, thus achieving
significant improvement over the counterparts. Note that
FS usually generates more diverse partitions, while RS-NC
delivers high-quality partitions. Yang and Jiang [121] pro-
pose a novel hybrid sampling-based clustering ensemble
by combining the strengths of boosting and bagging. The
base partitions are iteratively created via a hybrid process
exhibiting characteristics of both boosting and bagging.

• Re-using feature selection/transformation techniques: It
is also possible to view clustering solutions as features, such
that existing feature selection algorithms can be employed
to selection a subset of primary features (or solutions). With
this in mind, Yu et al. [122] propose a hybrid clustering
solution selection strategy (HCSS) to aggregate different fea-
ture selection techniques for identifying the suitable subset
of ensemble members. Similar to this work, the use of data
transformation operators has also been investigated [123].
In particular, two new data transformation operators are
developed to create new datasets in the ensemble. These are
known as probabilistic based data sampling operator and
probabilistic based attribute sampling operator. Following
that, three new random transformation models are pro-
posed, including the random combination of transformation
operators in the data dimension, in the attribute dimension,
and in both dimensions, respectively.

• Multiple distance functions and pruning: Yu et al. [124]
introduced a cluster ensemble framework named as AP2CE,
which is claimed to be noise immune. This is feasible with
the use of affinity propagation algorithm (AP) and multiple
distance functions. In that, a set of new data matrices is
produced with respect to the subspaces consists of repre-
sentative attributes obtained by AP. In order to enhance the
quality of ensemble, diversity is increased through removing
the redundant base partitions [125]. The significance of at-
tribute founded in rough set theory is adopted as a heuristic
to select the subset of ensemble members.

• Multiple data modalities: Specific to biomedical data anal-
ysis, a new method called Complementary ensemble clus-
tering (CEC) is presented as an weighted extension of co-
association or CO matrix [126]. In that, base partitions are
obtained from separate clusterings of different data modal-
ities, e.g., text and images.

4.1.2. Representation and summarization of multiple clusterings
In addition to the generation aspect, there have been several

studies devoting to the topic of representing and summarizing base
partitions. These include:
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• String representation: A collection of newcluster ensemble
methods design the problem of combining primary parti-
tions as an optimization process (see the next section on
consensus functions for more details). As such, the infor-
mation among ensemble members is formulated in 0–1
bit strings. With this terminology, Alizadeth et al. [127]
introduce a constrained nonlinear objective function called
fuzzy string objective function (FSOF), to search for amedian
partition. This is achieved by maximizing the agreement
between the ensemble members and minimizes the dis-
agreement at the same time.

• Tree representation: In the attempt to improve the prob-
lem with time and memory complexity of CO based meth-
ods, Wang [128] proposes a hierarchical structure called
a coassociation tree or CA-tree, which is built using the
base cluster labels. At a given threshold, the corresponding
cut of this tree creates a preliminary partition of the data
into disjoint groups or pre-clusters. Then, the CO matrix is
derived from the representatives of these groups.

• Graph representation: Du et al. [129] argued that exist-
ing approaches to represent cluster ensemble is either by
multiple co-association pairwise relations or cluster based
features. Given this background, a unified framework is put
forward to integrate the two representation schemes by
means of weighted graph regularized nonnegative matrix
factorization. It is also reported that such a combination out-
performs both of the individuals, with respect to clustering
accuracy and stability. Another work by Huang et al. [130]
propose a new approach named as ensemble clustering
using factor graph (ECFG). In that, the concept of super-
object is founded as a compact and adaptive representation
for the ensemble data. Based on probabilistic modelling, the
problem with approximated data is formulated as a binary
linear programming (BLP) problem. In order to solve this
optimization, an efficient solver based on factor graph is
established.

• Data fragments: Instead of applying the ensemble clus-
tering to the entire data points, it is feasible to separately
analyse data fragments that represent subsets of the original
data [131]. Of course, this help scaling up the model to large
datasets. The concept of clustering aggregation or AGG is
reused to generate the final results from base partitions of
these fragments. It is reported with empirical results that
the proposed approach is more efficient than the existing
AGG methods (Agglomerative, Furthest, and LocalSearch),
without sacrificing the accuracy. See the study of Chung and
Dai [132] for a recent extension.

• Relation and link-based representation: Wang et al. [133]
invent the framework for coupled clustering ensembles
(CCE) to overcome the problem of explicating the depen-
dency between base partitions and between data points. In
fact, it integrates the two coupling relationships, which are
presented as the intra-coupling within one base clustering
and the inter-coupling between different base clusterings.
Besides this invention, the following two works extend
the concept of link-based formation introduced by LCE ap-
proach [134]. The first introduces a new method termed
WETU that is capable of refining the data cluster association
matrix with a link-based similarity measure. Unlike LCE, the
matrix is acquired from the similarity of clusters among all
base clusterings, not from any specific one. As such, WETU
can providemore discriminative information than the origi-
nal counterpart. The other proposes the use of crowd agree-
ment estimation and multi-granularity link analysis to im-
prove the quality of cluster ensemble [135]. At the outset,
base partitions are weighted using the normalized crowd

agreement index (NCAI). Following that, the relationship
between clusters is explored with the application of source
aware connected triple (SACT) similarity, which encodes
information regarding common neighbours and the source
reliability. Based on these, two novel consensus clusterings
are provided, weighted evidence accumulation clustering
(WEAC) and graph partitioning with multi-granularity link
analysis (GP-MGLA), respectively.

• Extensions to COmatrix: Several attempts have beenmade
to extend the representation and application of the so-called
CO matrix. Some of these can be summarized in this head-
ing. Duarte et al. [136] make use of the information rep-
resented in CO matrix to determine degrees of confidence
associated with data points. These confidence values dictate
the likelihood of data points being included in the consensus
clustering process. Another work by Lourenco et al. [137]
identifies the fact that a differentiation among the base
partitions can lead to improved quality of the consensus
clustering. In particular, the framework of COmatrix ismod-
ified to implement a weighting mechanism that represents
the importance of different ensemblemembers.With a sim-
ilar intuition, Ren et al. [138] also present the Weighted-
Object Ensemble Clustering (WOEC) method, which embed
the weights associated to data points in the conventional
CO matrix. These weights are initially obtained through
the application of boosting during the clustering process.
After that, another approach to representing weights in
the CO matrix is introduced via the notion of competence,
which reflects the quality of different algorithms used to
create base members [139]. The efficiency of this method is
demonstrated with Monte-Carlo modelling.

A path-based approach is developed to refine the CO
matrix such that distinct contributions of individual data
points and base partitions to the ensemble can be repre-
sented [140]. The path-based similarity allows more global
information of the cluster structure to be incorporated into
the matrix, from which the final clustering is generated
using spectral clustering. Built upon the paradigm of CO
matrix, Louren et al. [141] devise the new probabilistic
approach to assign data points to clusters. This is achieved
via minimizing a Bregman divergence between the ob-
served co-association frequencies and the corresponding
co-occurrence probabilities expressed as functions of the
unknown assignments. Unlike the works described so far,
another attempt by Liu et al. [142] focuses on the efficiency
aspect of CO matrix based solution. As a result, an efficient
Spectral Ensemble Clustering method is proposed, where it
is theoretical equivalent to weighted k-means process, thus
vastly reducing the algorithmic complexity.

4.1.3. Consensus clustering
According to the four general categories of cluster ensemble

approaches, this part will provide details of consensus functions
recently developed in the literature.

• Direct approach: In contrary to the conventional voting
method that is compatiblewith hard base clusterings, Wang
et al. [143] propose an alternative to aggregate soft parti-
tions. It is called Soft-Voting Clustering Ensemble (SVCE),
which provides better flexibility and generalization than the
hard counterpart. Similarly, Sevillano et al. [144] introduces
a new consensus function to consolidate the outcomes of
multiple fuzzy clusterings into a single fuzzy partition. This
is achieved through the application of positional and con-
fidence voting techniques. Another work by Zhang et al.
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[145] focuses on the re-labelling process within the two-
layer clustering framework.

Several recent extensions represent the problem of con-
sensus clustering as an optimization or search for the me-
dian partition. For that, a framework to learn a low-rankma-
trix via optimization is examined [146], with a block coor-
dinate descent algorithm being employed to solve the prob-
lem. Li et al. [147] make use of simulated annealing method
named BV-RSA to solve the problem of ensemble clustering.
In addition, intracluster criteria such as Minimum-Sum-of-
Squares-Clustering (MSSC) is also exploited to formulate the
objective function [148]. Later, Chatterjee and Mukhopad-
hyay [149] models this as a multiobjective optimization
problemand amultiobjective evolutionary algorithm (MOE-
CEA). The final clustering is generated from input parti-
tions by optimizing two criteria simultaneously. One is to
maximize the similarity of the resultant clustering with all
the input clusterings. The other minimizes the standard
deviation among the similarity scores. This can help to pre-
vent the evolving solution to be very similar with one of
the input clusterings. Besides, Gullo et al. [150] extends
the concept of Projective Clustering Ensemble (PCE), where
a single-objective formulation is effective to allow both
sample-based and feature-based cluster representations to
be jointly considered.

Franek and Jiang [151] reduce the complexity of cluster
ensemble to the well-known Euclidean median problem.
This is solved by the Weiszfeld algorithm and an inverse
transformation that maps the Euclidean median back into
the clustering domain. Besides, Bhatnagar et al. [152] claim
to obtain robust clustering using discriminant analysis. It
kicks offwith re-labelling input partitions using theHungar-
ian algorithm, followed by applying discriminant analysis
to construct of a label matrix. At last, clustering scheme
is refined to deliver robust and stable outcome. Along this
line of research, some studies complement the aforemen-
tioned with the reduction of search space. One of these
attempts to find the best subspace to derive the consensus
partition [153]. In addition, Vega-Pons and Avesani [154]
introduce a new pruning technique that allows a dramatic
reduction of the search space.

• Feature based approach: At first, Lock and Dunson [155]
propose the BCC (Bayesian consensus clustering) as an inte-
grative statistical model, which combines input clusterings
of the objects from different data sources. This is applied to
the problem of identifying subtypes of breast cancer tumour
samples, based on public data from The Cancer Genome At-
las. Following that, the Gaussian mixture model based clus-
ter structure ensemble framework (GMMSE) is presented as
a novel probabilistic approach [156]. In particular, GMMSE
employs a number of Gaussian mixture models to capture
cluster structures embedded in the data. Through the pro-
cess of Expectation Maximization (EM), components of the
Gaussian mixture models are estimated and then viewed
as new data samples. These are used to create the matrix
representing the relations among components. In that, the
Bhattacharyya distance function is used to calculate the
similarity between two components corresponding to their
respective Gaussian distributions. Lastly, GMMSE builds a
graph to represent new data samples and the aforemen-
tioned matrix, and looks for the most representative cluster
structure.

In addition to the existing works belonging to this cat-
egory, the theory of belief functions is introduced to the
problem of cluster ensemble [157]. A number of belief func-
tions can be defined on the lattice of interval partitions of

samples to represent degree of confidence. Provided this,
the consensus belief function is obtained using a suitable
combination rule. Likewise, Wu et al. [158] introduce a
new approach that utilizes Dempster–Shafer (DS) evidence
theory andGaussianMixtureModelling (GMM) technique to
combine the base partitions. Another group of new consen-
sus methods concentrates on developing a new proximity
metric that can be effective at ensemble-level for summa-
rizing similarities among samples. See the studies of Zheng
et al. [159] and Aidos and Fred [160] for examples.

• Pairwise similarity based approach: One of the most ex-
citing works that adopt concepts invented in other fields is
themodel termed Cluster Forests or CF [161]. Implied by the
name, it is inspired by the success of Random Forests (RF)
in the context of classification. CF aims to obtain good local
partitions through randomly probing a high-dimensional
data. Based on a cluster quality measure kappa, CF grad-
ually obtains improved local clustering in a manner that
resembles RF tree growth. Another work on Dual-Similarity
Clustering Ensemble (DSCE) initially establishes core clus-
ters based on similarity among objects, then clustersmay be
merged in accordance with their member-based similarity.
Besides these, there have been a vast amount of applications
of CO matrix or pairwise similarity scheme (see the next
section for more details).

• Graph based approach: In the work of Xiao et al. [162], an
ensemble is created using multiple trials of CHAMELEON,
with a CO matrix being employed to summarize ensemble
information. Then, the matrix is modelled as a similarity
graph, to which METIS is applied to acquire p sub-graphs,
where p ≫ k. After that, these are combined along the
process of hierarchical clustering, to get the final clustering.
A similar model has also been introduced by Mimaroglu
and Erdil [163], with a specific advantage of obtaining the
number of clusters in the final partition automatically. Based
on the terminology and application for image segmenta-
tion, Abdala et al. [164] has adapted a randomwalker (RW)
algorithm to work with cluster ensembles. It first generates
a graph representation of the ensemble, from which the
similarity between objects can be inferred using the RW
technique.

• Other new approaches: Apart from the extensions belong-
ing to the four conventional families, there are still several
new approaches worth mentioning here. One of these is
presented as the Gravitational ensemble clustering (GEC)
method, which is designed to aggregate the results obtained
from weak algorithms like k-means [165]. Moreover, Du
et al. [166] propose a self-supervised learning framework
for the problem of cluster ensemble. In particular, base
partitions are treated as pseudoclass labels, each of which
a classifier can be learned. With this, the relationships be-
tween these input partitions can be exhibited by adding
priors to the parameters of the corresponding classifiers. Yet
another concept called enhanced splitting merging aware-
ness tactics (E-SMART) is employed specifically to deter-
mine the appropriate number of clusters, which remains a
major problem to many state-of-the-art consensus cluster-
ing methods [167].

In 2016, Teng et al. [168] publish the work on a cluster
ensemble framework based on the group method of data
handling (CE-GMDH), which consists of three components
of an initial solution, a transfer function and an external
criterion, respectively. Provided this, a number of models
can be formulated using different types of transfer func-
tions and external criteria. Examples of the transfer func-
tion include least squares and semidefinite programming.
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In the context of image segmentation, Ammour and Alajlan
[169] make use of an hybrid cluster ensemble, in which
ensemble members are created using fuzzy c-means and
fuzzy local information c-means algorithms with different
parameter settings. The consensus clustering is performed
by the ordered weighted averaging (OWA) method that
is normally exploited for group-based decision making. A
similar idea of engaging aggregation operators to combine
multiple hierarchical clusterings has also been recently re-
ported by Rashedi et al. [170]. In particular, desired proper-
ties of different aggregators for hierarchical clustering have
been elaborated and assessed. This study is motivated by
the initial finding that weighted combination of hierarchical
clusterings performbetter than other combinationmethods,
e.g., averaging [171]. Again, with the goal of combining base
hierarchical clusterings, Rashedi et al. [172] make use of
Renyi and Jensen–Shannon Divergences as the measures to
shape the aggregation of data matrices, each representing
an input hierarchy.

4.2. Applications of cluster ensembles

In addition to the extensions elaborated earlier, this section
looks into different applications of cluster ensemble, with respect
to two viewpoints. The first part explores the applications to spe-
cific problem domains such as time series analysis. The second
emphasizes the use of cluster ensemble for other data-mining
tasks, e.g., transfer learning and classification.

4.2.1. Specific problem domains
Since 2010, various applications of cluster ensembles have been

implemented and deployed in different domains, including a num-
ber of interesting areas such as transportation and cybersecurity.
These can be categorized as follows.

• Transportation: Since the security issues of High Speed
Train (HST) have recently been the centre of attention, a
cluster ensemble method called CECH algorithm [162] is
used for the diagnosis of running gear faults. The study is
based on vibration data collected by sensors that reflect the
operation condition. In addition, Fiori et al. [173] also apply
the concept of consensus clustering to disclose the trans-
portation network knowledge. The method called DeCoClu
(Density Consensus Clustering) is introduced to analyse GPS
data to infer geographical locations of stops and other infor-
mation captured by the vehicles during their work.

• Time series analysis: The analysis of time series becomes
another important area of research with numerous appli-
cations. Particularly to manufacturing, ability to recognize
slide alterations is needed as indicative of a malfunction.
It is known that manual monitoring can be tedious, yet re-
quire experts’ undistracted attention. Hence, an automated
alternative called control chart pattern recognition (CCPR)
model has been proposedwith the use of consensus cluster-
ing [174]. In addition, Ramasso et al. [175] introduce a clus-
ter ensemble approach for unsupervised pattern recognition
in acoustic emission (AE) time-series issued from compos-
ite materials. It is able to emphasize sudden growths of
damages in composites under solicitations. Furthermore, a
HMM-based partitioning ensemble is proposed for temporal
data clustering [176]. The resulting model provides several
benefits such as: (i) the model initialization problem can be
solved through the ensemble setting; (ii) the appropriate
number of clusters is automatically determined; and (iii) no
parameter re-estimation is required for a pair of clusters to
be merged, which helps the HMM agglomerative clustering
to be much more efficient.

• Image processing and computer vision: The task of image
segmentation is the initial and one of the most critical stage
in image analysis. There exist various segmentation tech-
niques each ofwhich naturally requires an optimal setting of
parameters. In practice, this is achieved by an application of
supervised parameter learning to derive the desired setting.
On the other hand, a new research direction leads to the
combination of different segmentations into a final consen-
sus solution. To reach the goal, the methodology of cluster
ensemble is exploited to aggregate the results of differ-
ent segmentation algorithms and parameter settings [177].
Similar study by Kim et al. [178] has investigated the use of
hierarchical segmentation ensemble clustering for the par-
titioning of images into foreground and background regions.
In addition to the aforementioned attempts, Wang et al.
[179] also introduce a cluster ensemble-based image seg-
mentation algorithm, which overcomes several problems of
traditional methods. In particular, the ensemble framework
is exploited to fuse the segmentation results from different
types of visual features. As a result, it can deliver a better
final result and achieve amuchmore stable performance for
broad image categories.

Along this line of research, Akbarizadeh and Rahmani
[180] report the study that integrates spectral clustering
and Gabor feature clustering, which can lead to improved
segmentation results. Specific to the task of segmenting a
satellite image, a hybridization of fuzzy-based cluster en-
semble and a supervised learning technique like support
vector machine (SVM) is developed to improve the accu-
racy [181]. Firstly, multiple partitions are generated us-
ing a fuzzy clustering technique. These solutions are then
separately improved by a classifier-directed process, and
finally combined to form the final data partition. Another
interesting application of cluster ensemble to shape decom-
position is reported by Lewin et al. [182]. Moreover, some
researchers develop and utilize visual words (i.e., vector-
quantized local descriptors) for category-level object and
activity recognition. These vocabularies are frequently built
by using a local feature such as SIFT and a single clustering
algorithm. It is possible to lift the quality of visual recogni-
tion by aggregating heterogeneous codebooks via consensus
clustering [183]. This idea has been investigated with the
problems of identifying objects and scenes in very challeng-
ing datasets.

• Biometrics: In the research of Lourenco et al. [184], Elec-
trocardiography (ECG) that has typically been employed
for patient monitoring, is investigated as a biometrics trait.
The EAC framework of consensus clustering adopted for
the analysis of ECG signals in the context of ECG-based
biometrics.

• Voice processing: With a rapid increase in the volume of
recorded speech, e.g., television and audio broadcasting,
meeting recordings and voice mails; a growing need for au-
tomatically processing of such repository has arisen. How-
ever, attempts to content organization, navigation, brows-
ing, and search have been constrained by the data size.
One approach to tackle this is speaker segmentation and
speaker clustering, where cluster ensembles have proven
effective [185].

• Chemoinformatics: Research related to chemoinformatics
aims to obtain chemical knowledge through representation
and organization of chemical data. It is commonly em-
ployed for drug discovery and design, especially the process
of High-Throughput Screening (HTS) that screens available
compounds for useful information. A consensus clustering
method is exploited to reduce cost and time for this screen-
ing [186]. As such, it leads to the selection of a representative
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subset of all the compounds, with the chance of produc-
ing redundant information being minimized. Following the
previous attempt, Saeed et al. [187] has introduced the
information theory and voting based algorithm (Adaptive
Cumulative Voting-based Aggregation Algorithm A-CVAA)
for the analysis of chemical structures. This is assessed MDL
Drug Data Report (MDDR) and Maximum Unbiased Valida-
tion (MUV) datasets, based on the ability to separate active
from inactive molecules in each cluster [188].

• Ontology: An automatic ontology alignment tool performs
the matching between concepts belonging to two ontolo-
gies. In that, it provides a similarity measure for each pair of
the aligned concepts. Despite the development for this issue,
none of the existing alternatives is absolutely accurate, with
different tools generating distinct similarity values for a
specific alignment. Instead of throwing away the results of
some methods that seem less appropriate, Chowdhury and
Dou [189] propose an ensemblemoel of ontology alignment
that aggregates multiple alignment outcomes.

• Text mining: Document clustering is used in the context of
text mining to set groups of similar documents. A specific
model called Gravitational Ensemble Clustering (GEC) is in-
troduced for this task [190]. With a similar objective, Costa
and Ortale [191] also exploits a cluster ensemblemethod for
the partitioning of XML corpus. This allows the inherently
difficult problemof catching structural and content relation-
ships among XML documents into a number of simpler sub-
problems, whose results will be combined to form the final
solution. Another application of consensus clustering to the
field of text mining is to improving the quality of subtopic
retrieval [192].

• Emotion recognition: Amethod that is capable of automat-
ically detecting a person’s emotion state is in great demand
for human–machine interaction and other fields like psy-
chology and psychiatry. For this purpose Aidos et al. [193]
put forward a voting-based approach of cluster ensemble to
analyse a dataset containing EEG signals from subjects who
performed a stress-inducing task. In particular, the study
focuses on six different feature spaces obtained from band
power features and phase-locking factors.

• Remote sensing: For an attempt to develop a weather-
wise classification system, Mahrooghy et al. [194] in-
troduces High resolution Satellite Precipitation Estimation
(SPE), which is based on the Precipitation Estimation from
Remotely Sensed Imagery using an Artificial Neural Net-
work Cloud Classification (PERSIANN-CCS) framework. This
model consists of four steps: (i) segmentation of infrared
cloud images into patches; (ii) extracting features from
cloud patches; (iii) clustering cloud patches using the con-
sensus clustering method of LCE; and (4) deriving inter-
pretation through dynamic application of brightness tem-
perature and rain-rate relationships, respectively. Besides
this work, another investigation has recently proposed a
sampling based approximate spectral clustering ensemble
(SASCE) for unsupervised land cover identification using
large remote sensing images [195]. To be efficient with
large datasets, a simple voting approach is implemented
for the generation of final clustering. For agricultural and
environmental monitoring, cluster analysis of high spatial
resolution remote-sensing images exhibits a crucial role in
land-cover identification. To this end, Tasdemir et al. [196]
has developed an approximate spectral-clustering ensemble
(ASCE2) to fuse data partitions acquired by image clustering
with different similarity representations.

• Geospatial data analysis: Despite the fact that geospatial
clustering emerges as one of the important topics in spa-
tial analysis, existing techniques still analyse only at data
levelwithout taking into account domain knowledge aswell
as users’ goals. Regarding the limitation, Gu et al. [197]
has invented an ontology-based geospatial cluster ensemble
method to generate good clustering results.

• Bioinformatics: For successful diagnosis and treatment of
cancer, discovering cancer types accurately becomes essen-
tial. The difficulty arises as gene expression profiles nor-
mally possess a large number of genes, with many are
noisy. In order to overcome this, two new consensus cluster-
ing frameworks, named as triple spectral clustering-based
consensus clustering (SC3) and double spectral clustering-
based consensus clustering (SC2Ncut), are proposed [198].
Apart from the analysis of microarray data, the task of de-
tecting protein complexes from protein–protein interaction
(PPI) networks is challenging in the field of bioinformatics.
In spite of a vast number of computational methods de-
veloped for this course, almost all concentrate on a single
aspect of the PPI network, hence the limited collection of
features for cluster analysis. To overcome such as deficit,
a Bayesian Nonnegative Matrix Factorization (NMF)-based
cluster ensemble method is used to aggregate clustering
results, which are derived from features of different PPI as-
pects [199]. Another work by Wang et al. [200] has demon-
strated the use of consensus clustering for determining the
subtype for a breast cancer patient, through the integration
of multiple modalities of data. These range from genotypes
to multiple levels of phenotypes.

Besides, Lock and Dunson [155] report the work on an
integrative ensemble model that fuses separate clusterings
of the objects for each data source. Itmakes use of a Bayesian
framework for simultaneous estimation of both the con-
sensus clustering and the source-specific clusterings. This
is evaluated with the task of identifying subtype of breast
cancer tumour samples using publicly available data from
the Cancer Genome Atlas.

A semi-supervised consensus clustering algorithm has
also been implemented for electrocardiography (ECG)
pathology classification [201]. Yang et al. [202] presents a
specific use of cluster ensemble in the context of microbial
community responses to human habitats. This is a signifi-
cant task, as establishing baselines of human microbiome
is essential in understanding its role in human disease and
health. The study investigates a microbial similarity net-
work that integrates 1920metagenomic samples from three
body habitats.

• Environment and natural resources: Provided the global
concern of water scarcity, a large number of hydrology re-
searchers have worked on forecasting of water quantity and
quality, aswell as regionalization of river basins. As such, the
need to enhance the quality of prediction of yield in river
basins arises. In response, Ahuja [203] publishes research
findings based on the data of Godavari basin, which is re-
gionalized using a cluster ensemble method. The method of
consensus clustering is also implemented for characterizing
flow patterns in soils [204]. It is known that the quality of
both surface water and groundwater is directly subjected
to flow paths in the vadose zone. This leads to studies that
aim to visualize flow patterns in soils. In general, it requires
image classification of stained andnon-stained parts and the
calculation of the dye coverage, which can be interpreted
against depth to determine flow types.
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• Cybersecurity: Along the advance development of Internet
technology and applications, the subject of cybersecurity
has gained an enormous impact on both information in-
tegrity and privacy. One of the emerging threats encoun-
tered around the globe is malware that has been induced
by the extensive use of mobile communication. With the
aim to detect this harmful program, Ye et al. [205] propose
the Automatic Malware Categorization System (AMCS) that
automatically groups malware samples into sets that share
some common characteristics using a cluster ensemble. The
underlying analysis is based on features related to instruc-
tion frequency and function-based instruction sequences.
Following that, an ensemble clustering system called DUET
is introduced for the same task [206], providing a learning
platform to combine static instruction features and dynamic
behaviour features.

In fact, determining class boundaries of overlappingmal-
ware families is a difficult goal to accomplish. As a re-
sponse, Hou et al. [207] create an intelligentmalware detec-
tion system that can resolve this using cluster-oriented en-
semble classifiers. It is evaluatedwithWindows Application
Programming Interface (API) calls extracted from the file
samples. In comparison with malware incidents, phishing
website fraud is a relatively new threat. However, shared
properties exist: (i) as driven by economic benefits, both
malware samples andphishingwebsites are created at a rate
of thousands per day; and (ii) phishingwebsites represented
by the term frequencies possess similar characteristics with
malware samples represented by the instruction frequen-
cies. An example of using cluster ensemble for phishing
website detection is given in thework of Zhuang et al. [208],
where domain knowledge in the form of website-level con-
straints can be naturally incorporated into the ensemble
framework.

• Network analysis: Revealing the modules in complex net-
works is significant to the understanding of systems. An en-
semble clustering method is employed to incorporate node
groupings of various sizes, with sequential removal of weak
links between nodes that are rarely grouped together [209].
It has been successfully applied to several cases, e.g., hier-
archical random networks and the American college foot-
ball network, each with known modular structures. More-
over, Lancichinetti and Fortunato [210]make use of consen-
sus clustering to study the community structure of complex
networks. This can help to reveal organization of the dis-
covered communities and hidden relationships among their
constituents.

• Business process management: With respect to the study
of Zhao et al. [211], resource allocation has been regarded
as a multi-criteria decision problem, which can be solved
by a clustering ensemble approach. This is obtained through
the analysis of resource characteristics and task preference
patterns from the previous process executions. As such, the
right resources may well be recommended, thus improving
resource utility.

• Cloud computing: As size and complexity of cloud infras-
tructure increase, scalability has become troublesome for
process monitoring and management. This is the case as
all virtual machines (VMs) are separately treated, thus pro-
ducing huge amounts of data to handle. The problem can
be tackled by leveraging the similarity between VMs with
respect to resource usage patterns [212]. For that, a cluster
ensemble framework is created to group similar VMs, with-
out knowledge of the software active in these sessions.

• Smart living: A methodology of cluster ensemble has also
been investigated for activity monitoring systems, which
incorporate sensor-based technology within the smart liv-
ing scheme [213]. In particular, activities are designed as
groups or clusters built on different subsets of extracted
features. To classify a new incident, it is assigned to the
cluster with the smallest proximity measure from the one
under examination.

4.2.2. Application to other data mining tasks
Despite the fact that cluster ensemble has been established for

unsupervised learning, the method has recently been exploited for
other tasks related to data analysis. These include the followings.

• Transfer learning: Conventional supervised learning usu-
ally assumes that both training and test data are from a
common distribution. Thus a challenge arises in transfer
learning, where training and test distributions may be mis-
matched. The problem is even worse when the test data is
actually from a different domain andwithout labels. In order
to resolve this, Acharya et al. [214] introduce an optimiza-
tion framework, which takes as input one ormore classifiers
learned on the source domain as well as the results of a
cluster ensemble operating solely on the target domain, and
yields a consensus labelling of the data in the target domain.

• Detecting ambiguity in data: Another novel application
scheme of cluster ensemble is to identify uncertain or am-
biguous regions in the data under examination [215]. Fol-
lowing the detection, two approaches have been suggested
for the treatment of such uncertainty. Firstly, the simplest
way is to ignore ambiguous patterns prior to the consensus
clustering, thus preserving the non-ambiguous data as good
prototypes for any further modelling. The other alternative
is to use the ensemble solution obtained by the first to train
a supervised model that is later applied to reallocate the
ambiguous clusters.

• Dimensionality reduction: With large amounts of data be-
ing generated in various domains such as bioinformatics
and social networks, dimensionality reduction remains a
challenging task for data-mining researchers. The concept of
cluster ensemble is recently exploited for this problemwith
the use of genetic algorithm [216]. Based on the validation
with conventional classification methods and benchmark
data collections, its performance is promising with the ac-
curacy on par with the latest approaches proposed in the
literature.

• Semi-supervised learning: For the analysis of gene ex-
pression data, Wang and Pan [217] introduce semi-
supervised consensus clustering (SSCC) that integrate the
LCE model [20] with semi-supervised clustering process.
The clustering quality can be improved when prior knowl-
edge (in terms of must-link and cannot-link constraints)
is provided in addition to a typical proximity metric. This
study follows the line of research initially brought about
by Yu et al. [218] and Yang et al. [219]. As for the former,
a new cluster ensemble method named knowledge based
cluster ensemble (KCE) is proposed where prior knowledge
of data is included into the cluster ensemble framework.
Specific to this, pairwise constraints among data points are
encoded as confidence factors between base clusterings.
Later, these will be concluded in the form of consensus ma-
trix fromwhich the final result is generated. In the latter, an
improved Cop-Kmeans (ICop-Kmeans) algorithm has been
put forward to tackle the violation of pairwise constraints
usually encountered with the original Cop-Kmeans model.
Likewise, Zhang et al. [220] and Yu et al. [221] contribute
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to this subject by proposing the semi-supervised cluster-
ing ensemble model based on collaborative training (SCET)
and the incremental semi-supervised clustering ensemble
framework (ISSCE), respectively.

• Data classification: In spite of the difference between unsu-
pervised and supervised learning, the use of cluster analysis
in classification tasks has shown to be effective to raise
the classification accuracy [222]. This is pretty much with
the fact that data clusters can provide supplementary con-
straints that may yield the generalization capability of a
classifier. In the work of Nguyen et al. [223], the use of clus-
tering information in addition to the original data attributes
has been reported to improve the accuracy of intrusion
detection problem. Two other works of Sang-Woon [224]
and Nasierding et al. [225] have combined cluster labels and
conventional supervised algorithms for face recognition and
image annotation, respectively.

Following these, Iam-On and Boongoen [226] present
an investigation of employing the information of cluster
ensemble for classification modelling. In particular, the
ensemble-informationmatrix created by link-based ensem-
ble clustering or LCE [20] is evaluated as the transformed
data for classifier development. In that, the refined sample-
cluster association matrix can be considered as the repre-
sentation of samples in the transformed space, which is dis-
covered from multiple clusterings in the setting of original
features. Having accomplished this, the initial data dimen-
sions are reduced to a set of cluster labels, with which each
sample associates to a certain degree. Given the common
conclusion that a combination of multiple classifiers is able
to increase classification accuracy, a new classifier combi-
nation scheme is proposed based on the Decision Templates
Combiner [222]. It represents the classifiers decision as a
vector in an intermediate feature space, then creates deci-
sion templates using cluster ensembles.

5. Challenges and conclusion

This survey has presented classical and recently developed ap-
proaches to cluster ensemble. It kicks off with the formal termi-
nology by which the problem is defined. Four basic categories of
consensus clustering methods are then discussed in depth with
illustrative examples. After that, it provides details of extensions to
three main components of a cluster ensemble framework: ensem-
ble generation, representation and summarization, and consen-
sus function, respectively. Given the superior capability to deliver
accurate data partitions, many cluster ensemble techniques have
been exploited for a wide range of applications and domain prob-
lems. In addition, the use of this meta-learning approach for other
data-mining tasks such as classification has been studied. The at-
tention received by this subject has consistently increased over the
years, especially after 2010 that is the focus of this survey. Based on
the statistics shown in Fig. 4, the numbers of Google scholar search
results for ‘‘cluster ensemble’’ or ‘‘consensus clustering’’ are 1240,
1660 and 2800 for the periods of 2011–12, 2013–14 and 2015–
16, respectively. It is clearly illustrated that these counts are much
higher than those belonging to the intervals before 2010.

The aforementioned observation is greatly due to the maturity
of basic practice to cluster ensemble and a flourish of its applica-
tions. From the early periodwithmost of theworks relating only to
bioinformatics, especiallymicroarray data analysis, the application
landscape has largely expanded over the past few years. It covers
several new challenges to the modern age such as cybersecurity
and time-series data analysis. The followings summarize potential
challenges of cluster ensemble in the near future.

• Heterogeneous data analysis: Despite the long history of
development, most of cluster ensemble methods have been
directed to numerical data analysis. Only a handful of pub-
lications report findings with other types of data. Specific
to the work of Iam-On et al. [227], the link-based method
or LCE is adopted for the clustering of biological samples.
Each of these can be expressed by both continuous vari-
ables extracted frommicroarray data, and nominal variables
obtained from clinical or pathological data of the samples
under examination. This so-called integrative approach to
biological data analysis has shown to improve the accuracy
of prognostic outcome, as compared to those obtained byus-
ing one of the aforementioned factors alone. However, given
the fact that the aforementioned model is based simply on
k-prototype algorithm, its performance is highly subjected
to parameter setting (i.e., weights given to continuous and
nominal variables).

A gap of improvement in terms of clustering quality and
model robustness exists especially for implementing new
inventions of mixed-type data clustering in the ensemble
context. For instance, Blomstedt et al. [228] recently in-
troduce a model-based algorithm for clustering attributes
of mixed type, which is based a Bayesian predictive frame-
work. Provided that clustering solutions represent random
data partitions, the posterior probability for a partition can
be determined using conjugate analysis. Another approach
applies unsupervised feature learning (UFL) to mixed-type
data in order to acquire a sparse representation. As a re-
sult, it becomes easier for clustering algorithms to disclose
data partitions [229]. While conventional UFL techniques
are designed for homogeneous data, the aforementioned
works with the mixed-type data using fuzzy adaptive res-
onance theory (ART). In the biomedical domain, Abidin
and Westhead [230] also point out the need for accurate
cluster analysis of mixed type data. This commonly appears
as a mixture of binary or nominal data (e.g. presence of
mutations, binding and epigenetic marks) and continuous
data (e.g. gene expression and metabolite levels). As such, a
generic clustering method is proposed and evaluated with
genetic regulation and the clustering of cancer samples.

• Big data analysis: Common applications on office and social
based platforms have facilitated the vast amount of data
being generated daily. Analysing this so-called big data has
been a major trend and challenge within the community of
data mining. To better appreciate this, see the comparative
study of Fahad et al. [231], where several classical clustering
techniques are assessed against big datasets. In particular
to an ensemble model, it may face the problem of scaling
up, despite the quality it produces. In response, Su et al.
[232] introduce a novel cluster ensemble approach for fuzzy
clustering, especially for big data. It first builds fuzzy base
clusters with respect to each data feature. Then, it makes
use of a fuzzy hierarchical graph to represent relationships
between those base clusters. Based on this representation
scheme, the final result is generated using hierarchical clus-
tering as the consensus function. This work follows an initial
attempt tomitigate the practice of cluster ensemble to large
data [233]. In that, ECCA (Ensemble of Combined Cluster-
ing Algorithms) is invented as a framework of ensemble
of algorithms with fixed uniform grids. The final collective
solution is based on pairwise classification of the elements
of the grid structure. Another study attempts to deal with
the curse of dimensionality in big data, especially for cluster
ensemble [234]. In particular, a new fuzzy c-means (FCM)
algorithm with random projection has been created as the
basis of novel consensus clustering, which scales linearly



T. Boongoen, N. Iam-On / Computer Science Review 28 (2018) 1–25 21

Fig. 4. A comparison of Google scholar search results of ‘‘cluster ensemble’’ or ‘‘consensus clustering’’, over different time intervals from 2001 to 2016.

with data size. This is achieved through calculating spectral
embedding of data with cluster-centre based representa-
tion.

Analysing the big data has become a major challenge,
especially to those web-based organizations such as Google
and Facebook. They commonly develop a customized vari-
ation of non-relational systems not only to overcome the
limitations of efficient storage and retrieval, but also pave
the way for data analytics [235]. Some of the new ap-
proaches to analysing big data gain a great deal of at-
tention amongst commercial and academic researchers,
e.g., Google’s MapReduce framework, Hadoop and Hive. Ac-
cording to the report of Dean and Ghemawat [236], MapRe-
duce has been the most popular solution for parallel and
analysis of large amount of data. Within the community of
data mining, implementations of several techniques using
MapReduce have been presented in the past few years. For
instance, Liu et al. [237] introduce a MapReduce based
parallel back-propagation neural network (MR-BPNN). As
for data clustering, a MapReduce-based artificial bee colony
(MR-ABC) is developed for a clustering method similar to k-
means [238]. This ABC implementationhelps to optimize the
assignment of the large data objects to clusters. However, for
cluster ensemble, such an implementation has rarely been
reported in the literature. In fact, one recent publication
kicks off this research direction, with the introduction of
a new parallel k-means clustering based on MapReduce
framework for aspect based summary generation [239]. Of
course, an opportunity to coupling existing cluster ensemble
methods with MapReduce or other big-data platforms is
obvious. This may further boost its application that is in line
with the new challenges encountered by big data scientists.

• Repository of tools: Ever since its introduction in the early
2000s, the scope of end users of cluster ensemble or con-
sensus clustering is rather limited. As compared to con-
ventional clustering algorithms like k-means or DBSCAN
that are available in several well-known data mining tools
(e.g., Weka2 and RapidMiner3 ), implementations of those
ensemble models appear to be harder to obtain. Most of
them are provided as a supplementary to the publication,
which can disappear over time. Yet, this is typically not user
friendly as it has been customized in a specific programming

2 http://www.cs.waikato.ac.nz/ml/weka/.
3 https://rapidminer.com/.

environment. As a result, it is also significant to make this
family of methods known to a wider public, perhaps as
an extension to the well-established tools. This may help
broaden the application domain to cover interesting prob-
lems in the new era of data intensive industry and society.
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