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Clustering is a complex unsupervised method used to group most similar observations of a given 

dataset within the same cluster. To guarantee high efficiency, the clustering process should ensure 

high accuracy and low complexity. Many clustering methods were developed in various fields 

depending on the type of application and the data type considered. Categorical clustering considers 

segmenting a dataset with categorical data and was widely used in many real-world applications. 

Thus several methods were developed including hard, fuzzy and rough set based methods. In this 

survey, more than thirty categorical clustering algorithms were investigated. These methods were 

classified into hierarchical and partitional clustering methods and arranged in terms of their 

accuracy, precision and recall to identify the most prominent algorithms. Experimental results show 

that rough set based clustering methods provided better efficiency than hard and fuzzy methods. 

Besides, methods based on the initialization of the centroids also provided good results.  

Keywords: unsupervised learning, categorical data clustering, rough set theory, fuzzy clustering, 

hard clustering. 

1.   Introduction 

Clustering
1-4 

permits identifying dense and sparse data agglomerations within a given 

dataset to highlight the overall distribution of the patterns and correlations among the 
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attributes. Clustering is applied in various fields such as market research
5
, social science 

and social networks
6
, image processing

7
, etc. The clustering process can be defined as 

follows
8
: “given a representation of N objects, find K groups based on a measure of 

similarity such that the similarities between objects in the same group are high while the 

similarities between objects in different groups are low.” Clustering can then considered 

as an optimization problem aiming to minimize (maximize) a measure of similarity 

(dissimilarity) between the observations within the dataset. Many clustering reviews were 

published in various fields
9-16

, however, to our knowledge, no earlier surveys addressed 

the topic of categorical clustering. Since the publication of the k-modes in 1998, several 

variants based on the same paradigm were developed
17-30

. On the other hand, many real-

world applications require uncertainty based models to arrange an observation into more 

than only one cluster such as the case of disease and weather forecast classification. 

Unfortunately, traditional hard clustering methods are unable to handle uncertainty in 

their process, which prevent them from being used in such critical tasks. To overcome 

this limitation, fuzzy methods such as the fuzzy k-modes were published since 1999
20,31-38

. 

Unfortunately, these methods suffer from stability issues and multiple runs are required to 

ensure their steadiness. To fix this limitation, the Rough Set Theory (RST)
39 was proposed 

to ensure both: stability and uncertainty
40-41

. Generally speaking, many of the proposed 

methods in this survey are enhancements of the original k-modes according to various 

perspectives: Distance measure based methods
31,42 

, initialization methods
31,43-45

, Genetic 

Algorithms
34,46

, the between-cluster information
35,47

, etc. 

Clustering is a challenging field of research in which special requirements need to be 

addressed and can be summarized as follows: 

 Scalability: Many clustering methods perform well on small datasets. However, 

dealing with a large database is also a requirement in many applications, especially 

in the context of Big Data. Highly scalable clustering algorithms are thus necessary.  

 Data type diversity: several clustering algorithms can only deal with numerical data. 

However, in many real-world applications, other types of data (binary, categorical, 

ordinal, mixed) may exist and must be analyzed.  

 Shape clusters discovery: most of the methods use Euclidean or Manhattan distance 

in their process that tends to find only clusters with a spherical convex shape. 

Unfortunately, this is not convenient since a cluster may have any shape and thus, it 

is important to develop algorithms that can detect clusters of arbitrary shape.   

 Input parameters: in many applications, input parameters need to be added for 

clustering (number of desired clusters, fuzziness index, etc.). The final clusters may 

be quite sensitive to the input parameters that are often difficult to determine, 

especially for high-dimensional datasets. 

 Dealing with noisy data: outliers are part of the dataset and are difficult to identify. 

Noisy data may have a negative impact on the quality of the clusters and thus 

developed methods should be able to handle these outliers and discard them from 

the clustering if necessary.   

 High dimensionality: Data Warehouses are used to store datasets with several 

dimensions (attributes). Proposed clustering methods should consider the challenge 

of finding clusters of data objects in a high-dimensional space.   
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Since many categorical clustering algorithms were developed based on various theories, it 

is significant to make their inventory and spot the most effective ones to outline new 

research directives in the field. This survey represents a classification of the most common 

categorical clustering methods developed since the publication of the k-modes 20 years 

ago. It is tough to provide a complete list of all these techniques due to their diversity and 

the rapid growth of newly developed methods in the field. 

The rest of this paper is organized as follows: Section 2 introduces the clustering 

paradigm and the motivations behind considering such a topic. In sections 3, 4 and 5, we 

focus on the challenge of classifying three types of categorical clustering algorithms: 

hard, fuzzy and rough set respectively either into partitional or hierarchical methods and a 

detailed overview of the most recent techniques for each category is provided. In 

section 6, we present the conducted experiments and their interpretation. Finally, a 

discussion and a conclusion are given based on the obtained results. 

2.   Categorical clustering and motivations 

2.1.   Categorical Information System 

A categorical information system is a quadruple IS= (U, A,V, f) where: 

 U= {obs1, obs2, . . ., obsN} is a non-empty set of N observations, called the universe;  

 A= {a1, a2, . . ., ad} is a non-empty set of d=|A| categorical attributes; 

 V is the union of attribute domains, i.e V=  Vaj

d
j=1  where Vaj

={aj

(1)
,aj

(2)
,…,a

j

(nj)
} is the 

value domain of the categorical attribute aj and is finite and unordered, e.g., for any 

1≤p≤q≤𝑛𝑗 , either 𝑎𝑗
(𝑝)

= 𝑎𝑗
(𝑞)

 or 𝑎𝑗
(𝑝)

≠ 𝑎𝑗
(𝑞)

. Here nj is the number of categories 

(modalities) of attribute aj for 1≤j≤d; 

 f : RxA→ V is a function, f (xi,aj)𝑉𝑎𝑗
 for 1≤i≤N and R= 𝑉𝑎1

x𝑉𝑎1
x…x𝑉𝑎𝑑

. 

An information system is presented as follows: 

Table 1: An information system representation. 

U a1 a2 … a|A| 

obs1 f(obs1, a1) f(obs1, a2) ⋮ f(obs1, a|A|) 

obs2 f(obs2, a1) f(obs2, a2) ⋮ f(obs2, a|A|) 

⋮ ⋮ ⋮ ⋮ ⋮ 

obsN f(obsN, a1) f(obsN, a2) … f(obsN, a|A|) 

According to Table 1, each obsi is represented by |A|=d attributes having values defined by 

f and described by a vector: obsi=( f(obsi, a1), f(obsi, a2), f(obsi, a3), … , f(obsi, a|A|)) for 

i=1,2,3, …,N. In an information table, two distinct observations may have the same 

attributes, which is not permissible in relational databases. Thus, information systems 

permit generalizing relational databases. 

Clustering algorithms can be divided into hierarchical and partitional methods. In 

hierarchical
74,20,49

 clustering, a hierarchical structure is iteratively constructed and nested 

clusters are progressively identified either in an agglomerative
26,95,38

 or divisive
98,99,75,97

 

way: for agglomerative approaches (top-up), each object is initially arranged in an 

independent cluster, then most similar pairs of the resulting clusters are merged. For 

divisive approaches (top-down), all the observations are initially put in one cluster that is 

recursively divided into smaller ones. 
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As an application, hierarchical clustering was used for several dog species partitioning
48

 

where more than 48,000 dog categories were given based on their genetic processes of 

evolution, as shown in Figure 1. Many groups of dogs were then identified, such as 

wolves, toy dogs, sight hounds, etc. and some correspondences were also created between 

them to highlight potential similitudes. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Clustering dog species using hierarchical methods 

In addition to their simplicity and ease of implementation, hierarchical clustering methods 

provide a structure that is more informative than the unstructured set of flat clusters 

returned by partitional methods. Therefore, it is easier to decide on the number of clusters 

by directly looking at the dendrogram. Unfortunately, the time complexity and storage 

requirements of these methods depict their unsuitability for large datasets. Besides, these 

methods are also very sensitive to outliers. In addition, the user is not required to specify 

the number of initial clusters. They are also useful if the underlying application has a 

taxonomy. 

In, partitional clustering, the process starts by initially selecting k observations of the 

datasets as centroids (cluster centers). The algorithm then attempts to iteratively search 

for k-partitions of the initial dataset. The main advantage of partitional clustering methods 

is their relative low complexity and high accuracy when compared to hierarchical 

clustering algorithms. Unfortunately, these methods have some limitations including their 

unsuitability for nonconvex data, sensitivity to outliers, convergence to a local optimal 

solutions, the final resulting clusters depend on the initial number of clusters K which is a 

user-specified parameter and the selection of the initial centroids.  

As mentioned, partitional and hierarchical clustering algorithms fall under hard clustering. 

The main difference between these two types of clustering is the resulting structure of the 

clustered data set. Whereas partitional clustering results in a structure consisting of 

discrete partitions, hierarchical clustering results in a tree-like, nested structure. 

The clustering process is performed using a distance metric, such as the Euclidean (L2) 

and Manhattan (L1)
28

 distances proposed for numeric clustering and the simple matching 

dissimilarity measure (Hamming distance), proposed in the k-modes
14,15,49-52

 algorithms, 

for categorical clustering. The Hamming distance often results in clusters with weak 
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intra-similarity
53

 and thus lower accuracy will be obtained. Consequently, the distance 

was modified in many variants of the k-modes by taking into account the frequency of the 

attributes in the mode
30,42

 in the cluster. Historically, one of the most intuitive methods 

used for categorical clustering was to convert the categorical attributes into binary 

values
16

 using 0 or 1 to indicate whether the corresponding modality is absent or present 

in the observation. However, this method was not efficient due to the high dimensionality 

of the datasets to be generated
54,55

. 

2.2.   The motivation for considering categorical clustering 

Categorical clustering has found great applications in various fields including: 

 Healthcare and Medical Sciences: to evaluate and localize zones of diseases, also 

known as cluster alarms. Detecting these infected regions permits correctly 

assigning adequate resources for health control and prevention
56,57,58

. 

  Computer Science: to analyze data streams in web applications (online social 

networks, blogs, wikis, etc.) which would permit group segmentation and target 

marketing for electronic commerce
59,60

. In cyber-security, clustering can detect 

intrusions and identify anomalies and malicious content and thus clusters of normal 

and malicious network traffic can be categorized
61-63

.   

 Business, marketing and finance: to categorize the world’s top tourist destinations 

based on the growth of the main tourism indicators
64

 which permits identifying 

highly desirable destinations. In another application, customer churn is a critical and 

challenging problem that can affect the telecommunication industry. In fact, 

retaining already existing customers will generate lower financial impacts than 

acquiring new ones
65

. 

 Social sciences: Intelligent crime analysis permits identifying regions with high 

criminology and unlawful activities rates
66

. In
67

, the traveling activity of more than 

30,000 individuals in Chicago is analyzed. The analysis explored the inherent daily 

activity structure of the individuals, the variation of their daily activities, and 

identifies clusters of individual behaviors and their socio-demographic information. 

Many categorical data repositories in various fields are freely available online such as: 

 Nature
*
 that provides a huge data archive in many disciplines including biological, 

health, chemistry, chemical biology, earth, environment, space sciences, etc.  

 The National Aeronautics and Space Administration
†
 also provides an Astrophysics 

Data System (ADS) which is a Digital Library portal for researchers in Astronomy 

and Physics containing more than 14.3 million records covering publications in 

astronomy and astrophysics, physics. 

 The UCI Machine Learning Repository
‡
 contains more than 468 datasets with 

various types and application fields such as life sciences, business, physical sciences, 

etc. Many categorical datasets stored in this repository were widely used in the 

surveyed methods given in this study such as the Soybean Small
19-22,31-35,41-45,98,99

, 

Breast Cancer Wisconsin
22,35,43-46,73,98

, Zoo
31,32,41-46,75,98,99

, Lung Cancer
35,44,45

, 

 
* https://www.nature.com/sdata/policies/repositories 
† NASA: https://www.nasa.gov/ 
‡ https://archive.ics.uci.edu/ml/index.php 



6  Clustering Categorical data: A survey 

 

Mushroom
22,35,41-46,73,75,98,99

, Congressional Vote
34,42-46,73,75

, dermatology
22,35,44

, Heart 

disease
22,35

, Credit approval
19,31,35,98

, and Letter recognition
35

.  

This survey represents a good support for researchers interested in the field of categorical 

clustering in order to identify new research directives. The main contributions of this paper 

are as follows: 

 A classification of more than thirty categorical clustering methods corresponding to 

the most popular methods into partitional and hierarchical methods. 

 These methods are evaluated using three evaluation metrics: accuracy, precision and 

recall. 

 The algorithms are classified into three clustering families: hard methods, fuzzy 

methods and rough set based methods. 

3.   Hard Clustering Algorithms 

3.1.   Partitional categorical clustering methods 

3.1.1 The k-modes and its improved distance metrics 

The k-modes
19 was proposed in 1998 as an extension of the k-means published since 1965. 

It permits avoiding the numeric limitation of the k-means according to the following three 

features:  

(i) using a simple matching dissimilarity measure between obsj and cenj as defined in 

Table 2 ; 

(ii) Using a frequency-based method to update the modes in each iteration in order to 

minimize the cost function. 

(iii) Replacing the means by modes to compute the centroids of the clusters in every 

iteration. The mode represents the most frequent categorical value in an attribute; 

A mode of a categorical dataset U described by d attributes is a vector Q = [q1, q2,…, qd] 

that minimizes the following quantity (according to the definition of Huang
19

): 

L U,Q =  D  obsi,Q 

N

i=1

 (3.1) 

Q={cen1, cen2, …, cenK} represents the mode of the cluster and W=[wji] is a {0,1} matrix 

that represents the current membership of an observation. 

To improve the efficiency of the k-modes, He (2005)
42

 and Ng (2007)
23 modified the 

simple matching dissimilarity measure by incorporating the relative frequency of the 

attributes in the distance metric as given in Table 2 in order to recognize clusters with 

weak intra-similarity. 

Table 2: Objective function and dissimilarity measures for hard categorical clustering methods. 

Objective 

function 
P W,Q =    ωil𝒟(obsij,cenlj)

d

j=1

N

i=1

K

l=1

  wji=1

K

j=1

 and 0<  wji<N

N

i=1

 

The simple 

matching 

dissimilarity 

measure 

𝒟 cenj,obsj =  δ

d

j=1

(cenj,obsj) δ cenj,obsj =  
1, if cenj ≠ obsj

0, if cenj = obsj
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Ng’s 

distance 
𝛿𝑁𝑔 cen1 ≤j≤d,obsj =  

1, if cenj≠obsj

1-
 cljr 

 cl 

 otherwise 

 Cl =  i|ωli=1  , 1≤i≤N  

is the number of observations in the lth 

cluster1≤l≤K 

 Cljr =   ωls|zlj=xsj=aj

 r 
,ωls=1   is 

the cardinality of the observations with 

category aj

(r)
 of the jth attribute in the lth 

cluster. 

He’s 

distance 

measure 

𝛿𝐻𝑒 cenj,obsj =  
1-f

r
 Aj=cenj|Cl , if obsj=cenj

1, otherwise
  

fr (Aj= cenj |Cl ) is the frequency of the jth 

modality in the lth cluster of the mode 

denoted cenj 

However, according to the experiments conducted on the Ng’s distance metric
23

, it was 

shown that although the proposed algorithm is scalable, i.e, the computational time 

increase linearly with respect to either the number of attributes, categories, cluster or 

objects, the Ng’s k-modes requires more computational time than the original k-modes 

due to the additional arithmetic computations required. 

3.1.2 Initialization methods for the k-modes 

The k-modes is based on randomly selecting the initial centroids during the first step of 

the clustering process, which can affect the quality of the final results. Performing several 

runs of the algorithm with various sets of initial centroids is then necessary to ensure 

steadiness and detect the most convenient centroids. To avoid this limitation, many 

centroid initialization methods were proposed
68-71,43,44

. Although their efficiency, these 

methods suffer greatly from their high quadratic time complexity. 

The IBD
43

 is an Initialization method Based on the Density that uses the average density 

of an attribute in a given observation. The density of a given observation is defined as 

follows: 

Dens 𝑜𝑏𝑠𝑖 =
 Densa(𝑜𝑏𝑠𝑖 )a∈A

 A 
=

   y∈U|f 𝑜𝑏𝑠𝑖 ,a =f(y,a)  a∈A

 A  U 
 (3.2) 

where 
1

 𝑈 
≤ 𝐷𝑒𝑛𝑠(𝑜𝑏𝑠𝑖) ≤ 1 

if   y∈U|f obsi,a =f(y,a)  =1 then Dens obsi =
1

 U 
 and if   y∈U|f obsi,a =f(y,a)  = U  

then Dens(𝑜𝑏𝑠𝑖 )=1. In the universe, a high-density Dens(obsi) corresponds to a high 

number of objects located around obsi, which means more chance for obsi to be 

considered as a centroid. 

The Cluster Center Initialization k-modes (CCIk-M)
44

 is also an initialization method that 

uses different attribute values according to one of the following methods: 

 The Vanilla method: all the attributes are considered during the clustering process; 

 Prominent attributes: only a few numbers of attributes (<K) will possess a higher 

discriminatory power and will play a significant role in determining the initial 

centroids. 

 Significant attributes: the most important step is to find the distance between any 

two categorical values of an attribute. This distance is computed as a function of 

their overall distribution and co-occurrence with other attributes. 
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It is also possible to use outlier detection methods as an initialization technique
45

. This 

permits initially identifying the outliers and discard them from being selected as initial 

centroids. Two methods were developed in this context: Ini_Distance using the distance-

based outlier detection technique, and the Ini_Entropy using the partition entropy-based 

outlier detection technique within the framework of rough sets.  

The main advantage of these initialization methods is their ability to avoid the random 

selection of the modes in the first step of the algorithm. Thus, more stable and accurate 

results can be obtained and multiple runs with multiple initial modes are no longer 

required to find the most suitable partitions. For the IBD
43

, the time complexity is of 

O(NdK²), which is linear with respect to the number of data objects N and number and 

dimensions d. Thus, the method can be used effectively to cluster large categorical and 

high dimensional datasets. Unfortunately, the IBD may not be as scalable as required if 

the number of clusters to be identified in the dataset is considerable. Besides, in order to 

calculate the density of a point, the algorithm calculates the summary of all the other 

points. Hence, there is information loss that may lead to improper density calculation, 

which can affect the results
44

.  The biggest advantage of the CCIk-M
44

 is the worst-case 

log-linear time complexity of computation and fixed choice of initial cluster centers from 

dense, localized regions. For the outlier detection method
45

, additional parameters are 

required including the degree of outlierness of each initial candidate center and the 

distances between initial candidate centers and all currently existing initial centers which 

can be considered as a limitation.  

3.1.3 The G-ANMI 

The Genetic Average Normalized Mutual Information (G-ANMI)
46

 is based on the 

Genetic Algorithms (GAs) paradigm
72

. GAs have shown their great efficiency when 

dealing with optimization problems. In GAs, potential solutions are encoded in the form 

of strings called chromosomes. Initially, a population composed of P chromosomes is 

generated. This population will then evolve over various steps to create multiple 

generations. During each step, three genetic operators, i.e. selection, crossover and 

mutation, can be applied to produce new individuals potentially corresponding to more 

accurate solutions. Each chromosome will be evaluated using a fitness value represented 

by the ANMI
73

. Chromosomes with the highest fitness value will be included in the next 

generation. The use of GAs permits overcoming the optimal local solution generated 

when using the k-modes. 

Unfortunately, GAs based clustering methods require additional parameters including the 

number of initial chromosomes in each population, the crossover rate, the mutation rate, 

the random seed, etc. Besides, the computation of the fitness value is very time-

consuming since a whole scan of the dataset is required. 

3.1.4 Integrating the between-cluster similarity 

In the original k-modes, the centroids are updated considering only the within-cluster 

information, i.e., the within-cluster compactness. The between-cluster information, i.e., 

the between-cluster separation, is not considered, which may produce weak clustering 

results. The Between Cluster k-Modes (BCk-M)
47

 was proposed
 
to minimize the within-

cluster dispersion and enhance the between-cluster separation by adding the following 

term to the objective function of the k-modes: 
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B W,Z =   ωliS(cenl)

N

i=1

K

l=1

 (3.3) 

S(cenl) denotes the similarity between the l
th

 cluster and other clusters defined as follows: 

S cenl =
1

N
 s cenl,obsi 

N

i=1

=
1

N
  ϕ

0

aj cenl,obsh 

d

j=1

N

i=1

=  
1

N
  1-δ0

aj cenl,obsh 

d

j=1

N

i=1

 (3.4) 

δ0

aj cenl,obsh  represents the similitude between obsh and cenl.  

The modified objective function then becomes as follows:   

F W,Z,γ =   ωlid cenl,obsi 

N

i=1

k

l=1

+γ   ωliS cenl 

N

i=1

k

l=1

 (3.5) 

γ is used to maintain a balance between the effect of the within-cluster information and 

that of the between-cluster information. 

The main limitations of the BCk-M
47

 are the value of the parameter γ that should not be 

too large so that the between-cluster similarity term would not dominate the clustering 

process. Therefore, it is suggested to have a value of γ such that 0<γ<1. The appropriate 

setting of γ depends on the domain knowledge of the dataset, it is difficult to choose a 

suitable value directly. On the other hand, the experiments show that the BCk-M requires 

more computational times than the original k-modes, which is an expected outcome since 

it requires the more additional arithmetical operations of the between-cluster information. 

Moreover, the BCk-M is scalable, i.e., the computational times increase linearly with 

respect to either the number of objects, attributes or clusters. Therefore, it can cluster 

large categorical data efficiently. 

3.2.   Hierarchical categorical clustering methods 

In this section, four hierarchical categorical clustering algorithms are given: ROCK, 

SQEEZER, MGR and DHCC. 

ROCK
26

 is an agglomerative method that uses the concept of links to merge two clusters. 

During the clustering process, clusters with a higher number of links are merged. The main 

features of ROCK are as follows: 

 Random sampling: it is used to deal with large datasets and permits reducing the 

main memory resources to be allocated, which may have significant improvements 

in the execution time.  

 Handling outliers: outliers correspond to observations that are relatively isolated 

from the rest of the points. ROCK efficient when it comes to predicting the 

existence of such type of data and thus can be deleted.  

Squeezer
49

 is also a categorical clustering methods bas on hierarchies that permits: (i) 

handling outliers, (ii) clustering data streams by reading each observation in sequence, 

(iii) performing the clustering in only one scan which makes it very efficient for disk-

resident datasets. Considering a set of d categorical attributes with domains D1, D2, …, Dd 

and TID be the set of unique IDs of all tuples. For each tid TID, the attribute value of Ai 

of the corresponding tuple is represented as val(tid, Ai). The similarity between an 

observation and a cluster is defined as follows: 
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sim tid, C =   
sup ai 

 sup aj j

 

m

i=1

 (3.6) 

tid.Ai=ai and ajVALi(C) 

Given a Cluster C, and aiDi, the support of ai in C with respect to Ai is defined as 

sup(ai)=|{tid|tid.Ai=Ai}|. Besides, the d-Squeezer, which is a variant of the squeezer, was 

also proposed to handle larger datasets. 

In the Mean Gain Ratio (MGR)
74

, the partitions are derived from the attributes instead of 

the observations. Each attribute is evaluated according to its ability to share the most 

information with the partitions defined by other attributes. Then, the equivalence class of 

that attribute is generated to output a cluster. These two steps are repeated until all the 

objects are assigned to a cluster. Given an attribute ai and its corresponding partition on 

the universe U defined by U/ai={obs1, . . .,obsj, . . .,obsh} where h represents the number of 

observations contained in that partition. The concepts of information gain and gain ratio 

are used to measure the similarity between that partition and the partitions defined by all 

the other attributes. The main advantage of this algorithm is the possibility to either 

specify or not the number of clusters while few existing clustering methods verify this 

condition.  

The DHCC
75

 (Divisive Hierarchical Clustering Algorithm for Categorical data) was 

proposed using the Multiple Correspondence Analysis and a procedure based on the Chi-

square distance as an objective function to initialize and refine the splitting of clusters 

defined as follows: 

SCE=   dchi obs,Cenk 

Zi∈Ck

K

k=1

 (3.7) 

dChi(obsi, Cenk) is the Chi-square distance between object obsi and centroid Cenk, which is 

defined as follows: 

dchi Zi, Ck =  
 obsij-cen    kj 

2

cen    kj
j

 (3.8) 

𝑐𝑒𝑛     𝑘𝑗  (1≤j≤J) is the j
th

 element of the centroid cenk, and object obsi is in cluster Ck. 

The main limitation of the previous methods is their inability to handle uncertainty 

inherent in data especially when the considered application may contain observations that 

can be assigned to more than one cluster simultaneously such as weather forecast and 

disease prediction. In fact, one of the most difficult problems in clustering is the 

classification of boundary data, that is, data located in the outer block of each cluster. 

Such data are more likely to be either misclassified to an incorrect cluster or assigned the 

same distance values to two neighboring clusters. This issue is not considered in hard 

clustering but was fixed in fuzzy clustering.  

4.   Fuzzy-Based clustering 

In fuzzy clustering, each observation is assigned a belonging label value in the interval 

[0,1] instead of the two values 0 or 1 used in hard clustering
76

. This is particularly useful 

when the boundaries among the clusters are not well separated and ambiguous. 
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4.1.   Partitional fuzzy clustering 

4.1.1 The Fuzzy k-modes (FkM) 

The Fuzzy k-modes
20

 is a generalized version of the k-modes that incorporates fuzzy sets 

in the clustering process. The fuzzy objective function then becomes: 

Fc W,Z =   wji
αd cenj,obsi 

N

i=1

K

j=1

 (4.1) 

α is called the fuzziness index allows observation to have membership functions to all 

clusters and d is the simple dissimilarity measure as defined in the k-modes. 

Although its efficiency, the fuzzy k-modes has the same drawbacks of the k-modes: (i) 

the initialization problem of the centroids, (ii) the final local solution obtained and (iii) 

the adjusting of an additional control parameter of the membership fuzziness. 

4.1.2 Fuzzy k-Modes with Fuzzy Centroids (Fk-MFC) 

Although the fuzzy k-modes provided efficient clustering results, using a hard centroid 

assignment reduces its precision and ability to classify boundary data. In order to avoid 

this limitation, the fuzzy k-Modes with Fuzzy Centroids (Fk-MFC)
31

 was proposed. The 

fuzzy theory was applied in both: the clustering paradigm and the assignment of the 

initial centroids. Considering a dataset U composed of N observations and described by d 

categorical attributes Al (1≤l≤d) with domain values denoted by 

DOM(Al)= al

 1 
,al

 2 
,…,a

l

 nl   where nl represents the number of modalities of the attribute 

Al. Each attribute of a fuzzy centroid 𝑉  has a fuzzy category value defined as 

V = v 1,…,v l,…,v d  where: 

vl =
al

 1 

ω
l

 1 
+

al

 2 

ω
l

 2 
+...+

al

 t 

ω
l

 t 
+…+

a
l

 nl 

ω
l

 nl 
 

(4.2) 
0 ≤𝜔𝑙

 𝑡 
≤ 1 for 1 ≤ t ≤ nl 

 ωl

 t 
=1, 1≤l≤d

nl

t=1 . 

The distance measure proposed for the Fk-MFC is defined as follows: 

d V ,obs =  δ vl ,obsl 

d

l=1

=   τ al

 t 
,obsl 

nl

t=1

d

l=1

 (4.3)  

where  

τ al

 t 
,obsl =  

0, al

 t 
=obsl

ωl

 t 
,al

 t 
≠ obsl

  (4.4) 

𝜔𝑙
(𝑡)

=  𝛾 𝑥𝑗𝑙  

𝑁

𝑗 =1

 (4.5) 

𝛾 𝑥𝑗𝑙  =  
𝜇𝑖𝑗

𝛼 , 𝑎𝑙
(𝑡)

=  𝑥𝑗𝑙

0, 𝑎𝑙
(𝑡)

≠ 𝑥𝑗𝑙

  (4.6) 

𝜇𝑖𝑗
𝛼

 is the membership degree of observation obsj to the i
th

 cluster and α is a parameter that 

controls the fuzziness of membership of each observation. 
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In the Fk-MFC, the use of fuzzy centroids makes it possible to fully exploit the power of 

fuzzy sets in representing the uncertainty in the classification of categorical data. 

However, in addition to the membership degree 𝜇𝑖𝑗
𝛼 required in all fuzzy methods, the Fk-

MFC requires specifying a random membership value 𝜔𝑙
(𝑡)

for each initial centroid. The 

selection of these initial centroids is always random, which leads to unstable results. 

Besides, in the experiments
31

, it was demonstrated that the execution time of the Fk-MFC 

is faster than that of the fuzzy k-modes due to the fewer iterations required for the 

convergence of the Fk-MFC.  

4.1.3 The Fuzzy k-partitions, modified fuzzy k-partitions and fuzzy genetic k-modes 

The fuzzy k-partitions (FkP)
32

 was proposed based on the likelihood function of 

multivariate multinomial distributions and a modified version was given
33

. Partitioning P 

= {P1, . . . , PK} of 𝒟 into K classes can be represented using mutually disjoint sets P1, . . . 

, PK such that P1∪ · · · ∪PK= 𝒟 or equivalently using the indicator functions z1, . . . , zK such 

that zk(obs) = 1 if obs∈Pk and zk(obs) = 0 otherwise, for all the observations in 𝒟 and all k 

= 1, . . . , K. Considering a set of observations obs1, . . . , obsN as a random sample of size 

N from a distribution f(obs;𝜆), where𝜆 represents the probability of a response l for the j
th

 

attribute by the i
th

 individual with the k
th

 extreme profile is 𝜆kjl, i.e. P(obsijl=1|obsi in k 

class) = 𝜆kjl and f represents the likelihood function (for more details on this algorithm 

refer to the reference). 

In
33

 a Modified version of the Fuzzy k-Partition based on an INDiscernibility relation 

(MFk-PIND) was proposed using the indiscernibility relation that induces an 

approximation space constructed by equivalence classes of indiscernible objects. 

Although the fuzzy k-modes are very effective for categorical clustering, the final 

partitions represent a locally optimal solution instead of a global one, which is a 

significant limitation. To overcome this restriction, a hybrid Genetic Fuzzy k-Modes 

(GFk-M) algorithm was proposed
34

 integrating both, the genetic algorithm and the fuzzy 

k-modes and preserving the same objective function than the Fuzzy k-modes.  

The GFk-M requires multiple inputs including the number of clusters K, the initial dataset 

with N observations, the maximum number of generations Gmax, the weighting 

component or the fuzziness index 𝛼> 1, the particular parameter 𝛽[0,1], the mutation 

probability Pm … which may be confusing. But also permits converging to a globally 

optimal solution instead of a local one.  

4.1.4 Fuzzy between-cluster information algorithm 

A new fuzzy clustering algorithm (NFkM) was proposed
35

 by adding the between-cluster 

information to the objective function of the fuzzy k-modes. The objective function then 

becomes as follows: 

Fn W,Z,γ =F W,Z +γB W,Z  (4.7) 
Where  

F W,Z =   ωli
α

n

i=1

d cenl,obsi 

k

l=1

 (4.8) 

And  
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B W,Z =   ωli
α

N

i=1

1

N
 s cenl,obsp 

N

p=1

k

l=1

 (4.9) 

𝛾 is used to maintain a balance between the effect of the within-cluster information and 

the between-cluster information. 

In
36

, a fuzzy Set-Valued-k-modes was proposed using the Jaccard coefficient, defined as 

follows, as a dissimilarity measure.  

𝒟 obsi,obsj =  δ' obsis,obsjs 

d

s=1

=  1-
 obsis∩obsjs 

 obsis∪ obsjs 

d

s=1

 (4.10) 

Since the fuzzy SV-k-modes extends the fuzzy k-modes with set-valued attributes, the 

same objective function defined for the fuzzy k-modes is also used for the new algorithm. 

The main advantage of the fuzzy Set-Valued-k-modes that was not discussed in previous 

methods is its ability to deal with single-valued and set-valued categorical attributes 

together which is desired when an object of the dataset may take multiple values in some 

attributes.  

4.2.   Fuzzy hierarchical clustering methods 

In this section, two fuzzy hierarchical clustering methods are detailed: the FHC
37

 and the 

SS-FCC
38

.  

FHC
37

 is based on fuzzy graph connectedness used for high-dimensional and mixed 

datasets which a great advantage. It first partitions the dataset into several sub-clusters 

generating a fuzzy graph based on the fuzzy-connectedness degree. The algorithm can 

deal with numeric datasets using the Euclidean distance or categorical datasets using the 

Jaccard coefficient.  

The SS-FCC
38

 is a semi-supervised fuzzy co-clustering algorithm used to categorize large 

web documents and enable the analysis of large collections of textual data. Document 

clustering permits automatically organizing text documents into meaningful groups of 

coherent topics. In this case, although a single document may span multiple topics, the 

algorithm is bale to perfectly deal with this constraint which is a great benefit. On the 

other hand, hard clustering approaches using binary memberships are not adequate for 

such applications and fuzzy methods have been explored in this context and provided 

good results. In the clustering process, some prior domain knowledge of the dataset is 

incorporated in the form of user’s pairwise constraints in order to increase the clustering 

accuracy and reduce the sensitivity to fuzzifier parameters. The problem will then be 

considered as maximizing a competitive agglomeration cost function with fuzzy terms, 

taking into account the provided domain knowledge. The words that co-occur together in 

the documents tend to be linked with comparable concepts and are represented using a 

word-document vector to formulate the clustering process and build the objective 

function. Although the SS-FCC is a hierarchical method, its complexity is O(NdK) which 

allows it to be used for clustering large categorical datasets either in terms of the number 

of observations or dimensions or even for a high number of classes. The most prominent 

limitation of this fuzzy method is the selection of the value of the fuzziness index that is 

still problematic.  

5.   Rough set based clustering 
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5.1.   Basic concepts of rough set theory 

The Rough Set Theory (RST) was largely used in Machine Learning such as 

dimensionality reduction
77

, classification
78-80

, extraction rules
81

, anomaly detection
82

 

predictive analysis
83

, regression
84

, etc. Although fuzzy clustering permits handling 

uncertainty in the clustering process, the appropriate value of the fuzziness parameter is 

problematic. The RST
85,86

 was proposed to overcome this limitation since no additional 

parameters are required as a user-specified values. Hard clustering aims to produce non-

overlapping clusters where the objects belong to only one cluster. However, in some real-

world applications such as weather forecasting and disease diagnosis, observations may 

depict different patterns and thus should be put in multiple distinct clusters which can be 

considered by the RST efficiently
87

.  

In order to better illustrate the use of the RST, an example of churn prediction in a Telco 

company is provided in the following Table 3
88-91

. The dataset is composed of six 

categorical observations (obs1 → obs6) described by four attributes (a1 → a4). The 

decision attribute is given by: y for churn and n for no churn. 

Table 3: Churn prediction in a Telco company. 

Objects a1 a2 a3 a4 decision 

obs1 a c b a y 

obs2 b a b c n 

obs3 a b b b n 

obs4 b a b c y 

obs5 a b b c y 

obs6 a c b a n 

According to the decision attribute, two sets can be identified S={obsi| decision =y} and 

S’={obsi| decision =n}. Although {obs1,obs6} and {obs2, obs4} are indiscernible (similar), 

their corresponding decision attributes are different and thus they may either belong to S or 

S’. When using hard or fuzzy clustering, these two cases will be put in the same group. 

obs3 strictly belongs to the decision set n and obs5 to the decision set y. By applying the 

RST, obs1, obs2, obs4 and obs6 will be part of the upper approximations of both y and n 

decision sets, obs3 will be part of the lower approximation of the decision set n and obs5 

will be part of decision set y. 

The main concepts that guide the development of the RST are the indiscernibility relation, 

the lower and the upper approximation. These concepts are detailed as follows:  

The indiscernibility relation. 

For two observations obsi and obsj described by a set of attributes A, let B ⊆ A, obsi and 

obsj are said to be B-indiscernible if and only if f(obsi, a)= f(obsj, a) for each a ∈ B. 

The lower approximation. 

The lower approximation of a subset of observations X ⊆ U and attributes B ⊆ A denoted 

B*(X) or B(X) contains all the objects that surely belong to U and is defined as follows: 

B* X =   B obs : B(obs)⊆X 

obs∈U

  

The upper approximation. 
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The upper approximation of a subset of observations X ⊆ U and attributes B ⊆ A denoted 

B*(X), or 𝐵 (𝑋) contains all the objects that possibly belong to U defined as follows: 

B* X =   B obs : B(obs)∩X≠Ø  

obs∈U

  

The boundary region.  

The boundary region with respect to B is defined as follows: 

BNB X =B* X  − B* X  .  

The accuracy of roughness. 

The accuracy of approximation (accuracy of roughness) of any subset X of U with respect 

to B ⊆ A, denoted B(X) is measured according to the following equation: 

αB(X)=
 B(X) 

 B(X) 
  

In Figure 2, the example provided in Table 3 is reconsidered and the upper, lower 

approximations and boundary region previously defined are given as follows: 
 

 
 
 
 
 
 
 
 
 
 

Figure 2: Upper, lower approximations and the boundary region. 

As detailed in the previous section 4, the first attempts provided to handle uncertainty in 

the clustering process were based on fuzzy set theory. However, these methods have a 

significant restriction related to their stability that limited their use in many real-world 

applications. In fact, they require considerable computation costs and experiments to 

adjust the fuzziness index. Rough Set based clustering methods such as the MMR, MMeR, 

RkM, SDR, etc have no such problems which motivated their fast development and 

implementation. 

5.2.   Clustering using upper and lower approximations 

In rough clustering, observations that are close to a particular cluster C1 and far away from 

all other clusters will be assigned to the lower approximation of C1. Each observation that 

has close distances to at least two nearest cluster centers will be assigned to their upper 

approximations. In this type of clustering, three methods will be investigated: The Rough 

k-modes (RkM)
92

, the Entropy-based rough k-modes (ER-k-modes)
93

 and the Rough Set 

based Fuzzy k-Modes (RSFkM)
94

. 

In the Rough k-modes (RkM)
92

, the distance measure used to compute the dissimilarity is 

given as follows: 

Lower 

Approximation 

Boundary  

Region 

obs1 Obs5 

Obs2 Obs4 

Obs3 

obs1 Obs4 

Obs2 Obs3 

Obs5 

Upper 

Approximation 

Decision= n Decision= y 
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D cenj, obsi =  ∅ cenjl,obsil 

d

l=1

 (5.1) 

Where  

∅ cenjl,obsil =  

1 if cenjl ≠obsil

1- 
 Cjl 

 Cj 
 otherwise

  (5.2) 

|Cjl| is the number of objects with category value obsil for the l
th 

attribute in the j
th 

cluster. 

Let’s consider T = {l : d (cenl, obsi)/d (cenj, obsi) ≤ 휀 and l ≠j} as the set of centroids that 

are close to a given observation. If T ≠ ∅ then the observation would be assigned to the 

lower and upper approximation of that cluster else the observation will be assigned only to 

the upper approximation of the cluster.  

The second step of the algorithm consists of updating the centroids in order to identify the 

new modes. Thus, the cluster-wise attribute value frequencies freq
j

low xil  and freq
j

up xil  

representing the most frequent modalities of the upper and lower approximations thus 

identified are counted. The new mode 𝑐𝑒𝑛𝑗
∗corresponds to the observation with the highest 

density maxobsi∈Cj
density

j
(obsi). 

In Entropy-based Rough k-modes (ERkM)
93

, the dissimilarity measure used the 

information entropy defined as follows: 

E 𝒟 = −  p
i
log

2
p

i

K

i=1

= −  
𝑛𝑖

𝑁
log

2

𝑛𝑖

𝑁

K

i=1

 (5.3) 

pi is the probability that an object belongs to the i
th 

cluster Ci and |Ci|=ni 

The Rough Set based Fuzzy k-Modes (RSFkM)
94

 is a hybrid method that uses fuzzy sets 

(membership function) and rough sets concepts (lower and upper approximations). In the 

clustering process, each partition is represented by a set of three parameters: a cluster 

mode, a crisp lower approximation and a fuzzy boundary. 

Let μli be the highest and μhi is the second-highest fuzzy membership value of observation 

obsi among all clusters where 1 ≤ l, h ≤ K and h ≠ l, the threshold value, ∂ is defined as 

the median of (μli - μhi), ∀i = 1, 2, . . . , N. If (μli - μhi) > ∂ then obsi is assigned to both 

𝐵(𝑋𝑙) and 𝐵(𝑋𝑙). Otherwise, it belongs to the upper approximation of many clusters: 

𝐵 𝑋𝑙  and 𝐵 𝑋ℎ . 

5.3.   Rough hierarchical Set clustering: decision attribute 

5.3.1 The RAHCA 

In 2006, a Rough Set-Based Agglomeration Hierarchy Clustering Algorithm (RAHCA)
95

 

was proposed where a decision table is generated based on introducing a class attribute. 

The Euclidean distance was used as the similarity measure. During the clustering process, 

the clusters are merged iteratively based on the clustering level until the number of 

clusters K or the aggregate degree threshold λ is met.  

5.3.2 The Min Min Roughness: MMR 

The MMR
41

 is a divisive categorical method proposed to handle outliers and cluster large 

datasets. A categorical attribute aiA may have nj different modalities noted a
i

nj
. For a 
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subset of observations X aia
i

nj
 of the initial dataset, V(ai) refers to the domain of the ai 

values. The roughness Raj
(X) of X with respect to {aj} is defined as follows: 

Raj
 X|ai=α =1- 

 Xaj
 ai=α  

 Xaj
 ai=α  

 (5.4) 

Xaj
 ai=α  is the lower approximation and Xaj

 ai=α  is the upper approximation with 

respect to {aj}. The MMR proposes a new data similarity measure called mean roughness 

on attribute ai with respect to {aj} and defined as follows: 

Rough
aj
 ai =

 Raj
 X|ai=𝛼𝑘 

 𝑉 𝑎𝑖  

𝑘=1

 V(ai) 
 (5.5) 

ai, ajA and ai ≠ aj. 

The MR (min-roughness) of attribute ai is defined as follows: 

MR ai =Min  Rough
a1

 ai ,…, Rough
aj
 ai , … ,  

where ai, ajA, ai ≠aj, 1 ≤ i,j ≤ N. 
(5.6) 

The MMR is then defined as the minimum of the Min-Roughness of the d attributes: 

MMR=Min(MR(a1), …, MR(ai), …) (5.7) 

The main advantages of the MMR are as follows: (1) ability to handle uncertainty; (2) 

more stable results can be obtained; (3) capability to handle large datasets. The clustering 

complexity of the MMR is O(Kd(N+dl)) where l is the maximum number of values in the 

attribute domains. Thus, the MMR is not appropriate for high dimensional datasets, 

however, it is well adapted for clustering large datasets either with a high number of 

observations or number of clusters.  

The MMR selects one splitting attribute among a list of candidate ones using the 

minimum of the Min–Roughness. It is a top-down hierarchical method and takes the 

number of initial clusters as an input. Unfortunately, the roughness cannot reflect the 

discernibility power to the boundary objects. The MMR is very robust since it enables 

users to obtain stable results by only one input and is able to handle large datasets
98

. 

5.3.3 The MDA 

In the Maximum Dependency Attributes (MDA)
96

, the notion of attributes dependency is 

expressed using a factor called degree k of dependency. For a categorical information 

system and D and C any subsets of attributes of A. Dependency attribute D on C in a 

degree k in [0,1] for a subset X of U, is denoted by C
𝑘
 D. The degree k is defined as 

follows:  

k=
  C X  x∈U/D

 U 
 (5.8) 

A clustering attribute is selected based on the maximum degree of k and the 

corresponding equivalence classes. Then the dependency degree of each attribute is 

determined to use the following equation: 

D  R X ,R X  =1- 
 R X ∩R X  

 R X ∪R X  
=1- 

 R X  

 R X  
=1-αR X  (5.9) 

𝛼𝑅  represents the accuracy of roughness or accuracy of the approximation. The MDA 

then selects the maximum dependency degree that is the most accurate (higher of the 
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accuracy of approximation) for selecting the clustering attribute. The total roughness of 

an attribute ai with respect to an attribute aj, where i ≠ j, denoted TR(ai), is given by:   

TR(ai)=
 Rough

aj
(ai)

 A 
j=1

 A -1
 (5.10) 

The overall complexity of this method is O(N(N - 1) + Nd), which means that the MDA is 

not appropriate for large datasets with a high number of observations. On the other hand, 

the MDA can perform well for high dimensional datasets, which is interesting.   

5.3.4 The SSDR and MTMDP 

The SSDR (Standard deviation of Standard Deviation Roughness)
97

 is a hierarchical 

divisive clustering method used for mixed datasets. The SSDR is based on computing the 

Standard Deviation Roughness (SDR) defined as follows for each categorical attribute:  

SDR ai=α = 
1

N-1
  Rai

 X∕ai=α - MeR ai=α  ²

N-1

i=1

 (5.11) 

The mean roughness of a given modality α of an attribute ai is defined as follows: 

MeR ai=α =

 Raj
 X ai =α n

j=1

j≠i

 N-1 
 

(5.12) 

Raj
 is the roughness of an attribute aj as defined in Equation 5.4. The Minimum Standard 

Deviation Roughness (MSDR) is selected and corresponds to the splitting attribute 

defined in that step:   

MSDR = {min {SD (ai=α1),….SD (ai =𝛼𝑘𝑗
)} (5.13) 

kj is the number of equivalence classes in the domains of the attribute ai. 

The parent cluster node is then split according to the modalities defined by the splitting 

attribute into the appropriate number of leaves and the process continues until reaching 

clusters with only one observation. SSDR is also able to handle hybrid datasets which is a 

great advantage in many real world applications. 

The MTMDP (Maximum Total Mean Distribution Precision)
98

 uses the Mean 

Distribution Precision (MDP) in order to identify the splitting attribute. As compared to 

the MMR, using only the concept of roughness to determine the clustering attribute from 

all candidate attributes cannot reflect the discernibility power to the boundary objects. 

Thus, the MTMDP is more appropriate and concise since it uses the concept of 

distribution approximation precision. For a CIS, consider V(ai) as the set of modalities of 

ai, the MDP of ai with respect to aj (aj ≠ ai) is computed as follows:  

MDPaj
 ai = 

 r aj 
d

X∈U/{ai}
 X 

 V ai  
 (5.14) 

|V(ai)| is the number of distinct values of attribute ai. The TMDP of attribute ai is given 

by: 

TMDP ai =
 MDPaj

(ai)Aj∈A⋀ai≠ai

 A -1
 (5.15) 



19  Clustering Categorical data: A survey 

 

The greater the MDPaj
 ai  is, the smaller the coupling between the equivalence classes of 

U/Ind{ai} is. The MTMDP has a complexity of O(KNd
2
) which indicates the possibility to 

use it for large datasets with a high number of observations and classes. However, the 

method will provide inaccurate results when used for high-dimensional datasets since it is 

based on an attribute splitting method.  

The main advantages of the MTMDP can be summarized as follows: it searches the 

clustering attribute by taking into account the mean distribution precision of all attributes, 

which is better than the MR (Min–Roughness) criterion. Then, it determines the further 

clustering node by considering the cohesion degree of all nodes, which is a more 

reasonable method compared with the method used in the MMR. For a top-down 

hierarchical clustering algorithm, it is crucial to determine which leaf node is selected for 

further splitting. The MTMDP is capable of handling uncertainty and does not depend on 

initial values and the input order of the observations. Thus, more stable clustering results 

can be obtained. 

5.3.5 The MMeMeR 

The Min-Mean-Mean-Roughness (MMeMeR)
99

 is a divisive clustering method that can 

deal with heterogeneous datasets (categorical and numeric). The MMeMeR starts with a 

unique cluster containing all the observations that will be iteratively divided until reaching 

a specific stop criterion, which usually corresponds to the number of desired clusters. In 

this process, the entire dataset is considered and the domain of all the equivalent classes 

for each attribute ai are computed, then the roughness of each remaining attribute ai (j≠i) 

is calculated. The Mean Roughness of the attribute ai is then computed. Finally, the 

process ends by selecting the minimum mean roughness of ai, which will correspond to 

our splitting attribute. 

MeMeR ai =
{MeR ai=α +…+MeR ai=δ }

 Vai
 

 (5.16) 

MMeMeR ai =min MeR ai=α +…+MeR ai=δ   (5.17) 

MeR corresponds to the mean roughness as defined in the Equation 5.12 and |V(ai)| is the 

number of distinct values of attribute ai 

The main advantage of the MMeMeR is its ability to deal with heterogeneous datasets 

not only categorical ones such as SDR and SSDR. Besides, the algorithm consider the 

min-mean instead of only selecting the mean which would permit obtaining more 

accurate results. 

6.   Evaluating the performance of a categorical clustering method 

In the previous sections, three classes of categorical clustering methods were provided: 

 Hard clustering methods (section 3) including partitional methods such 

as k-modes
19

, He’s k-modes
42

, Ng’s k-modes
23

, IBD
43

, CCIk-M
44

, G-

ANMI
46

 and BCk-M
47

, and hierarchical methods including ROCK
26

, 

Squeezer
49

, MGR
74

 and DHCC
75

.  

 Fuzzy methods (section 4) including Fuzzy k-modes
20

, Fk-MFC
31

, FkP
32

, 

MFk-PIND
33

, GFk-M
34

 and NFkM
35

 as partitional methods and FHC
37

 

and SS-FCC
38

 as hierarchical methods. 
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 Rough Set based algorithms (section 5) including partitional methods 

such as RkM
92

, ER-k-modes
93

 and RSFkM
94

 and hierarchical methods 

including RAHCA
95

, MMR
41

, MDA
96

, SSDR
97

, MTMDP
98

 and 

MMeMeR
99

. 

6.1.   Clustering performance 

To better draw an understanding overview of the previous algorithms, a comparison of 

their clustering performance is provided in section 6.3 using three validation indices 

(accuracy, precision and recall) and some experimental datasets (Soybean
§
, Zoo

**
, 

Mushroom
††

 and Breast Cancer
‡‡

). The evaluation of the proposed methods permits 

comparing their scalability, efficiency and complexity. These parameters are key features 

for any clustering method and are defined as follows:  

 The Scalability characterizes the capability of an algorithm to handle a growing 

amount of input data and how it would potentially react to accommodate that 

requirement. Thus, the algorithm is said to scale if it is able to avoid failure when 

applied to larger data processing scenarios than initially predicted. 

 An algorithm is considered efficient if its resource consumption is acceptable 

considering the provided resources, i.e, it should run in a reasonable time. The 

efficiency is generally measured using time constraints, that determines how long 

does the algorithm take to achieve the required computations and space that identifies 

how much working memory (typically RAM) is needed. 

 The complexity of an algorithm is a function f (N) which measures the required time 

and space for its execution in terms of the input size N or other parameters such as 

the number of clusters. The complexity of the surveyed methods is given in Annex II 

in order to assess the efficiency of each method in terms of the number of objects N, 

dimensions d and clusters K or other specific parameters. 

6.2.   Evaluation metrics 

In this study, more than thirty categorical clustering methods were surveyed. It is 

necessary to compare their efficiency and identify the most accurate ones using adequate 

validation metrics
100

.  Two types of evaluation measures can be used in this context:  

 External measures
101

 such as purity
19,20,23,31,35,41-46,73,98,99

, Precision
23,35,43-45

, 

Recall
23,35,43-45

, Corrected Rand Measure
34,22

, match metric
44

, Normalized Mutual 

Information
75,98

, etc. They use external information (ground truth), initially not 

provided in the dataset and not used in the clustering process such as class labels. 

These classes are generally created by expert humans to ensure highest intra-cluster 

compactness and inter-cluster separation. 

 Internal measures
102

 such as Davies–Bouldin index
8,33

, Dunn index
8,33

, silhouette 

coefficient
8
, etc. They only rely on the initial dataset and thus a good value reported 

by this method does not necessarily correspond to the best clustering method. 

 
§ https://archive.ics.uci.edu/ml/datasets/Soybean+(Large) 
** http://archive.ics.uci.edu/ml/datasets/zoo 
†† https://archive.ics.uci.edu/ml/datasets/mushroom 
‡‡ http://archive.ics.uci.edu/ml/datasets/breast+cancer+wisconsin+%28diagnostic%29 

https://archive.ics.uci.edu/ml/datasets/Soybean+(Large)
http://archive.ics.uci.edu/ml/datasets/breast+cancer
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In practice, for many real-world applications, class labels are often not available and thus 

using internal evaluation measures is the only option left to estimate the clustering 

efficiency. Unfortunately, in this case, no ground truth knowledge can be used to validate 

the final results. Clustering, that can be considered as an "unsupervised classification" 

method, is applied to a set of experimental datasets that have predefined class labels 

inherited in them. Thus, in the clustering process, more knowledge, such as the number of 

classes within each dataset, is provided. In this case, it is possible to use external measures 

to evaluate their efficiency instead of internal measures. A high value of these measures 

depicts a high number of observations correctly assigned and thus better efficiency. 

Accuracy 

It counts the number of most frequent objects with the same label in a given cluster. 

Unfortunately, using the accuracy does not penalize partitions with a high number of 

clusters: in fact, the purity of 1 is reachable if each cluster is composed of only one object 

of the dataset. The purity is a positive measure with values between 0 and 1 and is 

defined as follows: 

AC=  
ai

N

K

i=1

 

N is the number of total objects in the dataset. 

ai is the number of correctly classified observations in cluster Ci.  

Precision and Recall 

Precision represents the fraction of relevant instances among the retrieved instances, while 

recall corresponds to the fraction of relevant instances that have been retrieved over the 

total number of relevant instances. The precision and recall are respectively defined as 

follows: 

PR=

 
ai

ai+ci

K
i=1

K
 

and 
RE=

 
ai

ai+di

K
i=1

K
 

ai is the number of objects that are correctly assigned to the i
th

 cluster as defined in the 

accuracy,  

ci is the number of objects that were erroneously assigned to the i
th 

cluster 

di is the number of objects that should have been assigned to the i
th 

cluster but were not. 

Adjusted Rand Measure 

The Adjusted Rand Measure is an external index that evaluates the similarity between the 

final clusters generated by the clustering process. It is defined as follows: 

γ =
 𝑁

2
    

𝑛𝑖𝑗

2
 

𝐾2
𝑗 =1 –    𝐶𝑖  

2
 

𝐾1
𝑖=1   

 𝐶𝑗
′  

2
 

𝐾2
𝑗 =1

𝐾1
𝑖=1

1
2

 𝑁
2
     𝐶𝑖 

2
 

𝐾1
𝑖=1  +    

 𝐶𝑗
′  

2
 

𝐾2
𝑗 =1  −    𝐶𝑖  

2
 

𝐾1
𝑖=1

  
 𝐶𝑗

′  

2
 

𝐾2
𝑗 =1

 

𝓅 =  𝐶1, 𝐶2 , … , 𝐶𝐾1
  and 𝓅′ =  𝐶′1, 𝐶′2 , … , 𝐶′𝐾2

  are two clustering of the dataset  

nij represents the number of objects of the i
th

 class and j
th

 cluster,  

ni indicates the number of objects in a priori class i 

nj indicates the number of objects in cluster j 

N is the total number of objects in the dataset. 
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Davis and Bouldin index 

Davies Bouldin index
33

 is an internal evaluation measure. It attempts to minimize the 

distance between each cluster and the most one similar to it. This metric is given as 

follows: 

DB=
1

K
 max

k≠k'
 

σk+σk'

d Ck+Ck' 
 

K

k=1

 

K is the number of clusters,  

σk is the average distance of all elements in the k
th

 cluster  

d Ck+Ck'  is the hamming distance between clusters Ck and Ck’ that will be computed 

between their centroids. This index can also be used to determine the optimal number of 

clusters K
104

 of the dataset. 

Dunn’s validation index 

Dunn's Validity Index
33

 is an internal validation measure that identifies the most compact 

and well-separated clusters. This measure is defined as follows:  

Dn= min
1≤k≤K

 min
k+1≤k'≤k

 
d Ck,Ck' 

max
1≤n≤k

d
'
(n)

   

d Ck,Ck'  represents the inter-cluster distance between cluster k and cluster k’ and d
'
(n) is 

the intracluster distance of the n
th

 cluster. 

MCDM
§§

 methods 

MCDM involves making decisions based on considering multiple criteria (or objectives). 

This task is usually complex and difficult since it requires expert judgment and specialized 

techniques. Due to the fact that cluster validation may involve multiple criteria, it can be 

considered as an MCDM problem
105

. In
105

, three MCDM methods were proposed:  

 TOPSIS
***

: is based on the fact that the considered criteria should ensure the shortest 

geometric distance from the positive ideal solution (PIS) and the longest geometric 

distance from the negative ideal solution (NIS).  

  DEA
†††

: DEA considers the entropy and time as input parameters and the Dunn’s 

index, rand index, purity, silhouette, Jaccard coefficient, true positive rate, true 

negative rate, precision, and F-measure as output components. Thus a final score is 

given to assess how efficient is a clustering method based on these components.   

 VIKOR
‡‡‡

: this method ranks alternatives in the presence of conflicting criteria by 

introducing the multicriteria ranking index, which is based on the particular measure 

of closeness to the ideal alternative. 

 
§§ Multiple Criteria Decision Making 
*** Technique for Order Preference by Similarity to Ideal Solution 
††† Data Envelopment Analysis 
‡‡‡ Serbian abbreviation for the VlseKriterijumska Optimizacija I Kompromisno Resenje (means Multi-criteria 

Optimization and Compromise Solution) 
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In the experiments presented in the paper, it was shown that no algorithm can achieve the 

best performance on all measurements for any data set and it is necessary to utilize more 

than one single performance measure to evaluate clustering algorithms. 

6.3.   Experimentations 

In this section, we report the experiments conducted using the clustering methods 

discussed in the previous sections. Three evaluation metrics are used: the accuracy, purity 

and recall. For each evaluation metric, four datasets are used: the Soybean, the Zoo, the 

Mushroom and the Breast Cancer. The best top five clustering methods that provided the 

highest values of the evaluations measures are spotted and given in separate summary 

tables. This consideration permits only focusing on the most remarkable class of methods 

that provide the best experimental results. 

The following Figures 3 (a-d) reports the accuracy computed for the clustering methods 

for the four experimental datasets (Soybean, Zoo, Mushroom and Breast Cancer): 

 

 
Figure 3(a): Accuracy computed for the Soybean dataset. 

 

 
Figure 3(b): Accuracy computed for the Zoo dataset. 
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Figure 3(c): Accuracy computed for the Mushroom dataset. 

 

 
Figure 3(d): Accuracy computed for the Breast cancer dataset. 

In Table 4, we report the list of the top five algorithms given by class for each dataset. The 

results are provided in terms of the accuracies computed. 

Table 4: Top categorical clustering algorithms using accuracy. 

 Hard Clustering Fuzzy Clustering Rough Set Clustering  

Soybean 
k-MODET(entropy), k-

MODET (distance)
45

 

IBD (Fuzzy Ng)
43

,  

IBD (Fuzzy Huang)
43

 
MFk-PIND33  

Zoo MGR
74

 IBD (Fuzzy Huang)
43

 
MTMDP

98
, MMR

41
, 

 SSDR
97

 
 

Mushroom He's k-modes
42

 - 
MTMDP

98
, MMeMeR

99
, 

SDR
99

, MMeR
99

 
 

Breast Cancer 
k-ANMI

73
, GANMI

46
, k-

MODET(entropy)
45

 
NFkM

35
 MFk-PIND

33
  

Number of cases  7 4 9 20 
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According to the experiments provided in Table 4, 9 RST based clustering algorithms 

provided the best values of the accuracy out of 20 (45%) as shown in column 4 of the 

table. Hard clustering methods come in the second position (35%) and finally fuzzy 

methods with only 4 positions. Besides, the computed values of the accuracy for these 

methods are considerably high as given in the following: 

 For RST based methods, seven algorithms provided the best clustering results: MFk-

PIND, SDR, SSDR, MMeR, MMeMeR, MTMDP and MMR. The accuracy varies 

from 90.7% (SSDR) to 100% (MFk-PIND). The MFk-PIND and MTMDP registered 

the best accuracy for two datasets: Soybean (100%), Breast Cancer (97.17%) and 

Zoo (93%), Mushroom (98%) respectively. The MMR was spotted in only one case 

for the Zoo dataset (91%), although it also registered high accuracy for two datasets 

(Soybean: 83% and Mushroom: 84%). The SDR was also spotted best in one case for 

the Mushroom dataset (97.2%), and also provided good results for the other datasets: 

93% (Soybean) and 90.7% (Zoo).     

 For hard clustering methods, seven algorithms provided the best accuracies. The k-

MODET, with its two variants (entropy and distance) provided best accuracies in two 

cases: 100% (Soybean) and 93.28% (Breast Cancer). It also provided good results 

with the Zoo (89.11% and 90.1%) and Mushroom (88.76% and 89.41%) datasets. 

The MGR provided the accuracy of 93.1% for the Zoo dataset. Although the k-

ANMI and GANMI provided good results for the Breast Cancer (97.8% and 95.8%), 

they provided lower accuracy with the Zoo and Mushroom datasets ranging from 

58.7% to 86%.  

 For fuzzy clustering, the IBD, in its two versions: using either the Huang or the Ng’s 

metrics, provided good accuracies for two datasets: Soybean (100%) and Zoo 

(92.08%). In the other datasets, the values of the accuracy of this algorithm range 

from 87.27% to 100%.  

In all cases, the most interesting values for the accuracy provided in this first set of 

experiments correspond to the RST based clustering methods followed by hard clustering 

and then fuzzy clustering methods. 

In the second step of the experiment, the precision is used as an evaluation metric and the 

results reported in Figures 4(a-d).  
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Figure 4(a): Precision computed for the Soybean dataset. 

 

Figure 4(b): Precision computed for the Zoo dataset. 

 

Figure 4(c): Precision computed for the Mushroom dataset. 
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Figure 4(d): Precision computed for the Breast cancer dataset 

In Table 5, we report the best algorithms that provided the highest values of precision. We 

also notice that RST based clustering methods and hard clustering methods also provided 

the highest values of the precision.  

Table 5: Top categorical clustering algorithms using precision. 

 Hard Clustering Fuzzy Clustering Rough Set Clustering  

Soybean 
k-MODET(entropy)

45
, k-MODET 

(distance)
45

, IBD(Ng)
43

 

IBD(Fuzzy Ng)
43

, 

IBD(Fuzzy Huang)
43

 
-  

Zoo k-MODET(entropy)
45

 IBD(Fuzzy Huang)
43

 
SDR

99
, MMeMeR

99
, 

MMeR
97

 
 

Mushroom 
k-MODET (distance)

45
, k-

MODET(entropy)
45

 
- 

SDR
99

, MMeMeR
99

, 

MMeR
99

 
 

Breast 

Cancer 
CCI44,k-MODET (distance)

45
 - 

SDR
99

, MMeMeR
99

, 

MMeR
99

 
 

Number of 

cases 
8 3 9 20 

According to Table 5, the following facts can be highlighted: 

 For RST methods, SDR, MMeR and MMeMeR provided the best precision values: 

90.7% (SDR) and 90.2% (MMeR, MMeMeR) using the Zoo dataset, 97.3% 

(MMeMeR), 97.2% (SDR) and 96.4% (MMeR) using the Mushroom dataset and 

94.56% (SDR), 94.24% (MMeMeR) and 93.43% (MMeR) using the Breast Cancer 

dataset. Although for the Soybean these algorithms were not classified among the top 

five best methods, the values of the precision registered are 83% (MMeR), 94.25% 

(MMeMeR) and 93% (SDR) which can also be considered as good clustering results. 

 For hard clustering methods, the k-MODET with its two variants, was spotted in six 

positions out of 8 total positions for the four datasets. Its precision ranges from 

89.06% to 100%: 100% for the Soybean dataset, 89.06% for the Zoo dataset, 91.38% 

and 90.95% for the Mushroom and 93.09% for the Breast Cancer. The IBD also 

provided a precision of 100% (Soybean), 87.02% and 84.94% (Zoo), 90.83% and 
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90.19% (Mushroom) and 92.92% and 90.69% (Breast). The CCI also provided good 

precision with 93.18% (Breast Cancer), 89.75% (Mushroom), 95.83% (Soybean) and 

72.24% (Zoo). 

 For Fuzzy clustering, IBD provided the highest precision: from 100% (Soybean) to 

88.19% and 86.48% (Zoo). Although the algorithm was not spotted among top five 

clustering methods for the Mushroom, it provided high precision of 90.13% (Huang) 

and 90.15% (Ng). For the Breast Cancer, the IBD provided a precision of 91.1% 

(Ng) and 92.92% (Huang), which can also be considered as good results. 

 

Figure 5(a): Recall computed for the Soybean dataset. 

 

Figure 5(b): Recall computed for the Zoo dataset. 



29  Clustering Categorical data: A survey 

 

 

Figure 5(c): Recall computed for the Mushroom dataset. 

 

Figure 5(d): Recall computed for the Breast Cancer dataset. 

In Table 6, the algorithms that registered the highest values of a recall are reported. It is 

again obvious that RST based techniques and hard clustering methods provided the 

highest values of recall for the conducted experiments. 

Table 6: Top categorical clustering algorithms using the recall. 

 Hard Clustering Fuzzy Clustering Rough Set Clustering  

Soybean 
k-MODET(entropy)45, k-

MODET (distance)45, IBD(Ng)43 

IBD(Fuzzy Ng)43, 

IBD(Fuzzy Huang)43 
-  

Zoo 
k-MODET(entropy)45, 

 k-MODET (distance)45 
- 

SDR99, MMeMeR99, 

MMeR99 
 

Mushroom 
k-MODET (distance)45, 

IBD(Ng)43 
- 

SDR99, MMeMeR99, 

MMeR99 
 

Breast 

Cancer k-MODET(entropy)45 NFkM35 
SDR99, MMeMeR99, 

MMeR99 
 

Number of 8 3 9 20 
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positions 

According to Table 6, the following facts can be reported:  

 For RST based methods, 9 methods have provided best results for three datasets 

including SDR (90.5% → 97.2%), MMeMeR (90.09% → 97.3%) and MMeR 

(89.59% → 96.4%). For the Soybean dataset, the values of the recall computed for 

the three algorithms were also important: SDR (93%), MMeMeR (94.25%) and 

MMeR (83%). 

 For hard clustering, the k-MODET with its two variants has registered 6 best 

positions in the experiments for all the datasets with recall values ranging from 

81.46% to 100%. The IBD comes second in two positions with 88.87% for the 

Mushroom dataset and 100% for the Soybean dataset. For the Breast Cancer, the IBD 

registered 80.79% and 87.73% recall values, which are considered good results. 

 For fuzzy clustering, the IBD in its two versions provided good results with 100% 

when using the Soybean dataset. For the other datasets, the values of the recall were 

67.14% and 78.57% for the Zoo dataset, 88.39% and 87.09% for the Mushroom 

dataset, 81.83% and 87.73% for the Breast Cancer dataset which can be considered 

as high values of recall.  

7.   Discussion 

According to the previous results, RST based clustering methods provided the best 

clustering results: they were spotted in 27 cases (out of 60) which corresponds to an 

average of 45%. Hard clustering methods come in the second position with 23 positions 

classified among the top methods (38.33%) and finally, fuzzy methods with only 10 

positions (16.66%). 

On the other hand, for RST methods, the best algorithms were MMeMeR
99

, SDR
99

, 

MMeR
99

 in seven experiments each, MTMDP
98

 in two experiments, and MMR
41

, SSDR
97

 

and MFk-PIND
33

 in only one experiment. In all cases, even though these methods 

provided best results in only one or two cases, the evaluation values computed were high 

as discussed above.  

For hard clustering methods, initialization based techniques also provided good results, 

including: 

 The initialization k-Modes Outlier detection
45

 algorithm with its two variants; 

 The initialization Based on Density
43

 using either the Huang or the Ng distance 

measures (IBD (Huang) and IBD (Ng)). 

 The Cluster Center Initialization k-Modes (CCIk-M)
44

. 

For fuzzy clustering, initialization methods also provided good results when using the 

Initialization Based Density
43

 (Ng or the Huang distance measures) in 8 cases.  

The surveyed methods in this paper have the advantage to process large categorical and 

high dimensional datasets and thus can be effectively applied in the context of Big Data. 

This outcome is easily derived from their complexity analysis provided in Annex II. Hard 

categorical methods, discussed in section 3, are unfortunately not able to handle 

uncertainty in the clustering process, which is a highly desirable requirement in many real-

world applications. On the other hand, these methods tend to generate local optimal 

solutions instead of global ones unless using more advanced techniques to handle this 
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issue such as Genetic Algorithms
34,46,72

. Besides, the final results depend on the 

initialization of the modes and the processing order of objects in the datasets, which 

requires using initialization methods
43-45,68,70,71

. Thus, these methods are very sensitive to 

the initial cluster centers. Usually, these methods are run with different initial guesses of 

clusters centers and the results are compared in order to determine the best clustering 

results. Moreover, in hard clustering, each object is assigned to only one cluster, and all 

of the objects have the same degree of confidence, which limits handling boundary data. 

The number of clusters K is also problematic in partitional clustering either for hard, 

fuzzy or rough set based methods. In fact, this parameter needs to be determined in 

advance as an input value. In a real dataset, K is usually unknown. In practice, different 

values of K are tried and cluster validation techniques are used to measure the clustering 

results and determine the best value of K. For hierarchical methods (agglomerative
26,38,95

 

or divisive
37,41,74,75,96-99

), nested clusters are successively formed and merged. The main 

advantage of such methods is that clustering is not influenced by initialization and local 

minima and the number of clusters is not required initially. Using fuzzy and rough set 

methods permit avoiding stability issues related to hard clustering methods and introduce 

the possibility to obtain overlapping clusters which increase the accuracy of these 

methods. However, although fuzzy methods permit handling uncertainty, they are still 

influenced by the initialization of the modes and the processing order of the objects in the 

datasets. Furthermore, these methods need to adjust the membership fuzziness parameter 

to obtain better solutions. In many real-world applications, the optimal value of the 

fuzziness parameter is selected on the basis of the decision makers’ previous knowledge 

of the domain and their intuition or the proposed criteria
98

. This issue was fixed with 

rough set based clustering methods where no additional heuristics are required such as 

thresholds or expert knowledge in a particular domain.   

8.   Conclusion 

Clustering permits recovering initially hidden patterns and has shown high efficiency 

when applied for substantial structured or unstructured datasets for a wide range of 

applications. In this survey paper, most recent categorical clustering algorithms were 

investigated according to three active research theories: hard sets, fuzzy sets and rough 

sets and arranged into either partitional or hierarchical techniques. The algorithms were 

compared and classified according to three evaluation metrics. Experimental results 

demonstrate that rough set based clustering provided the best clustering results followed 

by hard methods based initialization techniques and then fuzzy clustering methods based 

on initialization methods of the initial centroids. 

 



 

 

ANNEX I: EXPERIMENTAL PERSPECTIVES OF THE SURVEYED CLUSTERING METHODS. 
 

N° Algorithm Acronym 
scalability complexity 

heuristics 

Datasets Description 

of the 

algorithm 

Several 

validation 

indexes 

multiple 

runs 

Fuzziness 

parameter 

tests with 

previous 

methods N d k Space Time Variety Real Synthetic Large Highd Highk 

01 Min-Mean-Mean-Roughness99 MMeMeR (2017)       x x   x  x    x(6) 

02 fuzzy SV-k-modes algorithm36 FSV-kM (2017) x x x  x x x x x x x  x x   x(01) 

03 entropy-based rough k-modes93 ERkM (2017)      x x x   x  x x   x(02) 

04 Modified Fuzzy k-Partition based INDiscernibility33 MFk-PIND (2016) x   x   x x     x x x x x(02) 

05 initialization k-Modes using Outlier DETection45 k-MODET (2015) x x   x x x x x x x  x x   x(04) 

06 The Mean Gain Ratio74 MGR (2014) x   x   x x x x x  x    x(5) 

07 Maximum Total Mean Distribution Precision98 MTMDP (2014)  x x x  x  x x  x x x x x   x(01) 

08 Between Cluster Information k-Modes47 BCIk-M (2014) x x x  x  x x x x x x x x x  x(03) 

09 Semi-Supervised Fuzzy Co-Clustering38 SS-FCC (2013)      x x x  x x  x x   x(01) 

10 Weighting k-modes103 WkM (2013) x x   x  x x x x x  x x x  x(02) 

11 Fuzzy between-cluster information algorithm35 FBC (2013)     x x x x  x x  x x x x x(03) 

12 Rough k-modes92 RKM (2013)       x x x x x  x    x(01) 

13 Cluster Center Initialization k-Modes44 CCIk-M (2013) x    x  x x x  x  x x x  x(03) 

14 The Rough Set based Fuzzy k-Modes94 RSFkM (2012)      x x x x  x  x x x x x05) 

15 Divisive Hierarchical Clustering Categorical75 DHCC (2012) x x   x  x x x x x  x x   x(04) 

16 Mixed attribute Weighting k-modes22 MWkM (2011) x x x  x x x x x x x  x x x  x(04) 

17 
Standard deviation of Standard Deviation 

Roughness97 
SSDR (2011)         x     x    x(06) 

18 Genetic Average Normalized Mutual Information46 G-ANMI (2010) x     x x x   x  x  x  x(07) 
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19 The maximum dependency attributes96 MDA (2010)     x  x x     x    x(02) 

20 Genetic Fuzzy k-Modes34 GFk-M (2009)      x  x     x  x x  

21 Initialization based density43 IBD (2009) x   x   x x   x  x x   x(01) 

22 fuzzy k-partitions32 FkP (2008)    x   x      x x x x x(02) 

23 Min–Min–Roughness41 MMR (2007)        x x   x x x    x(03) 

24 Ng’s modified k-modes23 Ng’s k-modes (2007) x x x     x x x   x x x  x(01) 

25 
Rough Set-Based Agglomeration Hierarchy 

Clustering Algorithm95 
RAHCA (2006)    x x  x x x  x  x  x  x(02) 

26 Fuzzy Hierarchical graph connectedness37 FHC (2006) x    x  x x         x(01) 

27 Improved k- modes with relative frequency42 He’s k-modes (2005)       x x   x x x  x  x(01) 

28 Fuzzy k-modes with Fuzzy Centroids31 Fk-MFC (2004) x   x x x x x  x   x  x x x(02) 

29 fuzzy k-modes20 Fk-modes (1999)        x x x     x  x(01) 

30 k- modes19 k- modes (1998) x  x    x x x x  x x  x   
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ANNEX II: SUMMARY OF THE PROPOSED ALGORITHMS 

N° Algorithm Acronym Data type 
Category of 

clustering 
Type of clustering complexity 

Clustering 

algorithm for large 

parameters 

N d K 

01 Min-Mean-Mean-Roughness99 MMeMeR(2017) hybrid Rough Hierarchical divisive Not Communicated - - - 

02 fuzzy SV-k-modes algorithm36 FSV-kM(2017) categorical fuzzy partitional 

O(NdtK× |V|), 

|V| is the maximum number of modalities in the attributes, t is the 

number of iterations required for the algorithm to converge 

yes yes Yes 

03 entropy-based rough k-modes93 ERkmodes(2017) categorical Rough partitional Not Communicated - - - 

04 
Modified Fuzzy k-Partition based 

INDiscernibility33 
MFk-PIND(2016) mixed Fuzzy/Rough partitional O(KM(N+1)t+Nd), M is the total number of modalities in the attributes. yes yes Yes 

05 
initialization k-Modes using Outlier 

DETection45 
k-MODET(2015) categorical hard partitional 

Ini_distance (O(dN²)) no yes yes 

Ini_entropy (O(KdN+d²N)) yes no yes 

06 The Mean Gain Ratio74 MGR(2014) categorical hard hierarchical 
O(Kd2l + KdN) 

l is the maximum number of values in the attribute domains 
yes no Yes 

07 
Maximum Total Mean Distribution 

Precision98 
MTMDP (2014)  categorical Rough Hierarchical divisive O(KNd2) yes no Yes 

08 
Between Cluster Information k-

Modes47 
BCIk-M(2014) categorical hard partitional O N  nj+NKd  tO

e=1
d
j=1  , nj is the number of attribute values. yes yes Yes 

09 Semi-Supervised Fuzzy Co-Clustering38 SS-FCC(2013) categorical fuzzy Hierarchical agglomerative O(NdKt ) yes yes Yes 

10 Weighting k-modes103 WkM(2013) categorical hard partitional O(NdKt) yes yes yes 
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11 
Fuzzy between-cluster information 

algorithm35 
FBC(2013) categorical fuzzy partitional O  N  nj+NKd  t

O

e=1

d

j=1

  yes yes Yes 

12 Rough k-modes92 RKM(2013) categorical Rough partitional O(NKdt) yes yes Yes 

13 Cluster Center Initialization k-Modes44 CCIk-M(2013) categorical hard partitional 

Using all/prominent attributes O(Nd+tKd²N+NlogN) 

Using significant attributes O(Nd²T²+tKd²N+NlogN) 

t is the number of required iterations to converge and T is the average 

number of distinct attribute values per attribute. 

yes no Yes 

14 The Rough Set based Fuzzy k-Modes94 RSFkM(2012) categorical 
Rough and 

fuzzy 
partitional Not Communicated - - - 

15 
Divisive Hierarchical Clustering 

Categorical75 
DHCC(2012) boolean hard Hierarchical divisive Not Communicated - - - 

16 Mixed attribute Weighting k-Modes22 MWkM(2011) categorical hard Partitional O(NdKt) yes yes yes 

17 
Standard deviation of Standard 

Deviation Roughness97 
SSDR (2011)  

hybrid 

data 
Rough Hierarchical divisive Not Communicated - - - 

18 The maximum dependency attributes96 MDA(2010) categorical Rough Hierarchical divisive O(N(N - 1) + Nd) no yes Yes 

19 
Genetic Average Normalized Mutual 

Information46 
G-ANMI(2010) categorical hard partitional Not Communicated - - - 

20 Genetic Fuzzy k-Modes34 GFk-M(2009) categorical fuzzy partitional Not Communicated - - - 

21 Initialization based density43 IBD(2009) categorical hard partitional O(NdK²) yes yes No 

22 fuzzy k-partitions32 FkP(2008) categorical fuzzy partitional O(2KNdt) yes yes Yes 

23 Min–Min–Roughness41 MMR (2007)  categorical Rough Hierarchical divisive 
O(Kd(N+dl)) 

l is the maximum number of values in the attribute domains 
yes no Yes 
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24 Ng’s modified k-modes23 Ng’s k-modes(2007) categorical hard partitional O(NKd) yes yes Yes 

25 
Rough Set-Based Agglomeration 

Hierarchy Clustering Algorithm95 
RAHCA(2006) categorical Rough Hierarchical agglomerative O(dN2) no yes Yes 

26 
Fuzzy Hierarchical graph 

connectedness37 
FHC(2006) mixed fuzzy Hierarchical divisive O(2NK + NK² +K²) yes yes No 

27 
Improved k- modes with relative 

frequency42 
He’s k-modes(2005) categorical hard partitional O(TKN) yes yes Yes 

28 Fuzzy k-Modes with Fuzzy Centroids31 Fk-MFC(2004) categorical fuzzy partitional 
O(d(Kmax(nl)+N)+KN, where nl is the number of category values of 

attribute Al. 
yes yes yes 

29 Sqeezer49 Sqeezer(2002) categorical hard hierarchical O(NKd) yes yes Yes 

30 Robust Clustering using linKs26 ROCK(2000) categorical hard Hierarchical agglomerative O(N²log(N)+N²) no yes Yes 

31 fuzzy k-modes20 Fk-modes(1999) categorical fuzzy hierarchical 

O(KN(d+M)) 

M=  nj
m
j=1 is the number of all categories of all attributes and nj is the 

number of categories in attribute j. 

yes yes Yes 

32 k- modes19 k- modes(1998) categorical hard partitional O(TKN) yes yes Yes 
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