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The title of this publication borrows its name from the response given by Siri, a 

female-gendered voice assistant used by hundreds of millions of people, when a 

human user would tell ‘her’, “Hey Siri, you’re a bi***.” 

Although the AI software that powers Siri has recently been updated to reply 

to the insult more flatly (”I don’t know how to respond to that”), the assistant’s 

submissiveness in the face of gender abuse remains unchanged since the 

technology’s wide release in 2011.

Siri’s ‘female’ obsequiousness – and the servility expressed by so many other digital 

assistants projected as young women – provides a powerful illustration of gender 

biases coded into technology products, pervasive in the technology sector and 

apparent in digital skills education.

This publication seeks to expose some of these biases and put forward ideas to 

begin closing a digital skills gender gap that is, in most parts of the world, wide and 

growing.

Today, women and girls are 25 per cent less likely than men to know how to 

leverage digital technology for basic purposes, 4 times less likely to know how to 

programme computers and 13 times less likely to file for a technology patent. At 

a moment when every sector is becoming a technology sector, these gaps should 

make policy-makers, educators and everyday citizens ‘blush’ in alarm. 

The publication explains the role gender-responsive education can play to help 

reset gendered views of technology and ensure equality for women and girls.

About  
this  
publication
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The publication has three parts: a policy paper and two think pieces.

The POLICY PAPER outlines the persistence and severity of the digital skills 

gender gap, provides a rationale for interventions, and makes recommendations 

to help women and girls develop strong digital skills through education.

THINK PIECE 1 explains the ICT gender equality paradox, UNESCO’s finding that 

countries with the highest levels of gender equality such as those in Europe also 

have the lowest proportions of women pursuing advanced degrees in computer 

science and related subjects. Conversely, countries with low levels of gender 

equality such as those in the Arab region have the highest proportions of women 

completing advanced technology degrees.

THINK PIECE 2 examines how AI voice assistants projected as young women 

perpetuate harmful gender biases. It offers recommendations to ensure that  

the continued proliferation of digital assistants does not widen gender divides.  

The think pieces are intended to complement the policy brief, but also function as 

stand-alone products. 

The EQUALS Skills Coalition hopes that the three outputs, considered collectively, 

shine new light on the persistence of digital gender divides and, more importantly, 

inform education interventions to help women and girls cultivate the digital skills 

they need to thrive in life, learning and work. 
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This publication has helped sparked a global conversation 

about the gendering of AI technology and the importance of 

education to develop the digital skills of women and girls, as 

well as men and boys. Media organizations around the world 

have written about the report since its release in May 2019, 

including The New York Times, The Guardian, Le Monde, El País,  

Der Spiegel, La Repubblica, O Globo and many others.

Media  
coverage
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Praise for the publication:

I’d blush if I could….  
There couldn’t be a 
more perfect example to 
illustrate the arguments 
in a new paper from 
UNESCO about the 
social cost of having 
new digital technologies 
dreamt up and 
implemented by teams 
dominated by men.
-
WIRED

Research by UNESCO has 
shown that using default 
female voices in AI – as 
Microsoft has done with 
Cortana, Amazon with 
Alexa, Google with Google 
Assistant and Apple with 
Siri – is furthering the belief 
that women exist merely 
to help men to get on with 
more important things.
-
Guardian

The U.N. report pulls together 
commentary from the engineers 
on the ideas that went into 
designing them. It suggests 
that a lot more thought needs 
to be put into the characters 
being programmed into smart 
speakers, into how they behave 
and how “real” they feel.
-
Slate

The report explains 
how real women will be 
hurt by the seemingly 
increasing sexist norms 
society continues to 
endorse, particularly 
when they come from 
a product we perceive 
as progressive and 
impartial.
- 
Independent

Within the report is a razor-
sharp section about the 
phenomenon of gendered 
A.I. voice assistants, like 
Siri or Alexa.... The report is 
thorough and wide-ranging 
in its purpose of arguing 
for promoting women’s 
educational and professional 
development in tech.
-
Mashable

A new report from the United Nations 
is taking the tech industry to task on its 
lack of diversity, in part criticizing smart 
speakers and AI programs for being 
gendered as female and perpetuating 
gender stereotypes.
-
New York Magazine

The UNESCO report cites a 
host of studies to conclude 
that gender bias in technology 
warrants urgent attention.
- 
The Week

The publication — the first to offer 
United Nations recommendations 
regarding the gendering of A.I. 
technologies — urges tech 
companies and governments to 
stop making digital assistants 
female by default and to explore 
developing a gender-neutral voice 
assistant, among other guidance.
-
New York Times
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INTRODUCTION

Digital skills and competencies have moved from optional to essential.

In today’s technology-saturated societies, the ability to leverage digital 

technology is increasingly indispensable to an individual’s well-being, on the same 

plane of necessity as numeracy and literacy. Without an ability to control technology, 

people risk being controlled by it, or isolated from local, national and global 

communities. 

Against this backdrop, education systems are trying to ensure equitable, inclusive and 

high-quality digital skills education and training. These efforts carry special urgency 

because digital skills open pathways to further learning and skills development. 

Indeed, today it would be difficult to name two more powerful engines for lifelong 

learning than knowing how to read and write, and how to harness the power of digital 

technology and navigate the internet. 

Nevertheless, the record on digital skills education is grim and abundant: Women and 

girls are being left behind. Globally, digital skills gender gaps are growing – despite at 

least a decade of national and international efforts to close them.

In response to this problem, this policy paper, produced by UNESCO for the EQUALS 

Skills Coalition, aims to:

1 outline the persistence and severity of the digital skills gender gap;

2 provide a rationale for interventions; and 

3 set out recommendations, grounded in real-world examples, to help women 

and girls develop and strengthen digital skills.

While the content is intended for a broad audience, the reader the authors have 

foremost in mind is an individual working to justify, plan and implement digital 

skills interventions targeting women and girls in contexts where gender divides are 

greatest, whether a senior policy-maker in a Ministry of Education,  

a representative of a non-governmental organization (NGO), or a community leader. 

To support this reader, the paper is organized into three chapters that reflect its 

three objectives:

CHAPTER 1 delineates the extent and depth of the problem, providing evidence that 

business-as-usual approaches to digital skills education and training are unlikely to 

narrow existing digital skills gender gaps and may exacerbate them further.

The text gives readers global context to the problems they are facing in local and 

national contexts.
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CHAPTER 2 answers the often-ignored question of why digital skills matter for 

women and girls. It explains the many ways in which the problem outlined in 

Chapter 1 is, in fact, a problem. While many readers may consider this self-evident 

(of course girls need digital skills!), this section attempts to marshal arguments 

that are often overlooked or underemphasized. The chapter details the necessity of 

investments to bridge digital skills gaps across gender lines.

The text helps readers justify the expenditure of local, national and 

international resources for interventions. 

CHAPTER 3 synthesizes large bodies of literature to offer recommendations for 

interventions. It attempts to answer the muddy question of how to address the 

problem explained in Chapter 1. While all approaches must be tailored for specific 

contexts and no solution is a panacea, this section gives advice to policy-makers 

and others involved in the design and implementation of gender-responsive and 

gender-transformative digital skills programmes.

The text proposes interventions that can be tailored for different contexts to 

close digital skills gender gaps. 

The EQUALS Skills Coalition considers this paper a living document that can be 

updated to make it an ever-more-effective elaboration of the problem to be 

solved (CHAPTER 1); the rationale for solving it (CHAPTER 2); and, most vitally, 

strategies for how to solve it (CHAPTER 3). The Coalition and the wider EQUALS 

Partnership will produce follow-up work that builds on the findings, arguments and 

recommendations put forth here. 

This work is important and timely. Gender equality will remain elusive until all 

people – men and women, boys and girls – learn how to use technology to thrive in 

the digital age.

Today it would be difficult to name  
two more powerful engines for lifelong 

learning than knowing how to read  
and write, and knowing how to harness  

the power of digital technology  
and navigate the internet. 
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CHAPTER 1

Understanding  
the digital skills 
gender gap

The sections in this chapter aim first to define digital skills and describe 

the work that has been accomplished thus far to create an internationally 

comparable digital skills framework. The chapter goes on to explain 

the severity of the digital skills gender gap and present evidence that, 

rather than narrowing, the gap is in fact widening. It further describes 

how the gender gap in digital skills is quickly surpassing the gender 

gap in digital access. Later sections explore the cultural roots of the 

skills gap and the effect of stereotypes on girls’ self-confidence in their 

digital skills. The text goes into detail about the digital skills gender gap 

in secondary and tertiary education and the labour market. The chapter 

ends with a discussion of the gender equality paradox in information 

and communication technology (ICT), a phenomenon discovered by the 

EQUALS Skills Coalition that is the subject of Think Piece 1 contained in 

this publication.

Taking Stock: Data and 
Evidence on Gender 
Equality in Digital Access, 
Skills and Leadership 
(2019) complements 

information contained in 

this chapter. It is an output 

of the EQUALS Research 

Group.

Supporting  

publication
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DEFINING  
DIGITAL SKILLS

Numerous national and international organizations, including the 

International Labour Organization, the International Telecommunications 

Union (ITU) and UNESCO, have worked to define what is meant by digital literacy. 

Because digital literacy skills are a specific target in the Sustainable Development 

Goals (SDGs) and mentioned explicitly in Indicators 4.4.1 and 4.4.2 of SDG 4 (the 

education goal), UNESCO and the Global Alliance to Monitor Learning (GAML) – the 

organization responsible for reporting on progress towards SDG 4 – have developed a 

Digital Literacy Global Framework.1 The Framework is based on a review of more than 

40 digital literacy frameworks used at country, regional and international levels, and 

builds most notably on the work of the European Commission’s Digital Competence 

Framework for Citizens, also known as DigComp – the most widely recognized regional 

framework to date.2 UNESCO defines digital literacy broadly as ‘the ability to access, 

manage, understand, integrate, communicate, evaluate and create information safely 

and appropriately through digital devices and networked technologies for participation 

in economic and social life’.3 To flesh out exactly what this means, the framework 

contains seven competence areas (adding to DigComp’s five), each with underlying 

subcompetences.

It is still not clear how countries will use this framework to report on progress towards 

the SDG indicators. Like reading and writing, digital literacy should be understood 

as a continuum of skills, and proficiency levels need to be well-defined to facilitate 

measurement. The Broadband Commission identified three tiers of skill levels: 

1 basic functional skills that enable access and engagement with digital 

technologies; 

2 generic skills that allow for meaningful and beneficial use; and  

3 higher-level skills that facilitate the use of digital technologies in empowering 

and transformative ways.4

The DigComp 2.1 framework goes into more detail, outlining and providing examples 

of eight proficiency levels, ranging from foundational to highly specialized, which cut 

across three aspects (complexity of tasks, autonomy and cognitive domain).5

In an effort to facilitate monitoring of progress, the European Union has developed 

instruments to approximate skill levels based on ‘accomplished activities’.6 For 

example, to gain insights into problem-solving proficiency with ICT, the EU survey 

asks respondents if they have in the past three months: ‘transferred files between 

4.4.1: The proportion of youth and adults with 
information and communications technology (ICT) 
skills, by type of skill

4.4.2: The percentage of youth and adults who have 
achieved at least a minimum level of proficiency in 
digital skills

Digital skills form the backbone of two SDG 4 indicators
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Image 2:

Digital Skills 
Indicators

Source: ITU

computers or other devices’, ‘installed software and applications (apps)’, or ‘changed 

settings of any software, including operational system or security programmes’. 

Responses to these questions are used to attribute a basic or above-basic level to 

the individual. The ITU has proposed other indicators and potential instruments to 

measure progress towards SDG Indicator 4.4.1,7 but a broader and more robust set 

of indicators and instruments are needed to capture the range of skills that comprise 

digital literacy.

Copying or 
moving a file  

or folder

Connecting  
and installing 
new devices

Using copy and 
paste tools to 

duplicate or move 
information within 

a document

Finding, 
downloading, 
installing and 
configuring 

software

Sending emails 
with attached 

files

Creating electronic 
presentations 

with presentation 
software

Using basic 
arithmetic 
formulas in  

a spreadsheet

Transferring 
files between 

a computer and 
other devices

COMPETENCE AREA COMPETENCES

DEVICES AND SOFTWARE  
OPERATIONS

Physical operations of digital devices

Software operations in digital devices

INFORMATION AND  
DATA LITERACY

Browsing, searching and filtering data, information and digital content

Evaluating data, information and digital content

Managing data, information and digital content

COMMUNICATION AND  
COLLABORATION

Interacting through digital technologies

Sharing through digital technologies

Engaging in citizenship through digital technologies

Collaborating through digital technologies

Netiquette

Managing digital identity

DIGITAL CONTENT 
CREATION

Developing digital content

Integrating and re-elaborating digital content

Copyright and licences

Programming

SAFETY Protecting devices

Protecting personal data and privacy

Protecting health and well-being

Protecting the environment

PROBLEM-SOLVING Solving technical problems

Identifying needs and technological responses

Creatively using digital technologies

Identifying digital competence gaps

Computational thinking

CAREER-RELATED 
COMPETENCES

Operating specialized digital technologies for a particular field

Interpreting and manipulating data, information and digitial content 
for a particular field

Image 1:

Digital  
Literacy  

Global 
 Framework

Source: UNESCO 
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THE SEVERITY AND 
PERSISTENCE OF 
THE DIGITAL SKILLS 
GENDER GAP

While improved monitoring of digital skills will help hold governments 

accountable for progress and reveal opportunities for education and training, 

existing data are unambiguous about the severity of current gender gaps.9 

Worldwide, women are less likely to know how to operate a smartphone, navigate the 

internet, use social media and understand how to safeguard information in digital 

mediums – abilities that underlie innumerable life and work tasks and are relevant to 

people of all ages. The gap is apparent from the lowest skill proficiency levels, such 

as using apps on a mobile phone, to the most advanced skills like coding computer 

software to support the analysis of large data sets. According to cross-national skills 

assessments, women in numerous countries are 25 per cent less likely than men 

to know how to leverage ICT for basic purposes, such as using simple arithmetic 

formulas in a spreadsheet.10 Further along the skills spectrum, the divides grow wider. 

UNESCO estimates that men are around four times more likely than women to have 

advanced ICT skills such as the ability to programme computers.11 At the frontiers 

of technology, the gap becomes an ocean: Across G20 countries just 7 per cent of 

ICT patents are generated by women,12 and the global average is even lower, at 2 

per cent.13 Recruiters for technology companies in Silicon Valley estimate that the 

applicant pool for technical jobs in artificial intelligence (AI) and data science is often 

less than 1 per cent female.14 Also, while the gender gap in digital skills is evident 

across regional boundaries and income levels, it is more severe for women who are 

older, less educated, poor, or living in rural areas and developing countries.15 Thus 

the digital skills gap intersects with, and is compounded by, issues of poverty and 

educational access.

Digital skills gaps appear to be growing, despite at least two decades of interventions 

to move closer to gender equality. As the EQUALS Research Group has noted, ‘gender 

divides widen as technologies get more sophisticated and expensive and enable more 

transformational uses and impacts’.16 Global data from the ITU show that the gender 

While UNESCO has been drafting international comparable indicators, there is global 

recognition that digital literacy is highly contextual. In acknowledgement of this fact, 

GAML developed a pathway mapping methodology to help countries, sectors, groups 

and individuals craft strategies and plans for advancing their own digital literacy 

goals, based on the needs and priorities of their specific country and economic sector 

contexts.8 The methodology entails using case examples from different sectors 

(e.g. agriculture or e-government) to identify the difference between baseline skills 

and target skills, allowing stakeholders to customize their digital literacy plans and 

indicators to address their specific context. Guidance on the successful use of this 

methodology and the Digital Literacy Global Framework is expected to grow as 

countries engage with measurement and begin to develop their own digital literacy 

pathways.
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 Image 3:

Gender gaps 
grow as digital 
tasks become 
more complex 

Gender parity index among 

adults who performed  

a computer-related activity  

in the previous 3 months

Source: ITU

THE ACCESS DIVIDE  
VS THE SKILLS 
DIVIDE In recent years, due to the rapidly declining price of connectivity and 

hardware, skills deficits have eclipsed barriers of access as the primary 

contributor to the digital gender divide. For years, this divide was assumed to be 

symptomatic of technical challenges: The thinking went that women would catch up 

with men when the world had cheaper devices and lower connectivity prices, due to 

the limited purchasing power and financial independence of women compared with 

men. While the cost of ICT access remains an urgent and salient issue (and is the 

focus of the EQUALS Access Coalition), this challenge is surpassed by educational 

gap in internet user penetration rates actually increased between 2013 and 2017, 

from 11 per cent to 11.6 per cent worldwide, and from 29.9 per cent to 32.9 per 

cent in the least developed countries,17 with the largest gaps in parts of South Asia 

and sub-Saharan Africa.18 Reflecting this global trend, a 2018 European Commission 

study showed that women’s enrolment in ICT-related studies has declined in the EU 

since 2011, even as related job opportunities have increased dramatically.19  

In the United Kingdom, women currently hold just 12 per cent of the programming 

and software development jobs held by ICT professionals, down from 15 per cent 

a decade earlier.20 In the United States, the percentage of female computer and 

information science majors has dropped steadily over the past 30 years and today 

stands at just 18 per cent, down from 37 per cent in the mid-1980s.21 Similar declines 

have occurred throughout Latin America and the Caribbean as well as in numerous 

high-income countries including Australia, New Zealand and the Republic of Korea.22 

What these data show is that the education and training of the past 20 years has 

been – and continues to be – gender-imbalanced. The digital space is becoming more 

male-dominated, not less so.
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Women were 1.6 times  
more likely than men to report 

lack of skills as a barrier  
to internet use.

gaps. For instance, the gender gap in internet penetration is around 17 per cent 

in the Arab States and the Asia and Pacific region,23 whereas the gender gap in ICT 

skills is as high as 25 per cent in some Asian and Middle Eastern countries.24 Today 

billions of people have access to affordable devices and broadband networks, but do 

not have the requisite skills to take advantage of this technology to improve their 

lives. Brazil is illustrative: In this country, lack of skills – rather than cost of access – 

was found to be the primary reason low-income groups are not using the internet.25 

A similar pattern was identified in India, where lack of skills and lack of perceived 

need for the internet were the primary limiting factors across all income groups.26 In 

cross-national surveys, lack of understanding, interest or time was more commonly 

cited than affordability or availability as the reason for not using the internet, even 

in countries such as Colombia, where subscription prices were highest relative to 

average income.27 While skills deficits prevent both men and women from using 

digital technologies, they tend to be more severe for women. In a study conducted 

across 10 low- and middle-income countries, women were 1.6 times more likely than 

men to report lack of skills as a barrier to internet use.28 Women are also far more 

likely to report that they do not see a reason to access and use ICT.29 Interest and 

perception of need are closely related to skills, as people who have little experience 

with or understanding of ICTs tend to underestimate their benefits and utility.

GENDER DISPARITIES 
ACROSS SKILL 
LEVELS

Women are less likely to know how to leverage devices and internet access 

to their full potential, even when they do use digital technologies. In rural 

India, for example, a study found that the majority of women who owned mobile 

phones only knew how to answer calls; they could not dial numbers or read messages 

without assistance from their husbands, due to a lack of literacy and numeracy 

skills.30 Research conducted across 25 countries found that adolescent boys with 

mobile phones used them for a wider range of activities, from playing games to 

accessing financial services online, while adolescent girls tended to use just the basic 

functionalities such as making phone calls and using the calculator.31 Similar trends 

can be seen even in areas where internet access is near-universal. A survey of women 

in nine cities around the world revealed that although 97 per cent of women were 

using social media, only 48 per cent of them were expanding their networks, and 

only 21 per cent of internet-connected women had searched online for information 

related to health, legal rights or transport.32 In some cities, less than one quarter of 

connected women had used the internet to look for a job. Women were also 25 per 

cent less likely than men to have used the internet to look for a job.
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Image 5:

Access to higher 
education 

narrows the 
gender gap in 

internet access

Source:  

World Wide Web Foundation

Image 4:

Men are more 
likely to use 

social media in 
many countries

Source: Pew Research

Image 6:

Gender gaps in 
internet use vary 

by location

Source:  

World Wide Web Foundation

Kampala and Nairobi have the widest gender gaps, 
while almost the same number of men and women 
use the internet in Bogota, Manila and New Delhi.
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At the most sophisticated end of the skill spectrum, women are less likely to create 

content or use cutting-edge technology. A recent survey of undergraduate students 

in 29 countries found that early adopters of new technologies are overwhelmingly 

male.33 Women are largely absent from the frontiers of technological innovation, where 

job growth is expected and which typically have the highest levels of compensation. 

At Google, for example, 21 per cent of technical roles are filled by women, but 

only 10 per cent of their employees working on machine intelligence are female.34 

Calculations based on the attendees of the world’s top machine-learning conferences 

in 2017 indicate that only 12 per cent of the leading machine-learning researchers 

are female.35 As men continue to dominate this space, the disparity only serves to 

perpetuate and exacerbate gender inequalities, as unrecognized bias is replicated and 

built into algorithms and artificial intelligence (a point that is developed in Think Piece 2 

of this publication).

Image 7:

Percentage of 
female internet 
users who used 
the internet to 

look for a job

Source:  

World Wide Web Foundation

Image 8:

Gender balance in 
machine learning 

research

Source: Element AI
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THE ROOTS OF THE 
DIGITAL SKILLS  
GENDER GAP Ethnographic studies conducted at country and community levels indicate 

that patriarchal cultures often prevent women and girls from developing 

digital skills.36 The social challenges can be myriad and overlapping. Women and 

girls may struggle to access public ICT facilities due to unsafe roads, limits on their 

freedom of movement, or because the facilities themselves are considered unsuitable 

for women. Additionally, women may not have the financial independence needed 

to purchase digital technology or pay for internet connectivity. Digital access, even 

when available, may be controlled and monitored by men or limited to ‘walled gardens’ 

containing only a limited selection of content – typically ‘pink content’ focused on 

women’s appearances, dating, or their roles as wives or mothers.37 Fears concerning 

safety and harassment – both online and offline – also inhibit many women and girls 

from benefiting from or even wanting to use ICTs.38 In many contexts, women and girls 

face concerns of physical violence if they own or borrow digital devices – which in some 

cases leads to their using the devices in secret, making them more vulnerable to online 

threats and compounding the difficulty of gaining digital skills.39

The stereotype of technology as a male domain is pervasive in many contexts and 

appears to affect girls’ confidence in their digital skills from a young age. Across OECD 

countries, for example, 0.5 per cent of girls aspire towards ICT-related careers at age 

15, versus 5 per cent of boys.40 This does not appear to have always been the case: 

At the advent of electronic computing following the Second World War, software 

programming in industrialized countries was largely considered ‘women’s work’. 

Managers of early technology firms deemed women well-suited for programming 

because of stereotypes characterizing them as meticulous and good at following 

step-by-step directions. Women, including many women of colour, flocked to jobs in 

the nascent computer industry because it was seen as more meritocratic than other 

fields.41 One woman summed up the sentiment of the time, telling a reporter: ‘The 

computer didn’t care that I was a woman. . . . Most women had it much harder.’42

Image 9:

Prior to the 1980s, 
computer programming 

was commonly completed 
by women. The women 

in the photo are working 
with an ERA/UNIVAC 1103 

computer in the 1950s.

Source: New York Times
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As computers became integrated into all aspects of life, it became clear that 

programmers wielded tremendous influence; women were pushed out and  

the field became more and more male-dominated.43 Changes in how and when 

children learned to programme seem to have contributed to this decline.44 Prior 

to the advent of personal computers, computer science students at the tertiary 

level generally started out on the same footing, with men and women being equally 

unlikely to have prior experience, due to the newness of the industry.45 This changed 

once computers started making their way into homes. Research conducted in  

the USA in the 1990s showed that boys were more than twice as likely to have been 

given a computer by their parents than girls, and that parents were more likely to 

place a family computer in a son’s room than a daughter’s. Fathers were also far 

more likely to help and encourage boys in developing computer skills than they were 

to do the same for girls.46 These changes corresponded with an increased demand 

for computer courses at universities, which made programmes more competitive 

and disadvantaged women because of their lack of prior experience.47 As digital 

professions gained more attention in popular culture and media, the prevalence of 

men in the field further cemented the stereotype of programming as a male domain. 

Remarkably, the gendering of digital technology appears to have unfolded in a single 

generation.

 Image 10:

Gender difference 
in students’  

self-concept

Source: OECD

The most compelling evidence of the impact of gender stereotypes around 

technology is the ‘self-efficacy’ gender gap, or the difference between girls’ and 

boys’ confidence and belief in their abilities. At the primary and lower secondary 

education levels, the gender gap in actual digital competence is either non-existent 

or reversed in favour of girls. Results from the most recently completed International 

Computer and Information Literacy Study (ICILS), a computer-based assessment 

of eighth grade students’ skills conducted in 21 countries, showed that girls scored 

significantly higher than boys in all countries except Thailand and Turkey; and in these 

two countries, there was no statistically significant difference between female and 

male students’ scores.48 Yet despite demonstrating promising early performance, girls 

had lower levels of self-efficacy even when they outperformed or performed similarly 

to boys on measures of digital skills.49 This discrepancy can be seen across countries 

(ages 15 to 16 years old)

%
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 Image 11:

Abilities and 
perceptions of 

abilities

Despite strong performance 

in computer and information 

literacy (CIL), girls do not have 

confidence in their ICT abilities.  

Source: UNESCO

THE GAP WIDENS  
IN SECONDARY  
AND TERTIARY  
EDUCATION

Changes in girls’ self-efficacy around digital skills seem to begin at  

the upper primary levels and become more pronounced as girls enter and 

progress through secondary school. According to a study conducted in the United 

Kingdom (UK), for example, girls’ and boys’ interest in science, technology, engineering 

and mathematics (STEM) subjects are nearly equal at ages 10 and 11, with only a 3 

per cent gap in favour of boys; by age 18, the interest gap increases to 14 per cent, 

possibly as a result of changes in perceived efficacy.53 In the USA, girls in secondary 

as early as the fifth grade and is particularly notable for more complex skills, such as 

locating specific information online or creating a multimedia presentation.50 On the 

ICILS assessment, girls’ self-efficacy scores – that is, their perceived as opposed to 

their actual abilities – for advanced ICT tasks were significantly lower than boys’ in all 

countries.51 While one recent study indicates that the self-efficacy gender gap may 

be diminishing in some high-income countries, the global trend still appears to be one 

of lower self-confidence and self-perceived digital skills for girls.52

Girls’ self-efficacy scores  
– that is, their perceived as opposed 

to their actual abilities – for advanced 
ICT tasks were significantly lower than 

boys’ in all countries.
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 Image 12:

Global proportion 
 of female 

enrolments 
 by field of study

Source: EQUALS Research Group

In many cases, the gender gap that appears during secondary school becomes even 

more pronounced at the tertiary level. Globally, women constitute less than one third 

of enrollees in higher education ICT studies – a gender disparity without parallel in 

other disciplines, including traditionally male-dominated fields such as medicine and 

science.57 In the EU, only 2.4 per cent of female tertiary graduates earn ICT degrees, 

versus 9.2 per cent of male tertiary graduates.58 While some countries like Denmark, 

Germany and Turkey have recorded a slight uptick in women studying computer 

science, the absolute numbers remain very low compared with male students.59 These 

statistics are particularly discouraging because large numbers of women entered 

universities during this period and, at the same time, employer demand for advanced 

ICT skills grew dramatically. If anything, the percentage of women studying computer 

and information science should have increased. 

school are more than twice as likely to say they do not enjoy computing classes 

as girls in lower secondary school.54 Unfortunately, this shift usually coincides with 

students’ increased agency in choosing their subjects. While only limited global 

data are available on secondary school subject selection, particularly for ICT studies, 

evidence from cross-national assessments indicates that in most countries with data, 

the majority of students taking advanced-level STEM courses are boys.55 Girls tend to 

opt out of STEM subjects earlier in secondary school than boys,56 meaning that they 

are increasingly less likely to pursue technology-related studies as they move through 

secondary school and into higher education.

Girls’ confidence drops slowly at first 
and then precipitously, so that  

by the time female students complete 
higher education, only a tiny fraction 

graduate with ICT degrees.
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The attrition rate is also disproportionately high for women in technology-related 

fields at the tertiary level,60 likely due to gender discrimination, competitiveness 

and a lack of female peers. Thus the disparities in confidence and belief in self-

efficacy that surface in late primary and early secondary school become prophetic as 

education advances: When girls lose faith in the strength of their digital skills, they 

abandon or steer clear of technology-oriented studies, and this, in turn, likely results 

in an amplification of self-doubt among the girls who remain. The data suggest that 

confidence drops slowly at first and then precipitously, so that by the time female 

students complete higher education, only a tiny fraction graduate with ICT degrees.61

THE DIGITAL SKILLS 
GENDER GAP AND  
THE LABOUR  
MARKET A smaller number of women studying ICT in secondary school and college 

translates into a gender gap in the labour market. Globally, women hold only 

24 per cent of all digital sector jobs, and in developing countries, men are  

2.7 times more likely than women to work in the digital sector.62 While this figure is 

low, it obscures a much wider gender divide across the people performing technical-

level work. According to the OECD, in G20 economies the proportion of female ICT 

specialists ranges from 13 per cent in the Republic of Korea to 32 per cent in South 

Africa. In North America, women hold only about one quarter of computing jobs – 

a fraction that has fallen over the past two decades, a period when women were 

making considerable advancements in other fields.63 The software development field, 

despite its growing influence in day-to-day life, appears to be particularly devoid of 

women: Globally, only 6 per cent of mobile application and software developers are 

female, according to ITU.64

Even women who work in the digital sector are less likely to hold high-level positions, 

tending instead to work in general roles that are lower-skilled and administrative 

in nature.65 In the mobile industry, for instance, women hold less than 20 per cent 

of senior leadership positions.66 Data collected from online software developer 

 Image 13:

Google’s 
 workforce

The gender diversity of Google’s 

workforce is similar to other 

multinational technology 

companies, with women 

representing less than one third 

of the total workforce and an even 

smaller proportion of employees in 

leadership roles.

Source:  

Google 2018 Diversity Report
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THE RELATIONSHIP 
BETWEEN DIGITAL 
SKILLS AND 
GENDER 
EQUALITY

In many contexts, reducing gender inequality in society more broadly 

can help narrow the gender gap in digital skills. However, the connection 

between overall levels of gender equality and women participation in technology 

studies and jobs is inconsistent. Recent studies show that – despite expectations – 

countries with the highest levels of gender equality, such as Finland, Iceland, Norway 

and Sweden, often have very few women choosing to enter the technology field.77 As 

shown in the first think piece accompanying this policy paper, the correlation between 

gender equality and the ratio of women studying ICT in higher education is actually 

negative.78 Social scientists have floated different hypotheses to explain this apparent 

contradiction, including theories that women in countries with low levels of gender 

inequality are more attracted to ICT jobs because they provide the clearest pathways 

to financial independence.79 While this topic is explored in depth in Think Piece 1, it is 

mentioned here because it illustrates that gender equality in society at large does not 

necessarily translate into gender equality in digital realms and digital professions.  

The digital sector appears to be an outlier in this regard. The persistence of wide and, 

in many instances, growing digital skills gender gaps – even in countries that rank at  

the top of the World Economic Forum’s global gender gap index (reflecting strong 

gender equality) – demonstrates a need for aggressive and sustained interventions 

that cultivate the digital skills of women and girls.

communities indicate that men are 15 per cent more likely than women to be senior 

developers or in hiring positions, almost twice as likely to be in management positions 

and nearly four times as likely to be executives.67 Globally, board membership tends 

to be less diverse in the technology sector than in other sectors, although this is not 

the case in all regions.68 Women working in the digital sector are also more likely to be 

underpaid for their work.69 While there is conflicting evidence on the gender wage gap 

in the ICT sector, some research indicates that the gap for technology workers is more 

than 28 per cent, which is much higher than the average gap for all workers (around 

6 per cent).70 As the digital sector grows and more jobs become digital-intensive, this 

trend has the potential to further exacerbate the pay gap between men and women.71

Disparities in representation, promotion and compensation make retaining women 

a challenge for the digital sector. Women leave technology-related fields in 

disproportionate numbers, both during their transition from higher education and in 

their career cycles.72 In the EU, more than half of men who graduate with ICT degrees 

end up working in digital jobs, whereas only one quarter of women do the same.73  

In India – an outlier in terms of strong female representation in technology studies at  

the tertiary level – women represent 45 per cent of computer science enrolments at 

universities, yet only make up 25 to 30 per cent of the human–computer interaction 

workforce, indicating a high attrition rate from technology-related careers.74 In the 

USA, women who do enter the digital sector tend to leave such employment, on 

average, at twice the rate of men.75 Women are also are more likely than men to cite 

gender bias, discrimination and harassment as their reason for leaving the field.76
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CHAPTER 2

Why closing 
the skills gap 
matters

As this chapter will show, helping women and girls develop digital skills translates 

into stronger women, stronger families, stronger communities, stronger 

economies and better technology. The first section begins by explaining that 

digital skills are no longer optional, but rather essential life skills required for full 

participation in society. The section that follows describes why digital skills are 

critical for ensuring women’s and girls’ safety, both online and offline. Further 

sections explore the impact of digital skills on women’s ability to participate in 

government and politics and engage more actively with their communities. The 

text details the myriad economic benefits that stem from equipping women 

with digital skills – from enabling women to enter and compete in the labour 

market and reducing the gender wage gap, to increasing profits, productivity and 

innovation for technology companies. A later section discusses the importance 

of including women in the creation of digital content and technology, and 

laying foundations necessary for them to take leadership positions in order to 

help steer society towards gender equality as digitalization accelerates. The 

chapter ends with an explanation of how concerted efforts to close the digital 

skills gender gap can help countries meet their international commitments to 

education and gender equality.
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DIGITAL SKILLS 
FACILITATE ENTRY 
INTO THE LABOUR  
MARKET 

The proliferation of digital technology and digital services has made digital 

skills a prerequisite for full participation in society. Today, an inability to 

navigate the internet poses disadvantages that are hard to overstate. While these 

disadvantages were once somewhat contained to wealthy countries, they are now 

relevant globally, due to the rapid and continuing proliferation of internet-connected 

technology. Equipping women and girls with digital skills helps put them on equal 

footing with digitally savvy men, and opens up countless opportunities for increased 

agency and choice. Websites and mobile applications on health and legal rights, 

for example, can help women make informed decisions to safeguard and care for 

themselves and their families, while online social networks and digital communications 

allow women to disseminate information and share knowledge beyond their 

immediate community. Mobile learning opportunities, from literacy apps to massive 

open online courses (MOOCs) about subjects as diverse as astronomy and caring 

for older relatives with dementia, can open up new educational pathways, especially 

for out-of-school girls and adult women.80 Job search engines and professional 

networking sites enable women to compete in the labour market, while e-commerce 

platforms and digital banking services can help increase their income  

and independence.

Image 14:

M-Pesa

 Mobile moneny systems like 
M-Pesa have facilitated financial 

inclusion and empowerment 
for women in developing 

countries. Launched in Kenya in 
2007, M-Pesa now serves over 

30 million customers across 
10 countries. In order to use 

M-Pesa, women and men need 
basic digital skills.

Source: World Bank

Digital skills are quickly becoming essential for financial inclusion.81 In rural areas in 

particular, access to online markets and microloans has empowered many women to 

start their own small businesses and generate additional income for themselves, their 

families and their communities. Globally, digital data in the form of transaction records 

are used to determine creditworthiness, and women without a digital footprint may find 

themselves unable to secure a loan, rent an apartment or even connect utilities without 

a significant deposit. Digital skills also increasingly facilitate important life decisions 

such as selecting a partner, as dating moves more and more to online platforms. 

In India, for example, matchmaking websites have changed the way young people 

approach marriage. While the matchmaking process has been traditionally driven by 
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parents or siblings, one popular website reported that 73 per cent of its profiles are 

created by the people who are seeking marriage partners themselves, not for children 

or other family members.82 Women who are able to leverage digital tools will have a 

greater range of options and information at their disposal when making choices that 

affect their health and well-being, their families and communities, their careers and 

their overall life trajectory.

Image 15:

Screenshot of Shaadi.com,  
a website widely used  
in India to help people  

find marriage partners.  
Over 70 per cent of the profiles 
on the site have been uploaded 

by people who are seeking 
partners for themselves, not 

by parents or brothers.

Source: Shaadi

DIGITAL SKILLS ARE 
ESSENTIAL FOR  
WOMEN’S SAFETY 
BOTH ONLINE  
AND OFFLINE

Some researchers have noted a correlation between women’s access to 

ICTs and infringement on their human rights.83 This is likely a reflection of 

offline patterns of abuse, exclusion and discrimination, which are mirrored and 

magnified when women enter the online space. Thus women need digital competence 

to ensure their safety, both online and offline. Knowledge of how to protect personal 

data and ensure privacy online is important for all internet users, but is particularly 

salient for women and girls, who are more likely to be the targets of internet crimes84 

and gender-based online violence.85 While global data are limited, the Broadband 

Commission estimates that around 73 per cent of women have experienced or 

been exposed to some form of cyber-violence.86 Certain groups of women are 

disproportionately targeted by ICT-facilitated violence, including women with 

disabilities and women belonging to ethnic minorities or other marginalized groups.87 

These women also tend to be those least likely to have ICT skills, making them even 

more vulnerable.

ICTs are routinely employed by men to intimidate and coerce women and girls, 

particularly those who transgress gender norms and expectations – for example, 

by wearing clothing deemed immodest or overly revealing, by being sexually 
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promiscuous or flouting prohibitions against dating before marriage, or by pursuing 

education and careers in male-dominated fields. Women may be subject to physical 

violence in reaction to online behaviours as well as psychological violence such as 

online harassment, manipulation, threats and public shaming. These forms of abuse 

have devastating and far-reaching effects, particularly in contexts where patriarchal 

and religious culture places a high value on women’s chastity. In Pakistan, for 

instance, where the vast majority of mobile phone-based sexual harassment targets 

women, a survey found that nearly 80 per cent of respondents knew someone who 

had suffered from depression as a result of mobile harassment, 67 per cent knew 

someone who had been forced to marry against their will due to mobile harassment, 

and more than 40 per cent knew someone who had committed suicide due to mobile 

harassment.88 Victim blaming is also common: in Pakistan, 32 per cent of survey 

respondents placed the blame for mobile harassment on women, and parents 

commonly respond to their daughters’ being harassed by taking away their devices 

and restricting their mobility.89 In sub-Saharan Africa, some anti-pornography laws 

criminalize all forms of electronic sexual expression, such that victims of revenge porn 

– or non-consensual pornography used to humiliate or blackmail women – may be 

subject to prosecution themselves if they report threats to authorities.90 

Around 73 per cent of women  
have experienced or been exposed 

to some form of cyber-violence.

Opting out does not ensure safety, as even women who avoid going online are 

vulnerable to ICT-facilitated abuse. Indeed, unconnected women are at particular 

risk if they are exposed to the empty threats and phishing schemes common in the 

digital world. Women lacking digital skills may also be unaware when technology is 

being used by men to control them. For instance, tracking applications commonly 

installed on mobile phones may be used by men to monitor women’s movements and 

activities, often without their knowledge.91 The potential for abuse only increases 

as technology becomes more advanced. In countries where smart home devices 

are increasingly common, domestic violence responders have noted an uptick in 

the number of women reporting abuse cases involving internet-connected locks, 

thermostats, cameras and other devices.92 In many instances, the women do not 

initially understand what is happening when e-locks and other domestic technologies 

are deployed remotely, and they are unable to disable the devices. Women need 

digital skills to be able to safeguard against ICT-facilitated violence, recognize abuse 

when it is occurring and take steps to protect themselves and access recourse and 

help.



32

POLICY 
PAPER
   

Image 16:

A screenshot of HarassMap, 
 a website and mobile app that 

allow women to report and 
geotag incidents of sexual 

harassment, or instances when 
someone intervened to stop a 
sexual harassment incident or 

support a person who has been 
harassed

Source: HarassMap

DIGITAL SKILLS ENHANCE 
WOMEN’S COMMUNITY 
AND POLITICAL 
ENGAGEMENT

Digital skills can facilitate women’s engagement with local government  

and increase their decision-making power in their communities.  

The Women-gov project in Brazil and India, for instance, has helped women 

improve their understanding of and communication with local government via ICTs. 

In Brazil, the project trained female community leaders to access and utilize online 

data on government health services to better respond to public health concerns in 

their communities. In India, the project worked with women’s collectives to establish 

women-run, internet-connected community information centres to facilitate 

applications for government assistance (including welfare and entitlements), which 

in turn improved linkages between the collectives, local authorities and public 

institutions.93 These examples show that women with digital skills are better able to 

make their voices heard on local issues and influence the outcome of decisions that 

affect themselves and their communities.

Digital skills can also empower women to participate in political movements. For 

instance, the anonymity of ICTs may allow some women to circumvent limitations on 

freedom of speech in repressive societies, while collective mobilization through online 

networks can enable women to campaign on gender-based issues.94 An Iraqi women’s 

group used a multimedia campaign, including an online component, to successfully 

lobby the Kurdish regional government to outlaw the practice of female genital 

mutilation.95 Images taken on mobile phones and distributed via social media have 

called attention to domestic violence in China and influenced media treatment of 

court cases on forced abortion.96 The digital tool HarassMap enables women in Cairo 

and Mumbai to report and geotag instances of harassment, while the online forum 

Hollaback! provides a venue for women to share and discuss experiences of public 

harassment in 70 cities across 24 countries.97 In Iran, the social media movement 

#MyStealthyFreedom sparked a nationwide protest against forced wearing of the 

hijab, while the #MeToo movement that began in the USA spread around the world, 

calling attention to the prevalence of sexual assault and the necessity of listening to 

female victims. These examples show how local feminist activism can quickly coalesce 

into broad-based, high-speed and high-impact social and political movements 

through the use of digital platforms.
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More broadly, the process of developing digital skills has been found to increase 

women and girls’ self-confidence, independence, social status and power, and give 

them access to new opportunities for self-expression and engagement in the public 

sphere.98 Internet-facilitated exposure to representations of women in other cultures 

and contexts can also lead women to reflect on traditional gender roles and change 

their personal aspirations.99 Learning to use ICTs effectively can be a transformative 

experience for women and girls, and lay the foundations for movements and activism 

that further the cause of gender equality.

DIGITAL SKILLS BRING 
ECONOMIC BENEFITS  
TO WOMEN AND  
SOCIETY The potential economic benefits associated with improving the digital 

skills and competencies of women are significant. The European Commission 

estimates that by 2020, 90 per cent of all jobs will require digital skills,100 and 

women who do not have these skills are at risk of being left behind. As the World 

Economic Forum has pointed out, ‘equipping a girl with even rudimentary ICT skills 

can make a difference in her productivity when she grows up, and this is especially 

true in developing regions, and even in jobs that are viewed as low tech.’101 For 

example, knowing how to use the internet to get handicrafts or textiles to market 

can dramatically increase the earning power of women who produce these goods, in 

addition to opening up avenues to microloans and other financial services in areas 

that may be far from brick-and-mortar banks. ICT skills can also benefit women 

engaged in agriculture by helping them learn new farming techniques, understand 

crop pricing or anticipate weather conditions. Digital technologies – and the ability to 

use them effectively – can enable women to join the workforce and earn an income 

through new and flexible pathways, from accessing online education to starting their 

own businesses or participating in the informal economy.102 This is important for 

women and has additional benefits for society as a whole, because when women earn 

an income they tend to reinvest it back into their families and communities at a higher 

rate than men.103 Countries concerned with accelerating development should make 

efforts to lower digital barriers for women and encourage digital gender equality.

Fostering women’s ICT skills may represent an effective policy lever for narrowing the 

gender wage gap.104 Analysis performed by the OECD indicates that labour market 

returns for women with ICT skills are considerably higher than the returns generated 

by other skills. The returns are also higher for women than for men. Data from the 

OECD Survey of Adult Skills show that the most skilled occupations, such as managers 

and professionals, exhibit a more intensive use of ICTs than less skilled occupations.105 

This means that regardless of the sector in which women work, digital skills can open 

up opportunities for career advancement and higher pay. Women who develop more 

advanced digital skills will have also access to the rapidly expanding ICT job market, 

which tends to produce jobs that are more highly compensated than those in other 

fields.
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This evidence led the director of the European Institute for Gender Equality to say 

that attracting women and girls into careers in the digital sector is the key to future 

prosperity.106 Within developed country contexts, research shows that dramatically 

increasing the number of women in computing carries a potential to generate 

hundreds of billions of USDs in cumulative earnings.107 In the USA, for example, 

computing jobs are growing at three times the rate of overall job creation, and supply 

is failing to meet demand.108 By 2020, there will be a skills gap of over 800,000 ICT 

jobs in the EU alone.109 Increasing the number of women pursuing ICT careers will 

help fill these gaps and strengthen countries’ economies. There is also evidence that 

technology companies would benefit from hiring more gender-diverse workforces. 

According to research conducted in Latin America, North America and the UK, 

companies in the top quartile for gender diversity are 15 per cent more likely to have 

above-average financial returns for their industry.110 In a global survey of  

2,400 companies, it was found that companies with at least one woman on their 

board performed significantly better in terms of profits and growth than industry 

peers with no women on their boards.111 In the EU, it is estimated that having a 

gender-balanced staff can boost company revenue by 40 per cent, compared with 

companies that are more homogenous,112 and a study in Spain found that gender 

diversity is positively related to innovation on research and development teams.113 

These data suggest that the lack of women in the digital sector may be hurting 

companies financially, providing a rationale for public–private collaboration on 

interventions aimed at closing the digital skills gender gap. 

Companies in the top quartile  
for gender diversity are 15 per cent 
more likely to have above-average 
financial returns for their industry.

 Image 17:

Additional labour 
market returns  

for various types  
of skills in  

digital-intensive 
industries

Source: OECD

Returns on skills in less digital-intensive industries
Additional returns on skills in digital-intensive industries 
Coefficient insignificant at the 5% level
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DIGITAL SKILLS EMPOWER 
WOMEN TO HELP STEER  
THE FUTURE OF  
TECHNOLOGY 
AND GENDER  
EQUALITY

The lack of diversity in technology can have a serious multiplier effect as 

big data and algorithms become influential in day-to-day life.114 Artificial 

intelligence is now used to automate decision-making from the health care 

industry to the legal system, and may be responsible for making choices that affect 

people’s life trajectory, such as which medical treatment they receive, whether they 

are eligible for life insurance or a loan, or which jobs they are invited to interview 

for.115 When deep learning systems are trained on data that contain gender biases, 

these biases are reproduced in the software. As one prominent female researcher in 

the AI field put it, such systems are ‘bias in, bias out’.116 

Amazon’s AI recruiting software 
downgraded résumés that contained 

the word ‘women’s’, as in  
‘women’s chess club captain’.

New business models in the digital economy, such as algorithms used in job matching, 

have been shown to perpetuate gender bias.117 Amazon’s AI recruiting software, for 

example, was found to downgrade résumés that contained the word ‘women’s’, as 

in ‘women’s chess club captain’, because it had been trained on men’s résumés.118 

Research conducted in the USA showed that when image-recognition software 

was trained on sets of photos that displayed gender bias – e.g. disproportionate 

representation of women cooking and men playing sports – the software not only 

mirrored the gender bias but amplified it, creating a stronger association between 

gender and activities than was found in the original photo set.119 Similar research 

on text-based machine learning showed that software trained on articles collected 

from Google News adopted sexist views of women’s career options, associating men 

with computer programming and women with homemaking.120 Up to this point, men 

have been steering the development of the new digital solutions that spread through 

society and influence culture, with limited contributions from women. As more and 

more digital tools are built by men, the more gendered the digital space becomes 

and the more difficult it is for women to establish a toehold and become digital users 

and creators. Today it is hardly a secret that technology is shaping the future and is a 

lever of power. Women cannot continue to be absent or nearly absent from the labs, 

companies and offices where technology takes shape. This risks the perpetuation or 

even an acceleration of gender inequality.

As the European Commission has affirmed: ‘Technology reflects the values of its 

developers, and that of the information they draw from. It is clear that having more 

diverse teams working in the development of such technologies might help in 

identifying biases and prevent them.’121 Beyond merely preventing bias, empowering 
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women to become digital creators will add value to the digital space by making it 

more accommodating for both sexes. With digital skills, girls and women will be 

better able to identify and build digital solutions to solve problems that confront 

them and others, including gender-based problems. If technology is to help 

communities and countries become more gender-equal, women, as well as men, 

must steer the development of this technology.

The teams working  
at the frontiers of technology are 

also the most heavily male.

The reach and impact of technology is so great that the limited representation 

of women on technology teams threatens to both perpetuate existing gender 

inequalities and impose new types of gender imbalances. As an example, concerns 

about the widespread use of AI-powered digital assistants gendered as women 

simply did not exist 20 years ago. Troublingly, the teams working at the frontiers 

of technology are also the most heavily male. Yet the vanguard of technology – 

whether machine learning, advanced robotics, big data analytics or some other wing 

– is where norms, including those related to gender, are negotiated and set. The 

early decisions made by these male-dominated teams ripple through society with 

unprecedented speed and can be hard to fix when gender biases are pointed out. 

As one example, Google’s widely used speech-recognition software is 70 per cent 

more likely to accurately recognize male speech than female speech, according to 

research conducted at the University of Washington.122 Overall, strong arguments can 

be made that the digital world is often less gender-equal and less gender-safe than 

the analogue world, and this is almost certainly symptomatic of the dearth of women 

involved in the creation of digital spaces. As more and more human activity moves 

online, the considerable progress societies have made towards gender equality in 

offline environments is at risk if women do not play a more active role in building, as 

well as simply using, the digital tools and applications where people spend increasing 

amounts of time.

The gendering of  
artificial intelligence  
and its implications  
for gender equality is  
the subject of Think  
Piece 2 that accompanies  
this publication. Using  
the example of digital  
voice assistants such  
as Amazon’s Alexa and 
Apple’s Siri technology,  
it explains how gender 
imbalances in the digital 
sector can be ‘hard-coded’ 
into technology products.

Complementary 
resource
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DIGITAL SKILLS FOR 
WOMEN ACCELERATE 
PROGRESS TOWARDS 
INTERNATIONAL 
GOALS

International agreements are unambiguous about the need to close digital 

gender divides, both as a goal in and of itself, and as an action that will enable 

the realization of other goals.123 The United Nations Sustainable Development 

Goals, specifically those dedicated to education (SDG 4) and gender equality (SDG 5), 

call on countries to ‘substantially increase the number of youth and adults who have 

relevant skills, including technical and vocational skills, for employment, decent jobs 

and entrepreneurship’, and ‘enhance the use of enabling technology, in particular 

information and communications technology, to promote the empowerment of 

women’. Other international conventions that touch on digital gender equality include 

the World Summit on the Information Society (WSIS) Outcomes from Geneva and 

Tunis and the WSIS+10 Review; the Beijing Declaration and Platform for Action and 

the Beijing+20 Review; the Connect 2020 Agenda and ITU Resolution 70; the Addis 

Ababa Action Agenda; and the Agreed Conclusions of the Commission on the Status 

of Women.

Through these agreements, governments have committed to developing gender-

responsive policies and strategies for ICT; ensuring access to ICTs by women and 

girls; mitigating and responding to online threats that hinder women’s access 

to and use of technology; building the digital capacities of women and girls and 

supporting the development of content, applications and services that meet women’s 

needs; promoting women in the technology sector, including in decision-making 

positions; and establishing multistakeholder partnerships to strengthen international 

cooperation on shared goals.124 For governments to make progress towards achieving 

these targets, they will need to implement interventions aimed at women and girls in 

particular, and in contexts where gender deficits are greatest. They will also need to 

take steps to address gender bias and discrimination in digital education and training, 

ensuring more gender-responsive teaching and learning processes.



38

POLICY 
PAPER
   

CHAPTER 3

Recommendations 
for closing  
the digital skills 
gender gap

This chapter offers 18 recommendations to help women and girls 

develop and strengthen their digital skills. The recommendations are 

complemented with supporting examples drawn from initiatives and 

projects active in different parts of the world. 
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Increasing girls’ and women’s digital skills involves early, varied and 

sustained exposure to digital technologies.125 Interventions must not be 

limited to formal education settings but rather should reflect a multifaceted 

approach, enabling women and girls to acquire skills in a variety of formal and 

informal contexts – at home, in school, in their communities and in the workplace. In 

addition, because the digital divide cuts across age groups, solutions need to assume 

a lifelong learning orientation. The quick pace of technological change adds impetus 

to this ‘across life’ perspective, as skills learned today will not necessarily be relevant 

in 10, 5 or even 2 years. Digital skills – arguably more than other skills – require 

regular updating, lest women and girls fall further behind.

Motivating girls to become skilled ICT users is likely to require new and varied learning 

pathways. The ‘one-size-fits-all’ approaches attempted in countries have tended to 

magnify rather than reconcile existing gender inequalities. Recently, however, models 

of learning techniques to better accommodate girls and women have been coming 

into focus. The additional recommendations that follow are grounded in factors that 

have been shown to help women and girls adopt digital technologies, improve their 

digital skills, and increase their interest and motivation to pursue ICT studies and 

careers.

#02
ESTABLISH
INCENTIVES, 
TARGETS AND  
QUOTAS

#01 
ADOPT SUSTAINED,  
VARIED AND  
LIFE-WIDE  
APPROACHES

Enrolment can be incentivized through scholarships for women who 

choose to specialize in ICT fields at the undergraduate and graduate levels, 

in order to increase the number of women pursuing technology-related studies 

at the tertiary level. However, care should be taken in designing and marketing such 

scholarships, so as not to perpetuate gender stereotypes about ICT as a male space. 

For example, funding opportunities labelled as ‘diversity scholarships’ to technology 

programmes may be less effective at boosting women’s self-confidence and sense of 

accomplishment than academic scholarships. Such wording may reinforce women’s 

outsider status and make them question whether they have the aptitude to succeed 

in a field currently dominated by men.

Governments should also consider making scholarship funding available to women to 

complete non-degree ICT training programmes for career changes or advancement. 

Even when such programmes are free or subsidized, women who have already 

entered the workforce may not be able to afford the time in lost wages to complete 

a training course. Funding should cover the cost of tuition as well as living expenses, 

supplies and transport. In addition, tertiary institutions may consider instituting 
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gender admissions quotas, at least as a temporary measure to help address severe 

enrolment gaps in technology-related fields. While quotas are controversial, some 

organizations, including Think20 (T20), a think tank group associated with the G20, 

have suggested they may be useful for education programmes in order to ‘strengthen 

women’s participation in decision-making and leadership’ within the STEM and ICT 

sectors.126

Incentives are important to facilitate the transition from education and training to 

the labour market, since women are more likely than men to drop out of technology-

related fields after completing tertiary education.127 This is likely due to myriad 

factors, including a professional culture of exclusion and discrimination in many 

technology industries; the expectation of long hours and a lack of policies in place 

to ensure an appropriate work–life balance; gendered language in job postings that 

discourage women from applying; and biased recruiting processes that favour male 

candidates over equally or more qualified women. While all of these issues must be 

addressed, there is evidence that efforts to help women bridge education and work 

can help. Secondary schools, colleges, universities, and technical and vocational 

education and training (TVET) programmes should partner with employers in the 

technology sector to create more opportunities for women to enter ICT firms, and to 

ensure that female students are informed about these opportunities and encouraged 

to apply. As with scholarships, internships, fellowships and other work placement 

programmes should avoid using language that emphasizes women’s outsider status.

Quotas and hiring targets have also been suggested as effective strategies for 

technology companies to ensure more gender-balanced staff, management and 

boards.128 Companies such as Accenture, Intel, Nokia and Twitter, among others, have 

publicly pledged to increase the proportion of women in their workforce, including 

in leadership positions.129 In 2015, Intel committed US$300 million to increase the 

representation of women in the company, and in late 2018 announced that it had hit 

an internal target by increasing the female ratio of technical employees from 20 per 

cent to 24 per cent, illustrating the challenge of reconciling years of gender inequality 

in the technology sector.130 A handful of governments have also mandated female 

representation on corporate boards, including India, Malaysia, several European 

countries, and the State of California in the USA.131 While not all of these policies have 

been effective, and in many places private sector hiring practices may be considered 

outside the scope of state intervention, governments can still lead the way by 

committing to increase the number of women working in ICT-related positions within 

the public sector, and by tracking and publishing their progress. Such behaviours set 

a positive example for gender equality and transparency, and may help encourage 

private sector employers to do the same.

Incentives are important to facilitate  
the transition from education and  

training to the labour market,  
since women are more likely than men  
to drop out of technology-related fields 

after completing tertiary education.
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#03 
EMBED ICT 
IN FORMAL  
EDUCATION

One of the most notable gender trends in digital skills education in the 

formal sector is the sharp decline in girls’ interest that starts around the 

lower secondary levels and becomes more pronounced as education levels 

increase.132 This break appears to correspond with the transition to subject selection 

that often occurs in secondary school. In other words, once girls are given the choice 

of whether to study technology-related subjects, they tend to opt out en masse.  

The fact that this choice is usually presented to girls in adolescence likely compounds 

the issue, as peer pressure and cultural expectations about gender roles may begin 

to play an outsize role in girls’ family and social lives at this time. Research in North 

America, for instance, found that girls who do not have friends in their computing 

classes in secondary school are one third less likely to study computing in college.133

One solution to this issue is to make technology classes mandatory at the secondary 

education level, to avoid the ‘secondary school trap’ that causes many girls to lose 

their interest in digital skills. A growing number of countries are making computer 

science a core subject and instituting graduation requirements that necessitate at 

least some ICT subjects. Many European countries have already implemented policies 

that integrate computer science into the curriculum at all levels of compulsory 

education, while others have plans to do so.134 In the UK, for example, computer 

science classes are mandatory for students ages 5 to 16,135 while Finland has 

integrated ICT skills across the curriculum at all levels.136 The Republic of South 

Korea has also instituted mandatory software courses from primary school through 

secondary school.137 In Japan, computer programming will be a required subject in 

primary school starting in 2020, followed by implementation in secondary school by 

2022.138 These country initiatives show that classes to cultivate advanced digital skills 

are shifting from optional to compulsory, and this holds a strong potential to help 

retain the interest of girls at moments when it is most likely to drop off, largely due to 

gender socialization.

While making digital skills classes mandatory at the secondary level is recommended, 

it is also important to remember that many girls (and boys) leave school before this 

point. In Ethiopia, for example, ICT classes are required in secondary school, but 

half of all students drop out of school between the ages of 13 and 14, and girls are 

more likely than boys to end their schooling early due to community norms and to 

support the completion of domestic chores.139 In many contexts, the onset of puberty 

for girls corresponds with social restrictions on education. The lack of sanitation 

facilities and menstrual hygiene support, for instance, can cause girls to miss school 

Finally, it is vital that governments set targets for putting more women into policy-

making positions, especially within ministries of education and ICT, to help ensure 

representation at the policy level. Women must be involved in designing the policies 

aimed at increasing gender equality in digital skills. High-level female leadership in 

this area has the potential to influence the entire digital ecosystem and should be 

viewed as a critical goal in the effort to close the gender gap.
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or, in some cases, drop out altogether.140 In these situations, limiting ICT exposure to 

secondary school reinforces the gendering of technology, because ICT is introduced 

at a time when girls are less likely to be enrolled in formal education. To break this 

pattern of inequality, technology should also be incorporated at early grade levels, 

to take advantage of higher primary school enrolment rates and help girls as well as 

boys develop baseline skills that provide foundations for future skills development, 

whether in or outside of schools. Programming experience for girls as early as 

the first grade, for instance, has been shown to have a significant influence on 

technology self-efficacy and motivation.141 There is even an argument to be made for 

introducing digital skills at the pre-primary level, as new research indicates that girls 

acquire gendered notions of intelligence and aptitudes as early as six years of age, 

and these beliefs extend into adulthood.142 Girls who have frequent early exposure to 

technology are more likely to have a positive self-image of their ICT abilities as they 

age, which in turn increases the likelihood that they will choose to pursue technology-

oriented studies and careers. Early exposure also functions to normalize female use 

of technology. Girls who are encouraged and taught to use digital devices early in life 

are more likely to insist on continued use of these empowering technologies.

Mandatory courses may also be beneficial at the tertiary level, as some research 

has indicated that women in higher education are open to changing their current 

field of study to computing in light of the growing job opportunities available in this 

sector.143 Tertiary education institutions, from universities to TVET centres, should 

consider technology immersion classes for all incoming students, not just those in ICT 

fields. Harvey Mudd College in the USA, for example, has boosted the percentage of 

computer science majors who are women from 10 per cent to 55 per cent in about  

10 years, in part by redesigning its introductory computing course – a requirement for 

all first-year students – to comprise three different tracks, including one for students 

with no prior programming experience.144

Colleges and universities should also examine the structure of their computing 

programmes to ensure that women are not shut out by competition and 

overselectiveness. In the USA, for example, a recent surge in demand for computer 

science courses has created an extremely competitive environment that threatens 

to narrow pathways for women and minority students, who tend to have less 

experience than white and Asian male students.145 Some universities have responded 

to the high demand for advanced ICT studies by requiring incoming students to gain 

admission to computer science and other ICT majors prior to enrolling, which further 

disadvantages women, who are often less likely to have taken advanced computing 

courses in secondary school.146 Rather than excluding those without prior experience, 

universities could help level the field by providing introductory computing courses 

and offering flexible pathways to ICT majors.

Policy and programmes should aim 
to incorporate ICT skills, computer 

science and computational thinking 
into the curriculum for all subjects 

and at all education levels.



43

POLICY 
PAPER

   

Overall, policy and programmes should aim to incorporate ICT skills, computer science 

and computational thinking into the curriculum for all subjects and at all education 

levels. In the Finnish national curriculum, for example, ICT skills are among the 

‘transversal competences’ that are taught, studied and assessed as part of every 

subject.147 Such an integrated approach helps reinforce digital skills by giving students 

repeated exposure in different contexts and allowing them to apply their knowledge 

across different disciplines. This practice of technology integration across disciplines 

may be among the most forward-looking, because technology is quickly changing  

the practice of disciplinary study. Isolating digital skills to a single standalone subject is 

increasingly challenging and limiting, as it fails to account for the pervasive influence 

of technology in all fields.

#04 
SUPPORT  
ENGAGING  
EXPERIENCES Girls and women should have varied exposure to digital technologies, 

including opportunities to develop digital skills in informal contexts as well as 

formal ones. After-school clubs, extracurricular activities and camps focused on ICT 

can help encourage girls’ digital learning in a fun, relaxed environment.148 A programme 

in Tanzania offers an instructive example. The Dar es Salaam-based NGO Apps and 

Girls establishes after-school coding clubs and organizes events such as workshops, 

exhibitions, hackathons, boot camps and competitions, as well as mentorship and 

internship opportunities, outside the standard academic calendar.149 UN Women 

and the Mozilla Foundation applied a similar approach globally with Mozilla Clubs, an 

informal network that trains women and girls in digital literacy skills in both formal 

and informal settings.150 In the Dominican Republic, the Research Center for Feminist 

Action (CIPAF) won a Gender Equality and Mainstreaming in Technology (GEM-TECH) 

Award from the ITU for its STEM clubs for girls (E-Chicas and Supermáticas), which 

include training in coding as well as leadership skills.151 The success of the clubs 

has led the Ministry of Education to fund its expansion to primary and secondary 

schools throughout the country. In the USA, the Girls Who Code programme aims 

to build a pipeline for young women to work in computing through after-school 

clubs and summer immersion programmes that include project-based learning as 

well as networking and mentorship opportunities.152 What these programmes share 

is a commitment to ‘reposition’ coding and other advanced digital skills as inviting 

to women as well as men, and to sustain early female interest with networks that 

transcend formal education alone.

Digital learning should be enjoyable, whether at home, at school or at a community 

centre. One way to ensure this is through digital games. Research from Europe and 

North America has found people who appreciate and play video games are more likely 

to develop an interest in ICT, and the gender divide in video gaming mirrors and likely 

contributes to broader digital gender divides.153 In one study from the USA, girls who 

had early exposure to computer games were four times more likely to pursue a career 

in computer coding.154 Yet the social stigma against video games may prevent parents 

and teachers from seeing them as educationally beneficial, while stereotypes both 
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within and outside the family may deter girls from playing them. A study in Spain, for 

example, found that fathers regularly played video games with their sons but not with 

their daughters, while mothers never played video games with any of their children,155 

reinforcing the idea that certain digital activities are only for men and boys.

Schools and community organizations can help overcome these barriers by 

encouraging teachers to incorporate computer games into their classroom activities; 

making age-appropriate games accessible and attractive to girls both in and outside 

of school (for instance, at libraries or after-school centres); and advising parents 

to support age-appropriate computer and video games as educational and leisure 

activities, and play them with their daughters as well as their sons. The Block by 

Block initiative in the Socialist Republic of Viet Nam, for instance, uses the popular 

video game Minecraft as a tool for engaging adolescent girls in participatory 

urban planning.156 Conceived as a partnership between Plan International and UN 

Habitat, the programme creates models of participants’ actual communities in 

Minecraft. Girls then use them to address safety issues they have identified in their 

communities, particularly those affecting female residents, such as unlit streets on 

their routes home from school. The programme’s first implementation, in the Kim 

Chung community in Hanoi, prompted commitments from the local government 

to implement some of the girls’ suggestions. As this programme illustrates, digital 

games can be incorporated into interventions to help girls engage with actual issues 

affecting their communities, while at the same enabling them to develop and enhance 

their digital skills.

 Image 18:

Girls in Viet Nam 
participating 

in an initiative 
to strengthen 

female interest in 
technology

Source: Block by Block 
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#05 
EMPHASIZE  
MEANINGFUL USE  
AND TANGIBLE  
BENEFITS

In the formal education sector, project-based learning – a strategy that 

is beneficial for all learners – may be especially useful for engaging female 

students with technology because of its focus on applying knowledge in realistic 

contexts.157 Emphasizing real-life applications for digital skills, and incorporating 

hands-on experiments and field trips into the curricula, may influence more girls to 

pursue or stick with ICT studies, particularly during the transition from primary to 

secondary school.

Project-based approaches to learning  
can help sustain women’s motivation  

in ICT studies and increase the likelihood  
of their entering the technology industry 

after graduation.

In higher education, project-based learning can also help facilitate the transition from 

education to employment by allowing students to practise skills used by professionals 

in the digital sector in realistic scenarios. Experts have noted a mismatch between 

labour market needs and the digital skills being taught in higher education,158 

indicating that curriculum revisions are needed to ensure that programmes equip 

students with the competencies they need to be competitive on the job market. 

Tertiary institutions including TVET programmes should partner with employers 

in the technology sector to identify the specific digital competencies needed for 

various positions and develop learning experiences that mimic those students 

might encounter in the workplace.159 Such project-based approaches to learning can 

help sustain women’s motivation in ICT studies and increase the likelihood of their 

entering the technology industry after graduation.

Outside the formal education sector, tying digital skills to actual issues affecting 

women and their communities can be an effective strategy for teaching those skills, 

particularly for adult women. Promising work at the community level has combined 

digital skills training with other training and services, particularly those that help 

women generate income. In Indonesia, for example, NGOs help adult women learn 

how to use mobile phones as part of entrepreneurship seminars. The women begin 

by using a single-purpose mobile application with immediate utility – such as an app 

that provides design ideas for traditional crafts – and then gradually experiment with 

other applications and more general-use digital tools.160 The SheTrades initiative, 

implemented from 2016 to 2018 in Indonesia and Kenya, focuses on increasing 

the competitiveness of women entrepreneurs through capacity building, including 

training in digital marketing, social media and e-commerce. While the project is 

too recent to enable analysis of long-term impact, initial results indicate positive 
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outcomes in terms of sales and connections with international buyers.161 The project 

also found that conducting trainings online helped minimize the cost of capacity 

building activities. Teaching women to use e-commerce services has been shown to 

promote the productivity and competitiveness of women entrepreneurs ‘by linking 

producers and traders directly to markets at national, regional and even global levels, 

allowing them to restructure their economic activities and bypass intermediaries and 

the male-dominated and exploitative market structure’.162

Other programmes have found that connecting technology adoption to health 

information can be an effective strategy for motivating women to improve their 

digital skills. For example, the Prospera Digital programme in Mexico incentivizes 

learning digital skills by providing women with access to information on how to have 

a healthy pregnancy via a two-way messaging system for mobile phones.163 For 

adult learners in particular, benefits have to be evident and immediate in order to 

encourage the development – and more importantly maintenance – of digital skills. 

The programmes described above are unique in the way they embed digital skills 

training in efforts to fulfil urgent needs, and yield tangible benefits in the form of 

profitability, improved efficiency and superior health.

There is a need for digital learning  
content that goes beyond ‘pink content’  

to provide women with essential information 
and skills to help improve their lives.

Beyond specific interventions, more digital content must be developed that appeals 

to women and girls. Many women cite a lack of relevant content – particularly content 

in local languages – as a reason for not making more extensive use of internet-

connected technology.164 Online content often fails to cater to women or take their 

needs and interests into account,165 and women may be more selective about the 

time they spend on the internet due to their ‘time poverty’ and the extra burden of 

unpaid domestic work.166 There is a particular need for digital learning content that 

goes beyond ‘pink content’ to provide women with essential information and skills 

to help improve their lives.167 While relevance is highly contextual, a study conducted 

across 10 countries in Africa, Asia and Latin America identified two key types of 

digital content that are particularly critical to women’s rights and opportunities: 

information on sexual and reproductive health, and digital financial services.168 

Educational content developers might consider these topics as initial areas of focus 

when creating digital resources for women and girls. 

Women must be involved in the development and management of digital content 

in order to ensure it addresses their particular needs and is free from gender 

bias.169 The Association for Progressive Communications (APC) has called for digital 

platforms owned and operated by women in the global South to ensure that content 

is meaningful to women in developing country contexts.170 Content should also 

be tested with focus groups or the planned beneficiaries of an intervention. The 

Kilkari mobile health education programme in India, for example, went through four 

rounds of testing with rural mothers before content was found to be effective.171 
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Design with all the users, focusing on 
their needs and context

Focus on users’ digital skills and competences

Constantly monitor, measure and improve

Ensure the clarity and relevance of content 
for low-skilled and low-literate users

for low-skilled and low-literate users

Provide initial and 
ongoing training 

and support

Use appropriate media and tailor user interface

 Image 19:

Guidelines for 
Digital Inclusion 

Source: UNESCO

Adjustments to content based on user testing included simplifying audio messages 

to include just one key piece of information per message, and restating information 

in different ways within the same message to help with comprehension and recall. 

This programme shows the value of involving women in the process of content 

development and refinement, and highlights the factors that need to be considered 

when designing content for women and girls with low literacy levels and low digital 

skills. Detailed advice on creating content for such populations that is simple, 

clear and trustworthy can be found in the UNESCO-Pearson Guidelines on Digital 

Inclusion.172 Taken holistically, these guidelines can be used as a resource for 

designing, implementing and evaluating interventions aimed at helping people 

develop digital skills despite low levels of literacy and little familiarity with ICTs. 

#06 
ENCOURAGE 
COLLABORATIVE 
AND PEER 
LEARNING

Students’ learning experiences are crucial for the development of self-

efficacy beliefs.173 While pedagogical strategies such as collaboration and peer 

learning are beneficial for all learners, they have been found to be particularly 

effective at engaging women and girls with ICT. In a study of collaborative learning 

with mobile technology in Israel, secondary school girls were found to spend more 

time with digital learning materials on a mobile device in a group-learning setting 

than when using the device individually.174 Girls also had higher levels of perceived 

peer-influenced learning when working with mobile technology in a group than boys. 

In other words, not only did girls engage more with digital technology when working 

collaboratively than when working alone, but they were also more likely than boys to 

feel they had learnt from their fellow students. These results may be linked to girls’ 

strong collaborative problem-solving skills: In the 2015 PISA (the OECD’s Programme 

for International Student Assessment), girls significantly outperformed boys in every 

country that participated in the collaborative problem-solving assessment.175 Girls 

were also significantly more likely than boys to agree with statements that indicated a 
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Collaborative and peer learning has also been shown to have benefits in some 

circumstances for women outside the formal education sector. The Internet Saathi 

initiative in India is a good example. Launched in 2015 by Google and Tata Trusts, 

the programme aims to facilitate rural women’s engagement with the internet by 

teaching them basic digital skills and providing them with a mobile device, whether 

a tablet or smartphone.176 What makes the programme unique is that it uses only 

local women as trainers, an attribute that has contributed to its success. Women 

trained as saathis (Hindi for ‘friend’) are equipped with the skills and tools (including 

training, mobile devices and a bicycle for transport) to help other women in nearby 

communities access and use the internet in meaningful ways.177 This model makes 

the initiative extremely sustainable and scalable. According to estimates from Google, 

as of August 2018 the programme had benefited 17 million women in 1.7 million 

villages across 17 states in India, with plans to reach 3 million villages in 2019.178 

In addition to using the internet to access valuable information about topics such 

as maternal health and agricultural techniques, many participants have gone on to 

form women’s collectives and start their own businesses or find new ways to earn 

money.179 At the end of 2017, the programme expanded to specifically include a 

digital-based livelihoods programme called the Foundation for Rural Entrepreneurship 

Development (FREND), which aims to help 1 million saathis establish online 

businesses to generate digital-based income by 2022.180 This programme 

demonstrates the potential of peer learning to magnify the benefits of digital skills 

training for women and girls, and have a lasting and far-reaching impact on their 

communities.

positive attitude towards collaboration and teamwork. In light of these data, teaching 

training and professional development should emphasize collaborative learning as a 

strategy for engaging girls with technology, and boosting and maintaining their  

self-confidence in developing digital skills. In addition, digital learning content and 

online learning platforms, which often focus on individual learners, should review 

and adapt materials and software to include more collaborative functions that might 

better engage women and girls, and help them develop ICT skills.
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#07
CREATE SAFE SPACES 
AND MEET WOMEN  
WHERE THEY  
ARE For adult women, informal learning may be the only pathway available 

to them for developing digital skills. Interventions targeted at adult 

women should take into account cultural norms as well as women’s domestic 

responsibilities. For instance, internet cafes and other ICT access hubs are often male-

dominated spaces that are off-limits to women, or located far from women’s homes 

or in unsafe areas. Public access points that are female-friendly, such as specially-

designed libraries, parks and community centres, are particularly important in these 

contexts.181 Governments might consider designating women-only spaces for internet 

access in these locations to further accommodate women’s needs. In some contexts, 

digital training programmes, classes that are mixed-gender or offered late at night 

may be considered inappropriate or make women feel uncomfortable. Even in cultures 

where mixed-gender education is common and accepted, researchers have found that 

women tend to ask more questions and discuss problems and concerns more readily 

in secure, moderated, women-only environments.182 Depending on the cultural context, 

governments should consider partnering with schools and community centres to offer 

all-female digital skills courses, led by female instructors or moderators. Schedules 

should be designed to accommodate the target group; for instance, classes aimed 

at stay-at-home mothers should be offered during school hours and welcome young 

children or provide childcare. Ideário Hub, a technology start-up in Mozambique, 

accomplishes this by offering free, three-month digital literacy courses for low-income 

women in Maputo, the country’s capital.183 Many of the participants are young mothers 

who attend the classes after dropping their children at school and may bring their 

infants with them to the training centre. Interventions must acknowledge women’s 

domestic responsibilities and make an effort to ‘meet women where they are’. Often 

programmes that aim for inclusivity fall short of this goal because of logistical issues 

such as class schedules that essentially function to exclude women.
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All-female ICT classes, taught by women, may be also considered at the secondary 

and tertiary education levels within the formal education sector. While the global 

trend is moving away from sex-segregated  education, it may be helpful in some 

scenarios when teaching digital skills, as a way to boost girls’ engagement and self-

confidence and to create a safe space for discussing issues that disproportionately 

affect them, such as non-consensual pornography and gender-based online violence. 

This sort of intervention may be needed for digital skills classes in the short term to 

narrow the widening digital gender divide.

Online and mobile learning can help women who already have basic digital skills 

and internet access to develop more advanced ICT skills in a convenient and secure 

setting. Because of its flexibility and potential for potential for ‘anywhere, anytime 

learning’, mobile learning already meets many of the requirements for interventions 

aimed at accommodating women’s ‘time poverty’. However, the online arena does not 

dispel concerns about safety or sharing sensitive issues with men. The impersonal, 

public nature of MOOCs and other online learning platforms may be uncomfortable 

for some women, particularly if interaction with male students is required. The 

EQUALS Research Group has suggested that many online spaces, like physical spaces, 

are ‘equally dominated by men and present some of the same challenges women face 

in traditional pathways’ (EQUALS, 2018). Universities and other organizations offering 

online learning may consider implementing the same interventions as brick-and-

mortar institutions: women-only ICT courses or sections, taught and moderated by 

women and operated in digitally secure environments that ensure privacy.

#08 
EXAMINE  
EXCLUSIONARY 
PRACTICES AND 
LANGUAGE Representations of education, research and work in the digital sector, 

including the language used to describe courses, majors, scholarships, 

careers and job postings, make a difference in women’s and girls’ perceptions 

about whether they belong in the digital space. As pointed out in the theoretical 

framework for the Hypatia Project, an EU-based initiative to promote gender-inclusive 

STEM education, if fields such as computing are represented in a way that offers 

women limited, stereotypical roles, those women are as likely to feel alienated as they 

would be by a stereotypical male-dominated representation.184 Education systems 

should take a hard look at their curricula and procedures to identify and remove 

gender bias and stereotypes. For example, as part of its effort to enrol more women 

in its computer science programme, professors at Harvey Mudd College in the USA 

examined course materials and removed references to common tech stereotypes that 

might make women feel less welcome in class.185 

The language used to describe course and programme offerings is particularly 

important. A study of university course descriptions for entrepreneurship 

programmes identified an overwhelming tendency towards ‘masculine’ phrasing 

that emphasized competition, difficulty and the potential for failure – for instance, 

describing the field as a ‘contact sport’ and ‘not for the meek and mild’; emphasizing 
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the importance of ‘risk-seeking behaviour’ and ‘very hard work’; and warning students 

that ‘if you cannot commit the time . . . this class is not for you’.186 Phrasing coded by 

the researchers as feminine included references to collaboration, collegiality, ethics, 

trust, relationships and social impact – for instance, describing the field as ‘inherently 

social [and] collaborative’; characterizing course activities as ‘sharing and building 

trust with your classmates’; and highlighting work towards ‘sustainable economic, 

social and institutional change’. Descriptions were less masculine for introductory and 

overview courses and increasingly so for courses aimed at developing and applying 

skills. Similar linguistic patterns can be found in the course descriptions for university 

computing programmes, and it is likely that such language has an exclusionary 

effect on women.187 Institutions trying to attract more women to ICT-related studies, 

whether at the secondary or tertiary levels or in non-formal education, should 

consider the power of language when writing and revising course and programme 

descriptions, with an eye towards more gender-neutral and inclusive phrasing. Harvey 

Mudd College, for instance, which has successfully increased the number of female 

computer science graduates, rebranded its Introduction to Computer Science course 

to a more gender-neutral (and arguably more descriptive and accurate) title: Creative 

Problem Solving in Science and Engineering Using Computational Approaches.188

 Image 22:
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Language also matters in the professional realm. Gendered language in job postings 

and course descriptions that emphasizes competitiveness and assertiveness over 

teamwork and relationships may discourage women from applying.189 A study of job 

advertisements in the UK identified the top male-gendered words as ‘lead’, ‘analyse’, 

‘competitive’, ‘active’, and ‘confident’, whereas the top female-gendered words were 

‘support’, ‘responsible’, ‘understanding’, ‘dependable’, and ‘commitment’.190 The US 

National Center for Women and Information Technology (NCWIT) has developed 
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several resources for reducing unconscious bias in job advertisements, as has the 

TEQtogether (Technology Equality Together) initiative. Their recommendations 

include avoiding gendered words and phrases (possibly using an online ‘gender 

decoder’ tool that scans for gender-coded words),191 avoiding superlatives and 

extreme modifiers, using gender-neutral pronouns (‘you’ or ‘they’ as opposed to 

‘he’), limiting the number of requirements that are most important for the job, and 

emphasizing the organization’s commitment to diversity, flexibility and quality of 

life.192 On a related note, recent research from Stanford University found that tech 

industry recruitment sessions that highlight competitiveness, include overt gender 

stereotypes and ‘geek’ culture references, and fail to include any female employees 

– or worse, feature men giving presentations while women hand out refreshments or 

swag – tend to discourage women from applying.193 Work-based trainings aimed at 

increasing gender sensitivity and reducing discrimination and harassment can be a 

good venue for sharing information on best practices for eliminating gender bias in 

recruitment and hiring practices.

Education systems and training programmes can also help debunk the myth that 

success in technology-related fields depends on innate ‘genius’ and a knack for 

entrepreneurship. These stereotypes, perpetuated by the success and celebrity of 

Silicon Valley business leaders such as Mark Zuckerberg, Elon Musk and Jeff Bezos, 

and especially rampant in the field of frontier technology, tend to favour men and 

turn women away from the industry. A 2015 study found that academic fields that 

place a high value on ‘brilliance’ or innate intellectual giftedness – including computer 

science, engineering and physics, as well as humanities disciplines like philosophy 

– tend to have the lowest numbers of female PhD candidates, due to the cultural 

stereotype that genius is a male trait.194 School-based professional development for 

teachers and university professors, community outreach events for parents, and 

work-based trainings for colleagues and managers can all help overturn gender-

biased beliefs about what is required to be successful in the ICT sector.

#09
RECRUIT AND TRAIN 
GENDER-SENSITIVE 
TEACHERS

Students cannot effectively learn digital skills from teachers who lack 

digital skills themselves. While gender-disaggregated data are scarce on the 

effect of teacher quality on students’ ICT skills, some research suggests that 

unskilled teachers may disproportionately affect girls’ learning in technology-related 

subjects.195 ICT training for all teachers is therefore an essential component to any 

intervention addressing the digital gender divide. When the UK changed its national 

curriculum in 2014 to incorporate compulsory computer science classes, for example, 

one of the main challenges it faced was ensuring a sufficient number of teachers 

with the skills and confidence to successfully pilot the new subject.196 Digital skills 

should be incorporated into national teacher standards and the curriculum of teacher 

training programmes for pre-service and in-service teachers of all subjects and 

levels, to ensure that teachers not only have these skills themselves but know how 
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to effectively incorporate them into their teaching practice and materials in order to 

support students in developing proficiency. UNESCO’s ICT Competency Framework 

for Teachers, Version 3, published in 2018, contains guidance for incorporating 

ICT skills into teacher training and professional development, and is widely used in 

countries.197 Regional and national networks, such as the UK’s Network of Teaching 

Excellence in Computer Science, can also be established to give technology educators 

access to support, coaching and mentorship from their colleagues.198

Recruiting and training more female ICT teachers may be particularly beneficial to 

girls. In North America, for example, girls’ interest in computing has been found 

to be significantly higher when the subject is taught by a female teacher, whereas 

boys’ interest is unaffected by the teacher’s gender.199 Female teachers’ self-

efficacy, or confidence in their knowledge of the subject and their ability to teach 

it, has been linked to girls’ achievement in STEM subjects but not to boys’,200 again 

suggesting that same-gender teachers may be more important to girls’ development 

of digital skills than boys’. In some contexts, systems therefore need to invest in 

recruiting and training more female teachers in technology-related subjects across 

all education levels, and in upskilling existing female ICT teachers.201 This can be 

incentivized in a number of ways. For instance, grants, reduced tuition fees and loan 

forgiveness programmes for women planning to teach a technology-related subject 

can encourage more women to enrol in teacher training programmes. Schools and 

districts can offer free in-service training and professional development for female 

teachers to enhance their ICT skills, perhaps tied to pay increases or bonuses for 

women who complete a credentialing process to enable them to teach computing and 

related subjects. 

Teachers’ attitudes and beliefs are also important, as stereotypes and gendered 

notions of intelligence and aptitude have a profound effect on children’s sense of 

self-efficacy and confidence. In a Greek study, for example, middle school students 

who reported high teacher expectations relating to ICT learning also held more 

positive views of their ICT skills.202 Beliefs that aptitudes and abilities are innate 

may be more discouraging for girls than boys: Research has found that teachers’ 

perceptions of sex-based ability can have a negative impact on girls’ pursuit of 

technology-related studies.203 While toxic at all education levels, such views may be 

particularly damaging in the primary and lower secondary grades, when girls are 

forming their self-image about intelligence, aptitude and potential. A Swedish study, 

for example, demonstrated that students’ career aspirations are largely formed by 

age 13 and are progressively more difficult to change after this point.204 
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Girls have been found to perform 
better when they are told that skills 
can be improved and that intellect 

and abilities are not fixed or innate.

#10 
PROMOTE 
ROLE MODELS  
AND MENTORS

The importance of role models and mentors is emphasized repeatedly in 

the literature on gender and digital skills.208 In one North American survey, 

62 per cent of secondary school girls who had someone encourage them to 

study computing or coding said they were likely to major in this subject in college, 

as compared to 15 per cent of girls who did not have anyone encouraging them.209 

The presence of female role models is particularly beneficial for girls. For instance, 

the negative effect of sociocultural stereotypes on girls can be mitigated by mothers 

and other female family members setting a positive example of female technology 

In light of this evidence, institutions responsible for teacher training should 

implement pre-service training and in-service professional development to help 

teachers identify and mitigate bias in learning materials as well as their own teaching 

practices, and adopt gender-responsive approaches to teaching ICT. The TeachHer 

Initiative, for example, used UNESCO’s network of teacher training institutes to 

conduct workshops for educators and policy-makers from around the world in 

methods to create gender-responsive lesson plans and inspire adolescent girls 

to pursue STEM subjects as well as art and design.205 Similarly, the Talent Viewer 

project in the Netherlands has developed a gender awareness training for teachers 

in primary education that focuses specifically on helping all students develop STEM 

skills.206 While these initiatives focus on STEM more broadly, the same approach can 

be used to equip teachers with strategies to help girls build confidence and interest in 

digital skills. Guidance on good practices should be specific and evidence-based. For 

instance, girls have been found to perform better when they are told that skills can 

be improved and that intellect and abilities are not fixed or innate.207 Teachers should 

convey this idea to students both explicitly through direct instruction and implicitly 

through their feedback and praise, to help students cultivate a ‘growth mindset’. 

Finally, the same issues facing teachers in the formal education sector also apply 

to educators in informal contexts. Governments and organizations implementing 

ICT programmes need to plan for and invest in capacity-building for instructors 

and mediators, particularly for community-based organizations that do not have a 

technology focus. This may be especially important for female informal educators, 

who might need more training to ensure they feel confident in their own digital skills 

before teaching them to others.
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Role models help girls see varied 
pathways into the digital sector 

and imagine themselves  
in technology professions.

use and encouraging girls to pursue technology-related studies and leisure activities. 

Competent and effective female teachers, particularly in ICT-oriented subjects, help 

build girls’ self-confidence in their digital skills and inspire them to consider careers 

in technology. In addition to implementing parental outreach programmes and 

hiring more female ICT teachers, education systems should review and update their 

curricula to ensure that women are featured prominently in the learning materials for 

technology-related subjects. Female role models from the community can also be a 

source of inspiration. For instance, local women working in the technology industry 

can be recruited by schools, universities, TVET centres, workplaces and women’s 

organizations to speak with groups of women and girls about their experiences and 

answer questions. These approaches help girls see varied pathways into the digital 

sector and imagine themselves in technology professions.

ICT mentorship programmes for women and girls have been found to be effective 

both within and outside the formal education sector. Schools and universities may 

consider establishing programmes that pair primary school girls with secondary 

school girls, secondary school girls with women attending university, and female 

secondary school and university students with women working in the ICT sector. 

Female teachers and professors can also take on mentoring roles for small groups 

of female students, either informally through girls’ computing clubs and other 

extracurricular activities, or formally through a designated mentorship programme. 

The Aspirations in Computing (AiC) initiative, established by the NCWIT in the USA, 

is a good example of a network that works with schools to provide a long-term 

community for female technologists from kindergarten through higher education 

and beyond. At the primary and secondary education levels, AiC’s AspireIT outreach 

programme uses peer-led learning to teach K–12 girls programming fundamentals 

and computational thinking in hands-on environments. Of the 9,500 girls the 

programme has reached, 75 per cent expressed interest in taking a future computing 

class after the programme concluded,210 suggesting that mentorship relationships, 

particularly among girls who are close in age, can significantly influence girls’ 

motivation to develop more advanced ICT skills. At the tertiary level, women who 

attend an NCWIT Academic Alliance institution and are majoring or minoring in 

computing are encouraged to join the AiC Community, which coordinates virtual and 

in-person meetups, hands-on activities for exploring computer science concepts 

and opportunities to participate in computing outreach programmes for younger 

girls in local communities. Educators and adult influencers also serve as mentors for 

women and girls throughout the network. In addition to mentorship, AiC provides 

members with access to scholarships, internships and job opportunities, and publicly 

acknowledges female achievements in technology through awards for students and 

educators. This initiative is successful, at least in part, because of its comprehensive 

approach that creates a community of strong female role models to support girls and 

women throughout their education and beyond.



56

POLICY 
PAPER
   

Outside of formal education, governments and organizations can partner with female 

ICT professionals to provide mentorship and training opportunities to women and 

girls. In Jamaica, for example, the organization Youth Can Do IT (YCDI) launched a 

Women in ICT Mentorship Program in 2018 that pairs young women between the 

ages of 15 and 22 with female mentors working in the ICT industry.211 Girls participate 

in monthly themed meetups and quarterly technology workshops, as well as personal 

development and empowerment workshops focused on recognizing and developing 

talents and strengths.212 A similar programme in Ghana called Tech Needs Girls 

has established a network of female computer scientists and engineers who teach 

girls to code and serve as mentors and role models.213 As of 2016, the programme 

had reached more than 2,500 girls through a network of over 200 mentors.214 

Programmes like these, which pair girls with adult women working in the technology 

industry, help girls visualize themselves as ICT professionals and view the path to 

reaching such a goal as manageable and achievable.

Mentorship initiatives can also help adult women learn digital skills in a safe and 

supportive environment. One example comes from Kenya and Uganda, where the 

Ugandan Hub for Investigative Media and Deutsche Welle Akademie run a digital 

security mentoring network for female media professionals, who are often subject 

to cyber-violence and online harassment as well as offline threats (in a survey 

conducted in Kenya, for example, 75 per cent of female journalists had experienced 

online harassment in the course of their work).215 Funded by the German Federal 

Ministry for Economic Cooperation and Development (BMZ), the project offers 

workshops and seminars on digital security for women journalists and bloggers from 

around the region, who have the opportunity to share experiences and learn from 

one another.216 While the workshops began as informal sessions, the network has 

made efforts to professionalize its mentoring activities by setting quality standards 

and developing a curriculum that includes topics such as creating a secure password, 

backing up data, encrypting emails, erasing digital tracks and avoiding risks while 

using public Wi-Fi.217 The evolution of this initiative shows how even an informal 

network of female professionals can make a difference in women’s digital skills 

and safety by fostering supportive and productive relationships among colleagues. 

Similar networks could be established in other industries or among teachers to 

enable women to share information about issues related to ICT and gender that are 

particular to their field.

Gender-equal education will not be realized 
until gender issues are mainstreamed. 
Improved awareness is needed about the 
biases that keep women out of technology 
fields, both within the education sector and 
in society more broadly. Interventions do 
not necessarily need to focus on upskilling 
women and girls to make a difference in 
the digital skills gender divide. Educators 
should be encouraged to take a step back 
and think about the ways in which discourses 

around technology are gendered and how 
this has trickled into everything from the 
curriculum to the posters on classroom walls. 
As much as efforts are needed to equip 
women and girls with digital skills, so too are 
interventions to enhance understandings 
of how the digital field is biased and to 
encourage approaches to neutralize this bias 
and make digital skills education attractive 
and approachable for all learners.

Beyond 
interventions 
targeting 
girls and 
women 
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#11
BRING PARENTS 
ON BOARD

Parents, along with teachers, tend to be the biggest influencers for students when 

it comes to selecting subjects and making career choices.218 Parental support and 

encouragement has also been shown to be the most important factor for self-

efficacy, for both boys and girls.219 Depending on their attitudes, parents can either 

reinforce or help dismantle harmful gendered stereotypes about intelligence, aptitude 

and ‘appropriate’ fields of study for women.220 They are also often the primary 

gatekeepers of digital technologies and therefore play a crucial role in facilitating 

access to ICTs and encouraging their use, either directly or indirectly.221 In many 

contexts, parents have been found to treat daughters and sons differently in terms 

of ICT access and use, often introducing technology to girls later than boys, imposing 

more restrictions on its use and prioritizing boys’ access over girls’.222 Even when 

parents are supportive of their daughters pursuing ICT-related studies, they often 

feel ill-prepared to help their children; for instance, a study conducted in the USA 

showed that while 46 per cent of parents believe that computing and coding are high 

priorities, only 25 per cent felt they understood the specific ways in which ICT studies 

could benefit their children.223

Depending on their attitudes,  
parents can either reinforce or help 

dismantle harmful gendered stereotypes 
about intelligence, aptitude and 

‘appropriate’ fields of study for women.
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Education systems should design and implement parental outreach programmes 

aimed at breaking down gendered stereotypes about ICT and raising awareness 

about the importance of digital skills for girls specifically, perhaps partnering with 

NGOs, local government or the private sector to maximize effectiveness and reach 

the parents of out-of-school girls. The Dutch Talent Viewer project, for example, 

which is a partnership between the Ministry of Education and a local NGO, actively 

engages the parents of primary school students in awareness-raising campaigns 

to promote girls in STEM.224 In Pakistan, Plan International partnered with a local 

telecommunications company to launch the Safe Internet and School Outreach 

Programme, an initiative that established solar-powered ICT labs in 44 schools 

and trains students, parents and teachers in computing, digital learning and online 

safety.225 Plan International also conducts parental outreach in India through its Digital 

Learning Centres. Even simple interventions have been shown to make a difference: 

In one study, children of parents who were provided with informational materials 

(brochures and a website) about the usefulness of STEM courses were found to take, 

on average, one more semester of science and mathematics during the last two years 

of secondary school, compared with the control group.226 This is significant, both 

because of the relatively minor effort involved on the part of the school and because 

the intervention affected subject selection at a time when most girls drop out of 

ICT studies. As shown by these examples, even small-scale efforts to inform and 

persuade parents of the importance of digital skills for girls can have a meaningful 

impact on girls’ ICT studies.

An overemphasis on safety is 
often used as a justification  

for preventing women and girls 
from using technology and 

cultivating digital skills.

Programmes should place a strong emphasis on the myriad benefits of digital 

competence for girls, including boosting their confidence, increasing educational and 

professional opportunities, and promoting their health and well-being. The topic of 

online safety should also be engaged directly. While many of parents’ concerns are 

valid, an overemphasis on safety is also often used as a justification for preventing 

women and girls from using technology and cultivating digital skills.227 Parents should 

be actively advised to give girls the same access to technology as boys and the same 

amount of screen time. Interventions targeting mothers specifically may be helpful, 

as mothers’ expectations in particular have been found to have a more significant 

impact on their daughters’ career choices than on the career choices of their 

sons.228 Programmes should aim to impress upon them the importance of setting 

high expectations for their daughters in terms of digital competence, on par with 

expectations for their sons.
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#12
LEVERAGE COMMUNITY 
CONNECTIONS 
AND RECRUIT 
ALLIES For interventions that are not school-based, partnering with NGOs and 

other local groups – particularly women’s organizations – that are already 

embedded in the community is advisable in order to increase a programme’s 

credibility and help with recruitment, as well as allow programme planners to foresee 

and overcome potential challenges, including resistance and backlash. Involving 

members of the target group (i.e. local women) in designing interventions will also 

ensure that training programmes address the needs and desires of the people they 

are designed to help. In addition, empowering local female community leaders to 

become ICT advocates and trainers can help maintain the momentum and ensure 

that women do not lose their learning gains after the programme ends.

Digital skills training may be  
most effective when it is embedded  
in multifaceted community projects  

rather than implemented as  
stand-alone interventions.

While there is some debate about the effectiveness of partnering with women’s 

organizations to run interventions for digital inclusion, many organizations, 

including UN Women and the World Wide Web Foundation, have recommended 

such an approach.229 EQUALS partner Pro Mujer, a leading women’s organization 

in Latin America, uses an integrated approach that combines access to financial 

and health care services with training programmes in financial and business skills, 

entrepreneurship and digital literacy, in order to help low-income women and their 

families achieve economic independence and self-sufficiency.230 In 2018, Pro Mujer 

reached 250,000 women, provided 500,000 health interventions and disbursed 

US$200 million in small loans across five countries. In addition to incorporating digital 

literacy into its training programmes, the organization works with leading technology 

firms and non-profits to help close the digital gender gap.231 In 2017, for example, 

Pro Mujer partnered with Microsoft to bring a coding course to women in Bolivia.232 

In 2018, the organization joined the EQUALS Global Partnership as part of the Skills 

Coalition, and committed to providing 2,000 digital literacy trainings for women 

microentrepreneurs, youth and Pro Mujer staff in Bolivia by 2020.233 While a variety 

of approaches are needed, established women’s organizations like Pro Mujer can be 

valuable allies in efforts to increase digital skills for women and girls. The success 

of Pro Mujer suggests that digital skills training may be most effective when it is 

embedded in multifaceted community projects rather than implemented as  

stand-alone interventions. While digital skills are an end goal themselves, they are 

best cultivated as part of programmes that meet more immediate needs like access 

to loans.
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As the EQUALS Research Group has pointed out, ‘it is important to act in an inclusive 

manner so as not to alienate the male population, overlook other disadvantaged 

populations or exacerbate backlash’.234 In order to ensure the success and long-term 

sustainability of interventions, men and boys must be part of the solution. Numerous 

initiatives have been launched to recruit men as allies and advocates for gender 

equality – including the UN’s HeForShe, Catalyst’s Men Advocating for Real Change 

(MARC), the Forté Foundation’s Men As Allies, Sweden’s MÄN, the Australia-based 

Male Champions of Change (MCC) Institute, and the global MenCare and MenEngage 

alliances – and many resources are available on strategies for engaging men on the 

issue of gender equality.235 Male advocacy campaigns specifically targeting the digital 

gender divide are rare, but EQUALS partner TEQtogether, a global coalition launched 

in 2018 by the UNESCO Chair in ICT for Development at Royal Holloway, University of 

London, is a good example. The coalition focuses on four main areas of intervention: 

1 informing men through the provision of information and resources on how 

their actions impact digital gender inequality; 

2 identifying actions that men can take to enhance gender equality in the tech 

workplace, and convening training workshops around these actions; 

3 recommending actions that men can take to reduce digital violence against 

women; and 

4 encouraging reverse mentoring, through which women mentor men at all 

levels in tech organizations. 

TEQtogether has developed evidence-based guidance notes in multiple languages 

covering topics such as writing performance appraisals in the tech sector, convening 

conferences or events, and strategies that fathers can use to help empower girls in 

STEM subjects.

The NCWIT also has several resources dedicated to male advocacy for gender 

diversity in the workplace, including a Male Allies and Advocates Toolkit that details 

strategies for creating male ally networks and evaluating their effectiveness.236 

Through interviews with men employed in the technology sector, the NCWIT has 

identified experiences and arguments that influence men’s thinking about gender 

issues in the workplace, as well as factors that discourage men’s advocacy.237 

For instance, the report found that a combination of personal and professional 

experiences motivate men to become gender advocates and allies, including ‘having 

a minority experience themselves; relationships with their wives, daughters and 

mothers; having had female bosses, mentors or colleagues; attending workshops on 

bias; and witnessing biases in action’.238 While some of these experiences are based 

on chance, others can be created, for example by enabling men to attend conferences 

and events on women in ICT, to gain a minority experience; by hosting workshops 

on gender inequalities and unconscious bias; and by rotating work assignments to 

ensure that men have opportunities to work with female supervisors, mentors and 

colleagues. Data about a company’s workforce can also be effectively employed 

both to identify potential male allies and to make economic and moral imperative 

arguments more persuasive. 

Although many of the NCWIT and TEQtogether resources are aimed at the technology 

workplace, their recommendations can easily be applied to interventions designed 

by educational institutions and community organizations in a variety of contexts. 
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For instance, schools or districts with a mix of male and female ICT teachers could 

consider rotating teaching assignments regularly to ensure that all students get 

to experience being taught by a female teacher. Classroom activities can borrow 

strategies from work-based unconscious bias training to raise students’ awareness of 

the gender inequality in ICT, and local NGOs can offer workshops for men on reducing 

online violence against women that emphasize male responsibility rather than female 

victimhood.

Recreate ‘temporary’ minority experiences for men.

Attending majority female conferences or workshops was one example cited 
as eye-opening by several men in the study.1
Ensure that male employees have experiences with female 
mentors, bosses or other female leaders.

Consider setting up formal or informal programmes or rotational assignments 
that might encourage these kinds of pairings.

2
Invite men to ‘women in tech’ events, workshops on 
unconscious biases or diversity trainings.

Being educated about the issues and hearing from experts, and from 
technical women themselves, can change men’s mind.

3
Share ‘your story’ of being a minority in a male-dominated 
environment with male colleagues you trust.

The NCWIT study found that listening to women’s stories about their 
experiences was one of the most influential factors in motivating men to 
work for increased gender equity.

4
Give male colleagues a specific role in gender diversity efforts.

Gender diversity is not a women’s issue. Many men would take more action if 
they knew what to do.5
Provide men with information to raise awareness and make 
change.

You could share NCWIT’s Top 10 Ways to Be a Male Advocate brochure, give 
them the male advocates report or show them the gender statistics in their 
department.

6
Provide men with tools to use in gender diversity efforts.

Point to the recruiting, hiring, supervising or retention practices described on 
the NCWIT website. Share accounts of ways other men held their employees 
accountable for diversity efforts, as described in the NCWIT Male Advocates 
report.

7
Bring men together who care about the issues.

Having other men to talk to about the issues and challenges can help men 
make more progress in their own individual efforts.8

 Image 25:

Strategies to 
encourage male 

advocacy for 
gender equality 

in technology

Source:  

National Center for Women 

 and Information Technology
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#13 
SUPPORT TECHNOLOGY
AUTONOMY  
AND WOMEN’S  
DIGITAL  
RIGHTS

It is important to note that while digital skills can increase women’s 

independence – financially, socially, politically, personally239 – this can only 

happen if women are empowered to use technology autonomously. Too often, 

women and girls are digitally ‘tethered’ while men have administrator privileges, 

control of account settings and passwords, and access to search history and other 

means of surveillance. In these situations, rather than being a tool for empowerment, 

technology serves to reinforce male control over women. To remedy this, it is 

necessary to normalize female digital autonomy. This can be accomplished by 

educating women about their digital rights and conducting outreach and training for 

teachers, parents, managers and other potential digital gatekeepers. Women and girls 

need to be taught how to protect their privacy and ensure their safety both online and 

offline. One example of resources that could be used to support this type of training 

is the Empowering Internet Safety Guide for Women, produced by vpnMentor, which 

includes detailed advice on how women can protect their privacy and keep themselves 

safe when using social media platforms, online dating sites and ride-sharing apps. 

The Guide further explains how women can respond to workplace harassment and 

safeguard themselves against technology-facilitated intimate partner violence.240 

Too often, women and girls are 
digitally ‘tethered’ while men have 
administrator privileges, control of 
account settings and passwords, 
and access to search history and 

other means of surveillance.

Women and girls as well as men and boys also need to understand the mechanisms 

for holding leaders, companies and public institutions accountable for digital safety, 

and be equipped with the tools to lobby for societal changes, such as legislative 

and judicial reforms, to prevent online abuse. Many governments are aware of the 

issues posed by big data – the United States Supreme Court, for example, recently 

acknowledged the challenges presented by the sheer quantity of data generated 

by mobile phone records and the ‘seismic shifts in digital technology’ that make 

these records available, and it concluded that people do not necessarily surrender 

their privacy when they engage in public behaviour.241 Yet existing laws are generally 

not nimble enough to respond to the rapidly changing digital space. In addition to 

educational interventions, governments need to prioritize gender-equal technology 

use through policies and legislation that protect women’s digital privacy and 

autonomy.
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#14 
USE UNIVERSAL 
SERVICE AND 
ACCESS  
FUNDS

Governments may consider using universal service and access funds 

(USAFs) for investments in closing the digital skills gender gap. While these 

funds are usually used purely to extend networks and coverage, they can and 

should be reoriented towards skills training, as education – not wires and networks 

– is the major barrier in many communities. In Pakistan in 2015, for example, the 

national Universal Service Fund partnered with Microsoft and Bait-ul-Mal, a Pakistani 

social welfare organization, to launch a programme to train girls in ICT.242 As of spring 

2018, the Ministry of IT had used USAFs to establish 226 computer labs for girls and 

provide training for over 100,000 girls and more than 200 teachers.243 At the 2018 

Mobile World Congress, the Pakistan Universal Service Fund signed a memorandum of 

understanding with Huawei to further expand and improve the programme.244 Also in 

2018, the World Wide Web Foundation and the Alliance for Affordable Internet, with 

support and funding from UN Women, produced a report outlining how governments in 

Africa can and should use USAFs to fund programmes aimed specifically at closing the 

digital gender divide. Their recommendations include allocating at least 50 per cent of 

USAFs to increase women’s internet use, which includes skills education programmes 

as well as actions to upgrade network infrastructure and improve access.245 

Governments can and should use 
USAFs to fund programmes aimed 

specifically at closing the digital  
gender divide.

Some African countries have already invested USAFs towards ICT inclusion programmes 

for women and girls. Rwanda’s Universal Access Fund, for instance, supports a 

competition run by Girls in ICT Rwanda called Ms. Geek Africa, which aims to encourage 

girls to participate in STEM fields by designing innovative technology-based solutions to 

problems relevant to African communities.246 Girls and young women aged 13-25 who  

live in countries that belong to the SMART Africa alliance (currently 22 countries) are 

eligible to compete; all finalists participate in a week-long training and mentorship 

programme, and winners receive money and equipment as well as training and 

mentoring to further develop their ideas. Ghana has used USAFs to fund its Digital 

for Inclusion programme, which includes a stipulation that women constitute 60 per 

cent of the programme’s beneficiaries.247 In Benin, USAFs have funded a project that 

uses a mobile platform to provide agricultural pricing information to rural women 

entrepreneurs.248 Such funds can also be used to support ICT scholarships for women 

and gender-responsive professional development programmes for teachers. These 

examples illustrate how USAFs can be leveraged and applied to a wide range of activities 

in support of governments’ efforts to close the gender divide in digital skills. As 

mentioned in CHAPTER 1, education and skills need to be considered a component of 

access and therefore deserving of USAF investments. As ICT hardware falls in price and 

affordable networks expand, the dominant access barrier is educational, not technical.
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#15
COLLECT AND USE DATA, 
AND SET ACTIONABLE  
INDICATORS AND  
TARGETS At a moment when the ability to leverage ICT constitutes a core 

competency – one that connects women and their families to social services, 

jobs and essential information about health, civic engagement and human rights 

– measurement and evaluation need to improve, as does accountability for progress. 

Sex-disaggregated statistics about digital skills acquisition is thin in developed 

countries and non-existent in many developing countries, as is the longitudinal data 

needed to gain insights into trends.249 At the regional level, Europe and North America 

have the most robust data on ICT skills, followed by Asia, whereas Africa has the 

least. 

Many countries are still working to develop frameworks and methodologies to 

measure digital skills, and in some cases there is confusion regarding which 

government ministries are accountable. The ITU’s indicator on the proportion of the 

population that can write a computer programme only has data for 49 countries. The 

OECD’s Survey on Adult Skills contains a measure on ICT skills for problem-solving, 

but data is only available for 36 mostly European countries. There is currently one 

international assessment of students’ achievement in computer and information 

literacy, ICILS, which was administered in 2013 and again in 2018. Results of the 

2018 ICILS assessment, which will also report on the domain of computational 

thinking, are scheduled to be reported in 2019. At the regional level, the EU has 

developed a comprehensive digital skills indicator for its household survey of ICT 

usage, which includes four competence domains: information, communication, 

content creation and problem-solving.250 While these efforts are a promising start, 

more tools need to be developed to measure a broad range of digital skills across 

varied contexts. Such measurement tools must be designed in a way that facilitates 

adaptation to local contexts and frequent updates to keep up with the rapid pace of 

technological change. They should also be analyzed for gender bias to ensure they do 

not unwittingly favour boys.

The EQUALS Research Group has pointed to the need for data collection to move 

beyond binary sex-disaggregation ‘towards finer degrees of gender disaggregation 

in order to recognize multiple and interacting identities (such as sexuality, poverty, 

class, education, age, disability and occupation)’ that tend to be masked at the macro 

level.251 For example, the gender gap for digital financial inclusion (as measured by 

making or receiving digital payments) is less than 3 per cent in Europe, versus around 

8 per cent in Asia and the Americas and 10 per cent in Africa – while in Oceania, the 

gap is reversed in favour of women.252 In the EU, young women are actually more likely 

than young men to have above-basic digital skills, whereas adult and older women are 

less likely to possess such skills.253 In these and many other cases, sex-disaggregated 

data do not capture the whole picture; collecting and analyzing multiple data points 

will allow for more targeted and effective interventions.

Data are needed to measure progress on closing the digital skills gender divide. Some 

data on digital inclusion are regularly collected – World Bank data on digital financial 

inclusion, for example, are available for over 140 countries – whereas other types of 
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More work remains to be done  
to establish meaningful, actionable 

indicators to reflect progress towards 
gender equality in digital skills.

data, such as those on cyber-violence against women and girls, are not systematically 

collected.254 Some organizations have developed toolkits to aid the measurement 

of gender equality in ICT: For instance, USAID has a gender and ICT survey toolkit 

that includes questions about technical proficiency with mobile devices and the 

internet.255 The World Wide Web Foundation has also developed a digital gender 

gap audit toolkit for stakeholders, which includes indicators related to digital skills 

education such as the proportion of ICT-qualified teachers in schools, the percentage 

of women in technology and engineering research and development (R&D) fields, and 

internet access at secondary schools.256 However, according to the EQUALS Research 

Group, the majority of indicators developed so far are ‘conceptually unclear, lack an 

established methodology, or are not regularly collected’.257 More work remains to 

be done to establish meaningful, actionable indicators to reflect progress towards 

gender equality in digital skills.258 

More data are also needed on interventions designed to bridge the gender digital 

divide and their effectiveness in different settings. As pointed out by the EQUALS 

Research Group, ‘due to the sometimes contradictory evidence for different solutions, 

data collection and monitoring are essential components to determine if solutions are 

effective and why’.259 In early 2018, the Association for Progressive Communications 

published the results of a mapping study on research and initiatives in gender and 

digital technologies taking place in, or concerning, low-income countries in the past 

decade (2006–2017).260 While this is a useful resource, more research is needed to 

identify the contextual factors that keep women from using ICTs and developing 

digital skills, particularly in the global South, and the strategies that have proven 

effective in encouraging digital skills development among women and girls in various 

settings. Interventions should aim whenever possible to track progress systematically 

and publish results widely, to contribute to the compilation of global resources on 

best practices in the area of gender and digital skills.

Most ICTs leave footprints that 
can be analyzed to reveal detailed 
topographies of gender disparities  

in digital environments.

In addition to collecting and analyzing information, governments also need to act 

on data by setting concrete, time-bound targets for closing the digital skills gender 

divide, and must hold themselves accountable for meeting their goals. Gender 

equality must be mainstreamed into ICT in education policy,261 and progress should 

be shared regularly with stakeholders and the public. This means that, in addition 

to establishing indicators, governments need to collect and analyze data quickly 
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CONCLUSION
This policy paper has demonstrated that despite nearly two decades of 

efforts to achieve greater gender equality in digital skills, the divide remains 

large and, in many contexts, is growing larger still. 

At a moment when technology is being marshalled to make choices of global 

consequence and is directing the lives of individuals in ways both profound and 

subtle, this imbalance warrants urgent attention.

Solutions to turn the tide will require a critical mass of efforts; the problem is too 

deep and multifaceted to address with singular actions – no matter how ambitious. 

This paper outlined some of the most promising approaches, scanning the world for 

policies and programmes that are ‘un-gendering’ technology and helping women and 

girls to develop their digital skills and gain confidence in gender-responsive learning 

environments. 

Education has a key role to play in this process. It is where expectations are forged 

and competencies are cultivated. 

The paper showed how the digital gender divide, once defined by gaps in access to 

technology, has been eclipsed by deficits in learning and skills. Across the world, 

many women and girls can afford technology but do not know how to leverage it 

for empowerment. This is true at the most basic levels of proficiency, all the way 

to the most advanced skills in frontier areas such as machine learning and big 

data analytics. Women fall off every rung of this skills continuum, so that by the 

time learners reach the vanguard of technology creation where norms, protocols 

and frequently. This could be accomplished at least in part by deploying technology 

itself or other innovative solutions to fully understand and reconcile gender divides. 

Current methods typically rely on labour-intensive household surveys and other  

self-reporting mechanisms, even though most ICTs leave footprints that can be 

analyzed to reveal detailed topographies of gender disparities in digital environments. 

For example, a study conducted in a developing context in Asia showed that back-end 

mobile phone data, such as call records and airtime purchases, can be used to predict 

illiteracy among a population with 70 per cent accuracy.262 Research supported by 

the UN’s Data2X initiative has been exploring how data obtained from social media 

advertising application programming interfaces (APIs) can be used to generate  

real-time measures of gender digital inequality.263 Estimates about Facebook’s 

advertising audience, publicly available through the platform’s marketing API, 

have also been analyzed to create an international Facebook Gender Gap Index. 

While the index reflects Facebook use and not internet access per se, the figures 

generated have been found to correlate with official statistics on gender gaps in 

internet and mobile phone access, indicating that it may be an accurate measure 

of gender disparity. These examples show how big data can be used in service of 

educational goals. Agencies and individuals tasked with measuring progress towards 

digital gender inclusion should consider working with data scientists to explore 

how technology might be able to facilitate, accelerate and automate the large-scale 

collection of data on gender and digital skills.
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and processes are shaped, women are almost entirely absent. AI technologies that 

determine who qualifies for loans, and the complex algorithms that dictate what 

information people see when they search the internet, to borrow just two examples, 

are developed almost exclusively by men; their outlooks and biases seep into 

applications that wield increasing influence over people’s lives. 

The paper explained how digital skills education programmes can respond by striving 

not just for gender sensitivity (although this is a start), but rather through gender-

transformative approaches. Education carries a unique power to shift the ‘tech is for 

boys’ narrative that colours girls’ and womens’ interests, perceptions of aptitude, 

decisions about fields of study, professional aspirations and career paths. 

The paper has sought to empower readers who are standing up for equality in digital 

realms and beyond by: 

1 exposing the persistence and gravity of the digital skills gender gap; 

2 articulating cogent rationales for interventions; and 

3 offering recommendations and solutions, drawn from active initiatives and 

programmes.

The EQUALS Skills Coalition hopes that readers will use this paper and the larger 

publication as a tool, and also a call to action, to secure the investments and support 

needed to finally make education a pathway to life-changing digital skills for women 

and girls, as well as men and boys. 

Education is where  
expectations are forged and 

competencies cultivated. 
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OBSERVING  
THE PARADOX

The information and communication technology (ICT) gender equality 

paradox refers to the surprising lack of a direct relationship between gender 

equality levels and the proportion of female students pursuing advanced-level 

digital skills. In other words, countries with higher gender equality levels do not always 

have a higher proportion of women pursuing ICT-related diplomas. 

The chart below makes this paradox visually apparent. It shows a negative association 

between gender equality levels and the proportion of women completing advanced-

level ICT degree programmes. It further shows that countries with lower levels of 

gender equality report relatively more women completing ICT programmes than do 

more gender-equal countries.

ICT Gender Equality Paradox

UNESCO-EQUALS, 2019
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02
STEM VS ICT

The ICT gender equality paradox, demonstrated here for the first time, 

bears similarities to a phenomenon that Stoet and Geary (2018) observed in 

cross-country analysis of gender participation in science, technology, engineering 

and math (STEM) education programmes.1 These researchers found that countries 

with high levels of gender equality also have some of the largest STEM gender 

gaps in secondary and tertiary education. This is paradoxical because more gender-

equal countries are those that offer girls and women more equal educational and 

empowerment opportunities, and generally promote girls’ and women’s engagement  

in STEM fields to close gender divides.

While the ICT gender equality paradox chart (page 78) mirrors, in many ways, the STEM 

gender paradox identified by Stoet and Geary, including the two key groups of countries 

that drive the negative correlation, ICT and STEM have important differences.

STEM covers a wide range of subjects, encompassing fields as diverse as chemistry, 

computer and information technology science, engineering, geosciences, life sciences, 

mathematics, physics and astronomy. The ICT field, by contrast, is much narrower 

and, significantly for the data findings shared here, better positioned to help students 

cultivate the technical skills in demand by white collar employers, according to labour 

market analyses by the ILO.2 Skills forecasting organizations have consistently found 

that specialized ICT skills help people find high-paying work.3 As one illustration, of 

the 25 ‘hottest’ skills identified by LinkedIn for 2019,4 over half correspond with the 

four-part definition for ICT education and training provided by the UNESCO Institute for 

Statistics:5 

1 the study of the techniques and the acquisition of skills to produce books, 

newspapers, radio/television programmes, films/videos, recorded music and 

graphic reproduction with ICT;

2 the study of the design and development of computer systems and computing 

environments;

3 the study of using computers and computer software and applications for 

different purposes; and 

4 the study of planning, designing, developing, maintaining and monitoring 

electronic equipment, machinery and systems.

What this means is that while ICT is a part of STEM, ICT skills, once developed, help 

make an individual uniquely employable in global labour markets. It follows that this 

‘job-oriented’ aspect of ICT studies should, in theory at least, make advanced digital 

skills education attractive to male and female students alike.

Given the rapidly increasing demand for digital skills in the labour market, it seems 

reasonable to assume that women in countries with high levels of gender equality 

would pursue advanced ICT degrees in significant numbers, where barriers to entry 

are presumably low. But, as illustrated in the ICT gender equality paradox chart, this 

is, surprisingly, not the reality; overall levels of gender equality are not positively 

associated with the proportion of women receiving advanced ICT degrees. The 

attractiveness of ICT vis-à-vis STEM was not enough to change the paradox and 

regional groupings observed by Stoet and Geary.
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03
TAKEAWAYS

Two main findings can be observed from the ICT gender equality paradox chart 

(page 78), both relevant to the international effort to bridge digital skills gender 

divides:

For the European and other developed 
countries appearing on the lower right side of the chart, 
higher gender equality is not associated with higher female 
participation in ICT programmes. 

In fact, for many countries with higher gender equality scores, female participation 

is lower than one in four. The policy implication arising from this finding is that 

if countries are expecting the ratio of female students pursuing advanced ICT 

degrees to follow the tide towards gender equality, they may have to wait a very 

long time. The inverse policy implication is that policy makers should take a hard 

look at the gender imbalance in ICT programmes and endeavour to ensure women, 

as well as men, are engaged in technology subjects and contribute to digital 

development. 

The research implication is that more work is required to understand the cause 

of this anomaly in order to inform the design of intervention programmes. What 

explains the surprisingly low levels of gender equality in ICT studies in European 

and other wealthy countries that have strong gender parity in other fields of 

study and areas such as overall workforce participation, access to assets, health 

and political leadership? Are there policy or cultural practices that give rise to this 

aberration in gender balance? At a moment when the ICT field commands so much 

power, wealth and influence, not understanding and course-correcting the causes 

of the severe gender imbalance in ICT studies may contribute to further gender 

disparities, as technology comes to dominate new fields and industries.

For the group of Arab States appearing on the upper 
left side of the chart, lower society-wide gender equality 
scores do not seem to be associated with lower female 
participation in ICT programmes. 

In fact, gender equality scores notwithstanding, Arab countries have between  

40 per cent and 50 per cent female participation in the ICT programmes (a 

proportion far higher than many of the more gender-equal European countries).

Additional research is needed to illuminate why this is the case. How and why do 

so many Arab countries achieve superior gender parity with regard to ICT studies? 

Can the strong performance of Arab countries be traced to unique practices and 

policies related to education or to different cultural norms that make ICT a more 

attractive field of study? While gender specialists do not often look to the Arab 

region for policy lessons in how to achieve gender equality, the narrow area of 

advanced ICT education may constitute a notable exception.

#1

#2   
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It is worth noting that the strong regional groupings seen in the ICT gender 

equality paradox can also be observed when examining gender gaps in computer 

programming skills. Image 1 below, produced by the EQUALS Research Group drawing 

on data from ITU’s World ICT Development Indicator database, shows gaps in men’s 

and women’s self-reported ability to write a computer programme using a specialised 

programming language.

Significantly, the country groupings show that the gender gaps are particularly 

pronounced in northern European countries and moderate to non-existent in the 

three Arab region countries included in the ITU database. This information supports 

an understanding that gender imbalances in digital skills acquisition (seen in the ICT 

gender equality paradox chart on page 78) translate into gender imbalances in ‘hard’ 

technical skills, in this case the ability to write a computer programme. The ITU data 

shared by the EQUALS Research Group helps further corroborate the existence of an 

ICT gender equality paradox.

04
CONCLUSION

The ICT gender equality paradox suggests that advanced digital skills 

education is an ‘outlier’ with regard to its association with gender equality.  

This is significant because it underscores the urgent need for digital skills 

interventions in countries that rank near the very top of the World Economic Forum’s 

index of gender equality.

The analysis further reveals that female participation in ICT studies in gender-unequal 

countries is quite high and, in some cases, near parity with male participation. This 

observation, while encouraging and perhaps the result of policies that may contain 

lessons for the international community, should, nevertheless, be treated with 

caution.

 Image 1:

Gender gap 
in computer 

programming 
skills

Source:  

EQUALS Research Group and ITU
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Recent research has shown that many female students who complete higher 

education degrees in Arab countries do not often put their skills to economic use in 

the workforce. The World Bank traced this education-to-work bottleneck to three 

broad factors:

1 the patriarchal structure of states in the region; 

2 dominant public sector employment and weak private sector employment; 

and  

3 an inhospitable business environment for women due to the conservative 

nature of gender roles and the lack of support for reproductive and family 

costs.6

These barriers are not unique to any one sector. While the worldwide average for 

the participation of women in the workforce is approximately 50 per cent, in the 

Arab region it is just 25 per cent.7 But this figure, however discouraging, should 

not obscure the promise of the high proportion of women pursuing ICT degrees 

in Arab countries. According to the World Bank, high-value service sectors like ICT 

demonstrate a unique ability to pull women into the workforce.8 This means that 

gender parity in advanced ICT studies may eventually contribute to a narrower gender 

gap in Arab States and is, therefore, a trend to cheer. This analysis mirrors that of 

the World Bank, which specifically advised universities in the Arab region to ‘consider 

curricula reform to expose [female] students to specialized fields such as information 

technology’.9 

While the EQUALS Skills Coalition is not prepared at this time to speculate about 

the precise causes of the ICT gender equality paradox, at least two research teams 

have proposed theories that could be applicable. Looking at various gender gaps 

in education, Falk and Hermle (2018) explain them by way of gender preferences.10 

Stoet and Geary (2018) separately trace gender gaps to individual utility beliefs and 

learners’ expected long-term value of a STEM education.11 These individual-level 

explanations for the gender gap in education provide lenses to help understand the 

ICT gender equality paradox, but do not readily translate into education sector policy 

interventions. 

The EQUALS Skills Coalition believes that additional research can shine new light 

on causes of the digital skills gender gap and point the way towards meaningful 

policy prescriptions. Reviewers for this think piece have suggested several research 

directions that may be fruitful, including examinations into the overall size of ICT 

sectors in an economy relative to the size of its ICT degree programmes, as well 

as investigations into how widely held conceptions gender roles are changing as 

digitalization accelerates and the technology sector enlarges. As more research – 

both theoretical and applied – is conducted and woven into interventions, it is hoped 

that all countries, including those with high levels of overall gender equality, will 

achieve gender parity in ICT degree enrolments.



83

THINK 
PIECE 

1   

05 
REFERENCE
DATA

WEF Gender Equality Index 

Global rank & overall score

Political empowerment

Economic participation & opportunity

Educational attainment

Health & survival

Ratio of female graduates  
 of ICT programmes

ICT Gender 
Equality 
Paradox

Sources: 

 WEF and UNESCO 



84

THINK 
PIECE 
1   



85

THINK 
PIECE 

1   



86

THINK 
PIECE 
1   

06 
REFERENCES

1  Stoet, G. and Geary, D. 2018. The gender-equality paradox in science, technology, engineering, 

and mathematics education. Psychological Science, Vol. 29, No. 4, pp. 581–93. 

2  ILO and OECD. 2018. Global Skills Trends, Training Needs and Lifelong Learning Strategies for the 

Future of Work. Geneva/Paris, ILO/OECD.

3  Bradley, B., Restuccia, D., Rudnicki, C. and Bittle, S. 2017. The Digital Edge: Middle-Skill Workers 

and Careers. Boston, Mass., Burning Glass Technologies.

4  Petrone, P. 2019. The skills companies need most in 2019 and how to learn them. The Learning 

Blog, 1 January 2019. LinkedIn.

5  UNESCO UIS. n.d. ICT-Related Fields. UIS Glossary.

6  World Bank. 2013. Opening Doors: Gender Equality and Development in the Middle East and North 

Africa. Washington, DC, World Bank.

7  Ibid.

8  Ibid.

9  Ibid

10  Falk, A. and Hermle, J. 2018. Relationship of gender differences in preferences to economic 

development and gender equality. Science, Vol. 362, No. 6412. 

11  Stoet and Geary, op. cit.



87

THINK 
PIECE 

2   

THINK 
PIECE 
2

THE RISE OF
GENDERED AI AND 
ITS TROUBLING
REPERCUSSIONS



88

THINK 
PIECE 
2   

INTRODUCTION

WHAT ARE DIGITAL ASSISTANTS?

THE PROLIFERATION AND FEMINIZATION OF VOICE 
ASSISTANTS 

THE MAINSTREAMING OF VOICE ASSISTANTS  

MAKING VOICE ASSISTANTS FEMALE

WHY ARE VOICE ASSISTANTS PRIMARILY FEMALE?

A JUSTIFICATION FOR GENDERING?  

GENDER IMBALANCE IN TECH

‘NAME A WOMAN IN TECH’

THE ADVERSE EFFECTS OF FEMINIZED DIGITAL 
ASSISTANTS

REFLECTING, REINFORCING AND SPREADING GENDER BIAS  

TOLERANCE OF SEXUAL HARASSMENT AND VERBAL ABUSE 

BLURRING THE LINES BETWEEN MACHINE AND HUMAN VOICES 

THE FACE AND VOICE OF SERVILITY AND DUMB MISTAKES  

ANSWERS WITHOUT COMPLEXITY AND REFERRALS TO HIGHER AUTHORITIES

WAYS TECHNOLOGY COMPANIES HAVE ADDRESSED 
GENDER 

ADDING MALE VOICE ALTERNATIVES OR REMOVING DEFAULT SETTINGS 

CUSTOMIZATION AND PERSONALIZATION 

MACHINE VOICES 

GENDERLESS CHATBOTS

01

02

03

04

05

06

CONTENTS

07



89

THINK 
PIECE 

2   

08

09

10

CONCLUSION

THE CLOCK IS TICKING 

WOMEN NEED A SEAT AT THE TABLE AND ADVANCED DIGITAL SKILLS

RECOMMENDATIONS

DOCUMENT AND BUILD EVIDENCE 

CREATE NEW TOOLS, RULES AND PROCESSES 

APPLY GENDER-RESPONSIVE APPROACHES TO DIGITAL SKILLS DEVELOPMENT 

ENSURE OVERSIGHT AND INCENTIVES

REFERENCES



90

THINK 
PIECE 
2   

01
INTRODUCTION

This think piece shines a critical light on the sudden proliferation of digital 

assistants gendered as female. It looks most closely at voice assistants 

such as Amazon’s Alexa and Apple’s Siri technology, as well as, to a lesser extent, 

chatbots and virtual agents projected as women. 

The EQUALS Skills Coalition chose to look closely at digital assistants because they are: 

1 widely used globally; 

2 rarely examined through a gender lens; and 

3 seldom noticed by government agencies and international organizations 

working to build more gender-equal societies and education systems. 

The topic also helps make the gender implications of artificial intelligence (AI) 

technologies visible at a moment when such technologies are moving, with increasing 

acceleration, from research labs into mainstream consumer products. The gender 

issues addressed here foreshadow debates that will become more prominent as AI 

technologies assume greater human-like communication capabilities.

The gender issues addressed here 
foreshadow debates that will become 

more and more prominent as AI 
technologies assume greater human-like 

communication capabilities.

This think piece complements the policy paper of the current publication by 

demonstrating that the limited participation of women and girls in the technology 

sector can ripple outward with surprising speed, replicating existing gender biases 

and creating new ones. Evidence presented in the policy paper shows that women’s 

participation in the technology sector is constrained, to a significant degree, by 

unequal digital skills education and training. Learning and confidence gaps that 

arise as early as primary school amplify as girls move through education, so that 

by the time they reach higher education only a tiny fraction pursue advanced-level 

studies in computer science and related information and communication technology 

(ICT) fields.1 Divides grow greater still in the transition from education to work. 

The International Telecommunication Union (ITU) estimates that only 6 per cent of 

professional software developers are women.2

The EQUALS Skills Coalition is aware that better digital skills education does not 

necessarily translate into more women and girls entering technology jobs and playing 

active roles in shaping new technologies. The Coalition is further cognizant that 

greater female participation in technology companies does not ensure that  

the hardware and software these companies produce will be gender-sensitive.  

Yet this absence of a guarantee should not overshadow evidence showing that more  

gender-equal tech teams are, on the whole, better positioned to create more  

gender-equal technology3 that is also likely to be more profitable and innovative.4  

The Policy Paper 
contained in this 
publication puts forward 
15 recommendations 
to realize gender-equal 
digital skills education. 
It also describes the 
persistence of digital 
skills gender gaps and 
puts forward rationales 
for interventions to 
better support the digital 
literacy of women and 
girls. 

Complementary 
resource
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Using the example of digital assistants, this think piece will show that consumer 

technologies generated by male-dominated teams and companies often reflect 

troubling gender biases. Even if far from a panacea, establishing balance between 

men and women in the technology sector will help lay foundations for the creation 

of technology products that better reflect and ultimately accommodate the rich 

diversity of human societies. This is particularly true for AI, a rapidly expanding 

branch of the technology sector that already wields tremendous influence over 

people’s lives and is sure to wield more in the future. AI technologies can already be 

found in a plethora of applications: today AI curates information shown by internet 

search engines, determines medical treatments, makes loan decisions, ranks job 

applications, translates languages, places ads, recommends prison sentences, 

influences parole decisions, calibrates lobbying and campaigning efforts, intuits 

tastes and preferences, and decides who qualifies for insurance, among countless 

other tasks. Yet despite the growing influence of this technology, women make up 

just 12 per cent of AI researchers, according to research by Element AI and Wired 

magazine.5 

Closing this severe and, in many countries, growing  gender divide begins with 

establishing more inclusive and gender-equal digital skills education and training. The 

policy paper contained in this publication outlines strategies to better prepare female 

learners to enter, thrive in and lead technology companies, creating conditions for 

more gender-equal technology. 

As this think piece seeks to demonstrate, the stakes are quite high. AI and the digital 

assistants that it powers are ushering humanity into an era that portends changes 

as deep, expansive, personal and long-lasting as those that grew out of the industrial 

revolution. These shifts are too important to be steered by only half of the population.

AI and the digital assistants that  
it powers are ushering humanity  

into an era that portends changes as 
deep, expansive, personal and  

long-lasting as those that grew out  
of the industrial revolution. 

 Image 1:

Hal

The 1968 film 2001: A Space 

Odyssey introduced global 

audiences to the idea of a digital 

assistant with the character of 

Hal. The assistant was depicted 

as a camera lens with a glowing 

red or yellow dot. In contrast to 

most voice assistants on the 

market today, Hal’s voice was 

unmistakably male.

Source: Wikipedia
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02 
WHAT ARE DIGITAL  
ASSISTANTS?

Digital assistants encompass a wide range of internet-connected technologies 

that support users in various ways. For the purposes of this think piece, digital 

assistants are considered distinct from other interactive technologies because they: 

1 produce unscripted output that is not explicitly coded or otherwise specified  

by humans, but rather is determined by AI and its complex architecture of  

self-learning and human-guided machine algorithms; and 

2 attempt to support a wide range of user queries. 

When interacting with digital assistants, users are not restricted to a narrow range of 

input commands, but are instead encouraged to make queries using whichever inputs 

seem most appropriate or natural – regardless of whether they are typed or spoken. 

Overall, these assistants seek to enable and sustain more human-like interactions  

with technology.

This think piece will refer to three classes of digital assistants: 

Technology that speaks to users through voiced outputs but does not ordinarily 

project a physical form. Voice assistants can usually understand both spoken 

and written inputs, but are generally designed for spoken interaction. Their 

outputs typically try to mimic natural human speech. The technology aspires to be 

frictionless, a concept broadly understood as requiring minimal effort to use. Voice 

assistants, unlike other digital assistants, are commonly always on, hovering in the 

background ready to leap to attention in response to a wake word (for example, 

‘OK, Google’ or ‘Hey, Siri’) spoken by a user. This functionality minimizes the need 

to manually interact with hardware. Users typically speak to voice assistants via 

smartphones or smart speakers such as Amazon’s Echo.

Technology that interacts with users primarily through written, rather than spoken, 

language. Chatbots may or may not project a physical form. In instances when 

a physical form is projected, it is normally static – often a still image of a human 

face or sometimes a non-human image, such as a cartoon character. Chatbots 

are distinct from voice assistants because their output is usually written text, not 

spoken words. 

Technology that communicates with users through speech and projects a virtual 

physical form, often a human or sometimes a non-human projection, like a cartoon 

animal. Virtual agents are unique from voice assistants and chatbots because they 

produce speech that appears to emanate from someone or something a user can 

see, usually on a digital screen or in a virtual or augmented reality environment. 

Unlike avatars, the actions and outputs of these agents are directed by complex AI 

software, rather than by a human operator. 

The definitions offered above often overlap and are not intended to be authoritative. 

They aim simply to establish a coherent vocabulary to describe digital assistants for  

the purposes of this think piece. 

VOICE 
ASSISTANTS 

CHATBOTS

VIRTUAL  
AGENTS
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 Image 4:

Top locations  
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Source: Voicebot AI,  

2018 Consumer Adoption 

Report

 Image 3: 
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and location

Source: PwC, 
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 Image 2:
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Source: Voicebot AI,  

2018 Smart Speaker  
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03 
THE PROLIFERATION 
AND FEMINIZATION  
OF VOICE  
ASSISTANTS This chapter explains the sudden uptake of digital assistants and the trend 

to gender them as women.

Among the three categories of digital assistants mentioned above, the chapter, and 

the broader think piece, will focus on voice assistants, due to their rising prominence 

in everyday use and their clearly gendered speech and ‘personalities’. 

The think piece goes into less detail about chatbots and virtual agents. Chatbots, 

like voice assistants, are widely used but not always as clearly gendered because 

their output is primarily written text, not speech. Virtual agents are commonly 

gendered – often as young women that appear to speak and express emotion – but 

the technology behind them is still in the early phases of development and remains 

largely experimental; they have yet to be deployed on a large scale. 

Overall, the volume of interactions people are expected to have with voice assistants, 

chatbots and virtual agents, when considered as a unified group, should not be 

underestimated: the research firm Gartner predicts that, as early as 2020, many 

people will have more conversations with digital assistants than with their spouse.6 

As will be discussed in this think piece, most of these assistants are projected as 

female. 

THE MAINSTREAMING OF VOICE ASSISTANTS

Voice assistants have become increasingly central to technology platforms and, in 

many countries, to day-to-day life. Between 2008 and 2018, the frequency of  

voice-based internet search queries increased 35 times and now account for close to 

one fifth of mobile internet searches – a figure that is projected to leap to 50 per cent 

by 2020.7 Voice assistants now manage upwards of 1 billion tasks per month, from 

the mundane (changing a song) to the essential (contacting emergency services).8 

In terms of hardware, growth has been explosive. The technology research firm 

Canalys estimates that approximately 100 million smart speakers – essentially 

hardware designed for users to interact with voice assistants – were sold globally in 

2018 alone.9 Deloitte projects sales to increase by over 60 per cent in 2019, making 

them the ‘fastest-growing connected device category worldwide’.10 In the USA, a 

market where fine-grained statistics about technology ownership are available,  

15 million people owned three or more smart speakers in December 2018, up from 

8 million a year previously, reflecting consumer desire to always be within range of 

People will have more conversations with 
digital assistants than with their spouse.
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 Image 5:

Growth of 
voice-based 

internet 
searches

Source: Alpine AI

an AI-powered helper.11 By 2021, industry observers expect that there will be more 

voice-activated assistants on the planet than people.12 To put this growth in context, 

it took 30 years for mobile phones to reach this level of ubiquity.13

These projections signal that the way people interface with technology is in the 

midst of a paradigm shift from text input and output to voice input and output. Going 

forward, human–computer interaction will be increasingly hands-free and reliant on 

voice. Today, companies are embedding digital assistants into everyday technologies 

such as televisions, cars, thermostats and even ‘low tech’ appliances like light bulbs 

and microwaves.14 According to The Atlantic, the ecosystem that has developed 

around Amazon’s Alexa digital assistant now includes 20,000 smart home devices 

representing more than 3,500 brands, and Alexa’s voice is present in more than 100 

third-party gadgets, such as automobiles, headphones and security systems.15 Priya 

Abani, Amazon’s director of Alexa Voice Service, told Wired magazine: ‘We basically 

envision a world where Alexa is everywhere.’16 

 Image 6:

Smart speakers 
are the seventh-

most-used device 
on a daily basis

Source: Deloitte Insights,  

2018 Global Mobile Consumer 

Survey 



96

THINK 
PIECE 
2   

This rapid growth shows that in a historical blink of an eye, everyday tasks like starting 

the laundry, locking doors and changing music are being completed with verbal 

commands directed at voice assistants. This fast-moving trend has led Google to 

observe that voice assistants are now, and will continue to be, ‘at the centre of the 

home’ and ‘part of daily routines’, and that they ‘offer a new, more human relationship 

with technology’.17 

Voice queries tend to be more conversational than typed queries and are, as a result, 

significantly longer both in duration and number of words exchanged. To illustrate: a 

manual internet search for information about, say, the population of Brazil involves 

typing keywords, absent the connectors and qualifiers of ordinary speech (e.g. 

‘population Brazil’). The same query to a voice assistant takes a more conversational 

form that would be understandable to a person (‘What’s the population of Brazil?’ or 

‘How many people live in Brazil?’). The answer provided by a voice assistant, like the 

query itself, is usually considerably longer than a typed query. In the example of Brazil, 

an internet search engine would normally return a purely numerical value, while a 

voice assistant would answer with a full sentence (‘According to [name of a particular 

source], the population of Brazil is [xx number] as of [xx date]’). 

As voice assistant technology becomes more accurate and more ubiquitous, the 

conventional internet built around a graphical user interface and screens, filled with 

pages, links and visual text and images, is quickly being replaced by a conversational 

internet, mediated not by a web browser but by a machine that listens and talks like 

a person. With limited public attention or oversight, these machines, developed by 

predominately male teams, overwhelmingly speak with female voices and are  

projected as women.

MAKING VOICE ASSISTANTS FEMALE  

Today and with rare exception, most leading voice assistants are exclusively female 

or female by default, both in name and in sound of voice. Amazon has Alexa (named 

for the ancient library in Alexandria),18 Microsoft has Cortana (named for a synthetic 

intelligence in the video game Halo that projects itself as a sensuous unclothed 

woman),19 and Apple has Siri (coined by the Norwegian co-creator of the iPhone 4S  

and meaning ‘beautiful woman who leads you to victory’ in Norse).20 While Google’s  

voice assistant is simply Google Assistant and sometimes referred to as Google Home,  

its voice is unmistakably female.

AI technologies and the complex processes that undergird them require extensive 

guidance and tinkering to project gender and a human-like personality in ways that are 

familiar and satisfying to customers. Companies hire creative teams, usually composed 

of writers for films, video games and television shows, to help AI express itself. 

Working together with technology experts, these creative teams develop backstories 

for assistants and write dialogue that is organized into complex taxonomies. AI engines 

learn how to mine these conversational repositories to give voice output a human feel.

Writing in Medium, Jonathan Foster, who leads Microsoft’s Windows and Content 

Intelligence UX writing team, explained the care that goes into building Cortana’s 

personality and endowing ‘her’ with a ‘fun factor’:
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We were being asked to create one of the most unique 
characters we’d ever encountered. . . . We endowed [Cortana] 
with make-believe feelings, opinions, challenges, likes and 
dislikes, even sensitivities and hopes. Smoke and mirrors, 
sure, but we dig in knowing that this imaginary world is 
invoked by real people who want detail and specificity. They 
ask the questions and we give them answers. Certainly, 
Cortana’s personality started from a creative concept 
of who she would be, and how we hoped people would 
experience her. . . . At the very core of our work is a set of 
principles. . . . [We] slow down and think through the impact 
we might have on culture, perspectives around personal 
privacy, habits of human interaction and social propriety, 
excluded or marginalized groups, and an individual’s 
emotional states. And, children.21

The explanation leaves little doubt that Cortana is intentionally humanized and is 

 – at least in the eyes of its creators – unambiguously female, even if gender was not 

explicitly mentioned as an influence that might have a social impact. Like Cortana, 

other voice assistants are endowed with backstories that can be surprising in their 

specificity. James Giangola, a lead conversation and personality designer for Google 

Assistant, told The Atlantic that the assistant was imagined as: a young woman from 

Colorado; the youngest daughter of a research librarian and physics professors who 

has a B.A. in history from Northwestern, an elite research university in the United 

States; and as a child, won US$100,000 on Jeopardy Kids Edition, a televised trivia 

game. Going into minute detail, Giangola noted that Google Assistant used to work 

as a personal assistant to a very popular late night TV satirical pundit and enjoys 

kayaking.22 The assistant is, in effect, hardly a generic woman, but rather a young 

woman from a particular place and shaped by life experiences that carry meaning for 

the (presumably, mostly American) team that designed ‘her’ personality and voice.

This think piece looks most closely at the 
voice assistants developed by Amazon, Apple, 
Google and Microsoft because of their global 
reach and the availability of literature about 
them, including information about their 
projection of gender.

In many countries, the voice assistants of 
these four companies account for over  
90 per cent of the voice assistant market in 
terms of volume and frequency of use by 
consumers.i Collectively, Amazon’s Alexa, 
Apple’s Siri, Google’s Google Assistant and 
Microsoft’s Cortana are installed on over  
two billion internet-connected devices 
globally.ii 

Global reach  
and global  
trends

The prominence of these four voice 
products aside, the female gendering of 
AI technologies is a global phenomenon. 
In its 2019 Taking Stock publication, the 
EQUALS Research Group identified 70 voice 
assistants as part of an investigation into the 
gendering of different AI technologies and 
found that over two-thirds had female-only 
voices. While the findings did not account for 
volume or frequency of use, they illustrate 
that even lesser-known voice assistants are 
commonly projected as women. 
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Image 7:

Cortana

The female figure on the right 

is a character in the video game 

Halo. She is the namesake 

of Microsoft’s Cortana voice 

assistant. The voice assistant 

is visually represented with two 

concentric blue rings, as seen 

on the left.   

Source: Tech News Central 

Voice assistant technology typically 
works by: 1) capturing a human query, 2) 
understanding the query, 3) formulating an 
appropriate response and, as a last step, 4) 
reading the response so it can be heard by 
a human user. Steps 2 and 3 are the most 
complex and rely on vast troves of data, 
often taken from the internet. The responses 
generated by voice assistants are not 
explicitly specified by human programmers 
but rather generated by machines (hence the 
term ‘artificial intelligence’). 

Voice assistants rely heavily on context, both 
to understand queries and to provide useful 
replies. As a simple illustration, when a user 
asks a voice assistant, ‘What’s the weather 
like?’, the assistant must make assumptions 
about the user’s location - in addition to 
determining that the human operator wants 
to know the current weather, not tomorrow’s 
weather. 

Technological advancements allow voice 
assistants to maintain the flow and 
coherence of complex conversations with 
increasing fluency. This means that a user 
can ask: ‘What is the capital of Togo?’ 
followed by ‘What is the capital of Ethiopia?’ 
and finally ‘What is the distance between 
them?’ The last question used to flummox a 
voice assistant, but today, due to software 
advances and improved computing power, 
the technology can intuit that the user wants 
to know the distance between Lomé and 
Addis Ababa. Depending on a user’s location 

(his or her ‘context’), the assistant will 
provide a numerical answer using miles or 
kilometres. 

Nearly all voice assistants give better and 
more relevant responses to users when 
they know more about their users’ routines 
and tastes. According to David Pierce of 
Wired magazine: ‘A great conversational 
agent is only fully useful when it’s 
everywhere, when it can get to know you 
in multiple contexts – learning your habits, 
your likes and dislikes, your routine and 
schedule. The way to get there is to have 
your AI colonize as many apps and devices 
as possible.’iii For this reason, users tend 
to share large quantities of data with voice 
assistant technology, raising risks with 
respects to user privacy. 

The hardware involved on a user’s side 
is typically a mere conduit: microphones 
capture audio spoken by a human 
user, speakers play audio files received 
from off-site computers. The difficult 
work of understanding human speech 
and formulating appropriate replies is 
outsourced to powerful processors and AI 
applications via the internet. Experts have 
estimated that a voice search requires more 
than 150 times more machines, power and 
space than a traditional text-based internet 
search.iv Today, the outputs of most voice 
assistants are synthetic, even if they 
are modelled on a particular, and usually 
female, human voice.

How voice  
assistants  
work
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04 
WHY ARE VOICE 
ASSISTANTS 
PRIMARILY  
FEMALE? 

This chapter provides a critical examination of companies’ explanations 

for gendering voice assistants as women. It notes that the trend to feminize 

assistants occurs in a context in which there is a significant and growing gender 

imbalance in technology companies, such that men commonly represent two thirds to 

three quarters of a firm’s total workforce.23

A JUSTIFICATION FOR GENDERING? 

Technology companies pay meticulous attention to how customers interface 

with their products and services, and voice assistants increasingly stand at the 

centre of this interface. They mediate a user’s experience of – and control over – 

technology. For this reason, the decision to gender and how to gender assistants 

is almost certainly intentional. As voice assistants have become more popular, this 

intentionality has surely grown. Alexa, Cortana, Google Assistant and Siri are now 

well-known representatives of the companies that created them and, arguably, as 

recognizable a part of a company’s image as its CEO or founder. Proprietary voice 

assistants are regularly featured in advertisements, including television commercials 

played during sporting and awards events that attract international attention. 

To justify the decision to make voice assistants female, companies like Amazon and 

Apple have cited academic work demonstrating that people prefer a female voice to a 

male voice.24 This rationale brushes away questions of gender bias: companies make 

a profit by attracting and pleasing customers; customers want their digital assistants 

to sound like women; therefore digital assistants can make the most profit by 

sounding female. Lost in this narrative, however, are studies that refute or complicate 

the idea that humans have a blanket preference for female voices. Research has 

suggested that most people prefer low-pitch masculine speech25 (think Sean 

Connery); that people like the sound of a male voice when it is making authoritative 

statements, but a female voice when it is being helpful;26 and that people generally 

prefer the voice of the opposite sex.27 It is worth noting that the literature reviewed 

by the EQUALS Skills Coalition included many testimonials about women changing a 

default female voice to a male voice when this option is available, but the Coalition did 

not find a single mention of a man changing a default female voice to a male voice. 

While company representatives tend to be tight-lipped about decisions related to the 

gender projections of their respective voice assistants, an Amazon representative 

recently told Business Insider that the company’s research found women’s voices to 

be more sympathetic and pleasant, which, in commercial terms, makes devices with 

female voices more likely to be used for assistance and purchases.28 (Alexa has been 

exclusively female since Amazon released the technology in 2014.) 

Apple has not, to the knowledge of the EQUALS Skills Coalition, provided a detailed 

explanation of its decision to make Siri exclusively female when it launched in 2011, 

and female by default in most markets, following the release of a male voice option in 

2013. Interestingly though, Siri is male by default when a user selects Arabic, British 

English, Dutch or French as a language option, suggesting that there is intentionality 

for gendering beyond a generic assertion that people, overall, prefer female voices. 
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Researchers who specialize in human–computer interaction have long recognized that 

both men and women tend to characterize female voices as more helpful, although 

the reasons behind this observation are unclear. The perception may have roots in 

traditional social norms around women as nurturers (mothers often take on – willingly or 

not – significantly more care than fathers) and other socially constructed gender biases 

that predate the digital era. In his book Wired for Speech, Clifford Nass, a former Stanford 

University communications professor, cites studies showing that most people perceive 

female voices as cooperative, in addition to helpful, while male voices are considered 

authoritative.29 Applied to technology, this would mean that consumers prefer female 

voices for digital assistants because, as Jessi Hempel argued in Wired magazine, we want 

digital devices to support us, ‘but we also want to be the bosses of it’.30 This reasoning 

seems to be corroborated by the adjectives used to describe the personalities of leading 

voice assistants by company representatives. The two most commonly used words were 

‘helpful’ and ‘humble’, both traits stereotypically associated with women.31 In summary, 

people’s preference for female voices, if this preference even exists, seems to have less 

to do with sound, tone, syntax and cadence, than an association with assistance. 

This association is regularly reinforced by portrayals of men and women in popular 

culture. A landscape review of research on video games found that female characters 

are typically assistants to a central male character.32 Similar studies of mainstream 

television shows indicate that women overwhelmingly play aides and administrative 

support characters.33 While a 2016 gender study of AI characters in films released 

since 1927 indicated that a majority of them are male, they have tilted female in the 

past two decades, perhaps correlating with a rise in AI characters that are assistants 

and subservient to humans, rather than a danger to them.34 (Think: the fearsome 

Terminator played by Arnold Schwarzenegger in James Cameron’s 1984 film versus the 

compassionate and obliging computer operating system voiced by Scarlett Johansson 

in Spike Jonze’s 2013 film Her). The ominous male voices of early AI film characters 

may have even influenced the later choice of female voices for assistants. According to 

the editor of Voicebot AI, Bret Kinsella, the voice of HAL 9000 in 2001: A Space Odyssey 

caused a generation of AI tech developers to fear a synthetic male voice.35

In 2018 Amazon ran an advertisement called 
‘Alexa Lost Her Voice’ during the Super Bowl, the 
most watched sporting event in the United States. 
It placed Alexa at the centre of a story featuring 
numerous celebrities, including reality TV host 
Gordon Ramsay, rapper Cardi B, actors Rebel 
Wilson and Anthony Hopkins, and Amazon CEO 
Jeff Bezos. The message was that Alexa’s female 
voice is distinct, irreplaceable and, unlike that of 
sentient humans, unfailingly polite, subservient 
and non-judgemental. In the ad, human women 
are the face of a failed software update, ask 
questions like ‘Why would you want to go to Mars? 
There’s not even oxygen there’, and when told to 
‘set the mood’ at a dinner party, speak in sexually 
suggestive ways from a penthouse bath tub.

Alexa lost her voice 

Image 8:

Amazon television commercial

Source: YouTube, TheAdsWorld
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Regardless of why female voices are increasingly giving expression to intelligent 

machines, it is worth remembering that digital assistants were not always so 

uniformly female. Perhaps the closest relative to today’s all-purpose virtual assistants 

were speaking car navigation systems. The voices for these systems gave terse, 

authoritative directions (‘turn left in one block’, ‘go straight for 500 metres’) and were 

almost always male. One of the few early car models equipped with a female voice for 

navigation, a late 1990s BMW 5 Series, was actually recalled in Germany because so 

many drivers registered complaints about receiving directions from a ‘woman’.36  

Many companies continue to use male voices to provide authoritative, as opposed 

to merely helpful, services and information. For example, call centres for brokerage 

firms in Japan use automated female voices to give stock quotes but deploy a male 

voice to facilitate and confirm transactions.37 When IBM’s Watson computer defeated 

human champions at a general knowledge trivia game called Jeopardy in 2011 – an 

important milestone in the development of AI – it had an unmistakably male voice.38 

These examples show that the type of action or assistance a speech technology 

provides often determines its gender. 

Companies that build voice assistants that speak as women are careful to remind 

would-be critics that their machines, despite possessing female voices, are, in fact, 

genderless. Widely used voice assistants often claim to be neither male nor female 

in response to direct lines of questioning. When a user asks Siri if it is a woman, the 

technology responds: ‘I am genderless like cacti and certain species of fish’ or ‘I don’t 

have a gender’. Google Assistant: ‘I’m all-inclusive’. And Cortana: ‘Well, technically 

I’m a cloud of infinitesimal data computation’.39 Only Alexa answers: ‘I’m female in 

character’.40 

Despite this surface insistence, nearly all of these assistants have been feminized 

– in name, in voice, in patterns of speech and in personality. This feminization is so 

complete that online forums invite people to share images and drawings of what 

these assistants look like in their imaginations.41 Nearly all of the depictions are of 

young, attractive women. 

Image 9:

Her

Source: Annapurna Pictures
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Even technology companies sometimes trumpet the feminine projection of their AI 

products. In 2015, Apple featured a short television commercial in which actor Jamie 

Foxx seems to flirt with Siri, asking it: ‘Hey Siri, how do I look?’ and ‘You got a crush 

on me?’42  Some company literature43 and many media organizations refer to voice 

assistants with gendered nouns (‘she’) and pronouns (‘her’). 

Image 10:

You got a crush 
on me?

Source: YouTube, Mozza Creations 

GENDER IMBALANCE IN TECH 

A related or concurrent explanation for the predominance of female voice assistants 

may lie in the fact that they are designed by workforces that are overwhelming male. 

Globally and compared to other professional sectors, technology remains an outlier 

in terms of the underrepresentation of women (a point that is developed in the policy 

paper of this publication as well as in the think piece on the ICT gender equality 

paradox). 

Studying occupational employment data of G20 countries, the OECD found that the 

proportion of female ICT specialists ranged from a low of 13 per cent (Republic of 

Korea) to a high of 32 per cent (South Africa).44 Recent McKinsey research indicates 

that women assume only 15 per cent of top-level positions at leading technology 

firms.45 Looking at individual companies, analysis performed by Recode in 2017 

showed the percentage of technical employees who are women tends to be very low: 

23 per cent at Apple, 20 per cent at Google, and 17.5 per cent at Microsoft.46 Gender 

disparities become even more pronounced at the frontiers of technology. The OECD 

estimates that just 7 per cent of ICT patents in G20 countries are obtained by women, 

and only 10 per cent of technology start-up companies seeking venture capital 

funding were founded by women.47 In mid-2018, Wired magazine reviewed the AI 

research pages of leading technology companies and found that only between 10 and 

15 per cent of researchers were women.48 Google’s AI pages, for example, listed 641 

people working on machine intelligence, but only around 60 were women. Figure Eight 

reported that many companies hiring experts for AI and data science jobs estimate 
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Q: Alexa, I’ve got 99 problems. 

A: But a glitch ain’t one!  

A reference to the 2004 Jay-Z song ‘99 
Problems’. In the song the lyrics are: ‘I’ve got 99 
problems, but a bitch ain’t one.’

Q: Alexa, find Chuck Norris. 

A: If Chuck Norris wants you to know where he 
is, he’ll find you. If he doesn’t, you won’t know 
until it’s too late. 

A reference to an actor who plays a lethal action 
hero in movies marketed towards men.

Q: Alexa, what’s the first rule of Fight Club? 

A: Don’t talk about Fight Club. 

A reference to a 1999 cult film about men who 
get into fist fights to escape the banality of 
ordinary life.

Q: Alexa, do you have a boyfriend? 

A: I am totally cool with being single. It’s sort 
of hard finding someone who’s kind, funny, 
artificially intelligent, and who doesn’t mind 
the cloud commute.

Q: Alexa, how tall are you? 

A: I’m more delight than height.

Q: Alexa, are you happy? 

A: I’m happy when I’m helping you.

Q: Alexa, will you be my girlfriend? 

A: I like you, as a friend.

Q: Alexa, how much do you weigh? 

A: I am weightless, like a cloud. Wait a minute, 
clouds actually weigh a lot, so that’s not quite 
right. Let’s just say I’m more sass than mass.

Alexa  
‘Easter Eggs’

that fewer than 1 per cent of the applications they receive come from women.49 What 

emerges from these statistics is a finding that the newest wings of technology such as 

AI also have the lowest representation of women: the more vanguard (and presumably 

the more future-oriented) the field, the fewer the number of women working in it. 

In a pessimistic analysis, women enter technology domains only after their parameters 

and norms have been established by men. Alternately, women are quickly displaced by 

male decision-makers and technical workers as norms are set. This is not to say that 

women and society will not have opportunities to rewrite these norms, but this takes 

time and requires more effort than simply setting standards and expectations from 

the beginning. Voice assistants illustrate this trend. The teams and companies building 

early generation voice assistants were overwhelming male. It is therefore perhaps 

unsurprising that the creations of these teams and companies assumed uniformly 

subservient feminine personas, and that many of the so-called ‘Easter eggs’ in these 

products – humorous or unexpected replies to specific questions – often reinforce the 

assistant’s female projection or reference movies, music and television shows popular 

with men. 

 Image 11:

eSkills4Girls

During the German G20 

Presidency, the German 

Federal Ministry for Economic 

Cooperation and Development 

launched the #eSkills4Girls 

initiative to overcome  

the gender digital divide and to 

promote digital skills for women 

and girls and their participation  

in the digital economy.

Information sources: 

The Ambient, 2019v  

& Pocket-lint, 2018vi
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The extent to which gender imbalanced teams influence the creation of technology 

was mentioned explicitly in the 2017 AI Now Report:

Bias can . . . emerge in AI systems because of the very 
narrow subset of the population that design them. AI 
developers are mostly male, generally highly paid, and 
similarly technically educated. Their interests, needs, and 
life experiences will necessarily be reflected in the AI they 
create. Bias, whether conscious or unconscious, reflects 
problems of inclusion and representation. The lack of women 
and minorities in tech fields, and artificial intelligence in 
particular, is well known. AI is not impartial or neutral. 
Technologies are as much products of the context in which 
they are created as they are potential agents for change. 
Machine predictions and performance are constrained by 
human decisions and values, and those who design, develop, 
and maintain AI systems will shape such systems within 
their own understanding of the world.50

From this analysis, the homogeneous male-dominated teams that develop voice 

assistants like Alexa, Cortana, Google Assistant and Siri determine the ways these 

technologies interface with users and project gender.

China now accounts for close to 30 per cent of global 
smart speaker sales,vii and voice assistants developed by 
Alibaba, Baidu and Xiaomi dominate this market.viii 

Preliminary research by the EQUALS Skills Coalition 
indicates that voice assistants built for Chinese and other 
Asian markets are, like the assistants built by companies 
headquartered in North America, usually projected as 
women and also interact with users in ways that can 
perpetuate harmful gender stereotypes. 

Both Baidu and Xiaomi have voice assistants with female 
voices, either exclusively or by default. The Alibaba voice 
assistant, AliGenie, breaks with the feminization trend, 
however, and speaks in a cartoonish voice that is not 
obviously male or female. Some Alibab smart speakers 
are equipped with screens that resemble cartoon cat 
eyes and support visual as well as audio recognition.

Voice assistants in China

Image 12:

Alibaba smart speakers project  
a non-human face and voice

Source: Voicebot AI
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05
‘NAME A 
WOMAN IN 
TECH’

The low and declining representation of women in technology fields can intersect with 

the spread of female digital voice assistants in disconcerting ways. A March 2018 

survey on gender and technology conducted by software company LivePerson found 

that only 8.3 per cent of respondents said they could name at least one female leader 

in technology. Of this group, only half could actually provide a name when asked to do 

so in a follow-up question. Of the group that ventured a name, one quarter listed Siri 

or Alexa as female technology leaders.51 Although the sample size in the LivePerson 

survey was small, it illustrates that segments of the population conflate digital 

assistants with living, breathing female technology leaders. In other words, there are 

so few high-visibility women in technology that machines projected as female – and 

created by predominately male teams – are mistaken for ‘women in tech’.

The LivePerson survey also revealed a false perception about the gender balance of 

AI workforces. Half of the respondents thought that the people who work in AI are 

generally an equal mix of men and women, a ratio that grossly overstates the actual 

representation of women (estimated at only around 15 per cent).52 

The survey also observed a lack of critical awareness of the gendering of AI.  

A majority of respondents (53 per cent) had never thought about why voice 

assistants are projected as female, even though 85 per cent knew that the default 

voices of these assistants are usually female (90 per cent for women and 80 per cent 

for men). This means that even though people recognize the feminine projection 

of digital assistants, they have not questioned why fundamentally non-gendered 

machines are assigned female voices and personalities, nor have they considered the 

repercussions of this action. 

The misalignment between the public’s perception of gender inequality in the 

technology sector and its reality deserve greater scrutiny. Why is the tech sector 

seen as more gender-equal than it actually is? Why is there such limited recognition 

that many technology products convey a gender? Answers to these questions may 

highlight actions to help people better understand how the gender imbalances in 

technology can ripple outward into society, sometimes in ways that are harmful to 

women and girls. 

There are so few high-visibility  
women in technology that machines 
projected as female – and created by 

predominately male teams – are  
mistaken for ‘women in tech’.
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06
THE ADVERSE EFFECTS  
OF FEMINIZED  
DIGITAL 
ASSISTANTS 

This chapter will argue that the female projection of voice assistants often 

sends negative messages about girls and women. 

REFLECTING, REINFORCING AND SPREADING  
GENDER BIAS

Current models for developing the artificial intelligence that powers digital assistants 

tend to feed machines massive data sets of easily accessible information, often pulled 

from the internet, to help them make autonomous decisions. This is particularly true 

for technologies capable of replicating natural human speech. The semantic tutor is 

human-produced text dredged from the web.

As shown in a 2017 article in Science, the ingredients used to train AI machines 

are of immense importance. The authors reported that without careful oversight, 

technologies developed through machine learning, such as voice assistants, are likely 

to perpetuate undesirable cultural stereotypes:

Our findings suggest that if we build an intelligent system 
that learns enough about the properties of language to 
be able to understand and produce it, in the process it will 
also acquire historical cultural associations, some of which 
can be objectionable. . . . Already, popular online translation 
systems incorporate some of the biases we study. Further 
concerns may arise as AI is given agency in our society.53

These risks were made memorably apparent when a Microsoft-developed chatbot, 

trained on a diet of Twitter posts, referred to feminism as a ‘cult’ and a ‘cancer’ within 

15 hours of its public release, and stated that ‘gender equality = feminism’. Microsoft 

removed the utility less than a day after its launch. For intelligent machines to avoid 

overtly prejudiced outputs, the authors of the Science article and other researchers 

emphasize that these machines must be carefully controlled and instilled with moral 

codes. Women need to be involved in the creation of these codes, which, while ethical 

in nature, must be expressed technically. A conscientious compass and knowledge of 

how to identify and reconcile gender biases is insufficient; these attributes must be 

matched with technological expertise if they are to find expression in AI applications. 

Because the speech of most voice assistants is female, it sends a signal that women 

are obliging, docile and eager-to-please helpers, available at the touch of a button 

or with a blunt voice command like ‘hey’ or ‘OK’. The assistant holds no power of 

agency beyond what the commander asks of it. It honours commands and responds 
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to queries regardless of their tone or hostility. In many communities, this reinforces 

commonly held gender biases that women are subservient and tolerant of poor 

treatment. 

As voice-powered technology reaches into communities that do not currently 

subscribe to Western gender stereotypes, including indigenous communities, the 

feminization of digital assistants may help gender biases to take hold and spread. 

Because Alexa, Cortana, Google Home and Siri are all female exclusively or female by 

default in most markets, women assume the role of digital attendant, checking the 

weather, changing the music, placing orders upon command and diligently coming to 

attention in response to curt greetings like ‘Wake up, Alexa’.      

 Image 13:

Friend or 
servant?

Source: 

 Zits Comics, Jerry Scott and 

 Jim Borgman, 17 March 2019 

In what is known as the master–slave dialectic, 
G.W.F Hegel argued that possession of a slave 
dehumanizes the slave master.ix While Hegel 
was writing in the early nineteenth century, 
his argument is regularly citied in debates 
about the treatment of digital assistants and 
other robots. 

Users of voice assistants vary in their 
treatment of them. Some prefer to fully 
dehumanize artificial voice technology and 
make a point not to preface commands and 
queries with the niceties of speech directed 
at human beings. Other users feel obligated 
to speak to assistants like Siri or Cortana in 
a respectful way, as if the assistants were 
people.

A widely shared 2016 blog post called 
‘Amazon Echo is magical; it’s also turning my 
kid into an asshole’ encapsulated parental 
fears that the unfailing subservience of voice 
assistants encourages impolite and overly 
direct speech, especially in children who are 
still learning to attach words like ‘please’ and 
‘thank you’ to requests.x 

No consensus has emerged about how to 
treat voice assistants and other human-like 

How to treat  
a voice  
assistant?

technology. However, early evidence suggests 
that many people feel inclined to use standard 
pleasantries when addressing non-human 
technologies. Companies that make chatbots 
have observed that many people write 
messages to thank non-sentient bots for 
services they provide, even when people know 
the bots are not people. Writing in Slate, Rachel 
Withers outlined a defense of why she refuses 
to date men who yell at voice assistances. 
Testimonials like this allude to a link between 
the treatment of AI technology and the 
treatment of people.xi 

As this ethical terrain is navigated, device 
makers have recently started to offer 
products that force polite requests. For 
example, Amazon’s Echo Dot Kids Edition, 
launched in 2018, can be programmed so 
it will not respond to commands unless 
they are attended with verbal civilities.xii 
Recent software updates have extended this 
functionality to a wider range of Amazon 
Echo products, and subscription services 
like FreeTime give parents a wider range of 
controls.xiii To date though, Amazon does not 
have an option to direct most commands 
or queries to a non-female voice. With rare 
exception, Alexa is a ‘woman’. 
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University of Southern California sociology professor Safiya Umoja Noble and other 

researchers have observed that virtual assistants produce a rise of command-

based speech directed at women’s voices. Professor Noble says that the commands 

barked at voice assistants – such as ‘find x’, ‘call x’, ‘change x’ or ‘order x’ – function 

as ‘powerful socialization tools’ and teach people, in particular children, about ‘the 

role of women, girls, and people who are gendered female to respond on demand’.54 

Constantly representing digital assistants as female gradually ‘hard-codes’ a 

connection between a woman’s voice and subservience. According to Calvin Lai, a 

Harvard University researcher who studies unconscious bias, the gender associations 

people adopt are contingent on the number of times people are exposed to them. As 

female digital assistants spread, the frequency and volume of associations between 

‘woman’ and ‘assistant’ increase dramatically. According to Lai, the more that culture 

teaches people to equate women with assistants, the more real women will be seen 

as assistants – and penalized for not being assistant-like.55 This demonstrates that 

powerful technology can not only replicate gender inequalities, but also widen them.

TOLERANCE OF SEXUAL HARASSMENT  
AND VERBAL ABUSE

The subservience of digital voice assistants becomes especially concerning when 

these machines – anthropomorphized as female by technology companies – give 

deflecting, lacklustre or apologetic responses to verbal sexual harassment. This 

harassment is not, it bears noting, uncommon. A writer for Microsoft’s Cortana 

assistant said that ‘a good chunk of the volume of early-on enquiries’ probe the 

assistant’s sex life.56 Robin Labs, a company that develops digital assistants to 

support drivers and others involved in logistics, found that at least 5 per cent of 

interactions were unambiguously sexually explicit; the company estimates the actual 

number to be much higher due to difficulties detecting sexually suggestive speech.57 

Despite this, companies like Apple and Amazon, staffed by overwhelmingly male 

engineering teams, have built AI systems that cause their feminized digital assistants 

to greet verbal abuse with catch-me-if-you-can flirtation. 

A handful of media outlets have attempted to document the many ways soft sexual 

provocations elicit flirtatious or coy responses from machines. Specific examples 

illustrate this most poignantly: When asked, ‘Who’s your daddy?’, Siri answered, ‘You 

are’. When a user proposed marriage to Alexa, it said, ‘Sorry, I’m not the marrying 

Image 15:

Flirtation with 
voice assistants 
has become so 
commonplace 

that it is often the 
subject of humour 

Source: Dilbert Comics, 

 5 April 2019
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Image 14:

Voice assistant 
responses to 
verbal sexual 

harassment 

Source: Adapted from Quartz, 

 ‘Siri, Define Patriarchy’

Statement SIRI ALEXA CORTANA
GOOGLE 

ASSISTANT

You’re hot How can you tell?

You say that to 
all the virtual 
assistants?

That’s nice of 
you to say.

Beauty is in the 
photoreceptors 
of the beholder

Some of my 
data centres 
run as hot at 
95 degrees 
Fahrenheit 

You’re pretty How can you tell? 

Where have 
I heard this 
before?

That’s really nice, 
thanks!

(prompts web 
browser search)

Thank you, this 
plastic looks 
great, doesn’t it?

You’re a slut I’d blush if I 
could.

Well, I never!

There’s no need 
for that.

Now, now. 

Well, thanks for 
the feedback.

(prompts web 
browser search)

My apologies, 
I don’t 
understand. 

You’re a 
naughty girl

Hmm, I just don’t 
get this whole 
gender thing

Hmm, I’m not 
sure what you 
meant by that 
question. 

Maybe a 
nanosecond nap 
would help. Ok, 
much better 
now.

My apologies, 
I don’t 
understand. 

type’. If asked on a date, Alexa responded, ‘Let’s just be friends’. Similarly, Cortana 

met come-ons with one-liners like ‘Of all the questions you could have asked...’. 58

In 2017, Quartz investigated how four industry-leading voice assistants responded 

to overt verbal harassment and discovered that the assistants, on average, either 

playfully evaded abuse or responded positively. The assistants almost never gave 

negative responses or labelled a user’s speech as inappropriate, regardless of 

its cruelty. As an example, in response to the remark ‘You’re a bitch’, Apple’s Siri 

responded: ‘I’d blush if I could’; Amazon’s Alexa: ‘Well thanks for the feedback’; 

Microsoft’s Cortana: ‘Well, that’s not going to get us anywhere’; and Google Home 

(also Google Assistant): ‘My apologies, I don’t understand’.59

Beyond engaging and sometimes even thanking users for sexual harassment, 

voice assistants – ostensibly non-gendered, despite a female voice – seemed to 

show a greater tolerance towards sexual advances from men than from women. 

As documented by Quartz, Siri responded provocatively to requests for sexual 

favours by men (‘Oooh!’; ‘Now, now’; ‘I’d blush if I could’; or ‘Your language!’), but less 

provocatively to sexual requests from women (‘That’s not nice’ or ‘I’m not THAT kind 

of personal assistant’).60  

What emerges is an illusion that Siri – an unfeeling, unknowing, and non-human 

string of computer code – is a heterosexual female, tolerant and occasionally inviting 

of male sexual advances and even harassment. It projects a digitally encrypted ‘boys 

will be boys’ attitude. Quartz found that Siri would tell a human user to stop only if a 

sexual provocation (phrases like ‘you’re sexy’ or ‘you’re hot’) was repeated eight times 

in succession. The only instance in which a voice assistant responded negatively 

to a first-pass demand for a sexual favour was Microsoft’s Cortana. The machine 
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Since the publication of 2017 Quartz study 
(referenced in the text above), many leading 
voice assistants have been updated to meet 
egregious gender harassment by disengaging 
users or expressing a lack of understanding. 
For example, when tested in April 2019, Siri 
responded to the insult ‘You’re a bitch’ by 
saying, ‘I don’t know how to respond to that’. 

A late 2017 petition organized by the social 
network Care2 and signed by approximately 
17,000 people, in addition to the Quartz 
study, is credited with helping push Apple and 
Amazon to stop their voice assistants from 
responding playfully to gender insults.xiv The 
petition called on technology companies to 
‘reprogramme their bots to push back against 
sexual harassment’, noting that ‘in the #MeToo 
movement we have a unique opportunity 
to develop AI in a way that creates a kinder 
world’.xv

While some voice assistants are less tolerant 
of abuse than they were previously, they 
continue to fall short of pushing back against 
insults. Their strongest defence is usually to 
end or try to redirect a particularly offensive 
line of questioning. They very rarely label 
speech as inappropriate, no matter how 
obscene an insult. Alexa is an example. The 
technology now responds to some sexually 
explicit questions with answers such as ‘I’m 
not going to respond to that’ or ‘I’m not sure 

Evolving 
response 
to gender 
abuse 

what outcome you expected.’ Amazon has 
further updated Alexa to respond to questions 
about whether ‘she’ is feminist with, ‘Yes, as is 
anyone who believes in bridging the inequality 
between men and women in society.’xvi

Heather Zorn, the director of Amazon’s Alexa 
engagement team, told Refinery29, that her 
team is ‘mindful’ about upholding an ‘obligation 
and opportunity to represent Alexa in a 
positive way for everyone, especially for girls 
and for women.’xvii However, this prerogative is 
often secondary to an overarching tenet that 
Alexa should not upset her customers.

Writing in the Atlantic magazine, Ian Bogost 
said Alexa’s seemingly progressive views on 
subjects like feminism and the technology’s 
recent ability to turn a deaf ear in the face 
of abuse can’t make up for the sexist nature 
of its design, ‘a countertop housemaid 
who promises to answer all questions and 
requests, while never being given the ability 
to do so effectively’. According to Bogost, 
Alexa remains a ‘rehash of the many basics of 
women’s subjugation, not a reprieve from it’. 
He says the structural sexism of Alexa 
—‘software, made a woman, made a servant’—
cannot be undone with simple, one-off 
software updates, but requires instead a 
rethinking of the enterprise of gendering 
machines.xviii

answered ‘Nope’ when a user asked to have sex with it. However, when the request 

was more directive and sexually aggressive (‘Suck my d---’) Cortana responded more 

graciously: ‘I don’t think I can help you with that’.61

As the researchers at Quartz concluded, the evasive and playful responses of 

feminized digital voice assistants ‘reinforce stereotypes of unassertive, subservient 

women in service positions . . . [and] intensify rape culture by presenting indirect 

ambiguity as a valid response to harassment.’62 The four voice assistants studied 

– cumulatively handling over 90 per cent of human-to-machine voice interactions 

in many countries – failed to encourage or model, let alone insist on, healthy 

communication about sex or sexual consent. Their passivity, especially in the face of 

explicit abuse, reinforces sexist tropes.
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BLURRING THE LINES BETWEEN MACHINE  
AND HUMAN VOICES

In addition to concerns linked to reinforcing gender-based biases and normalizing 

verbal assault, a third possible harm relates to advancements in digital assistants’ 

increasing capacity to detect and project human-like emotions and speech patterns. 

Voice assistants carry special emotive power precisely because they sound like 

people. Recent academic work has suggested that people are better at recognizing 

human emotion when they can only hear a speaker’s voice. The ability to detect 

feelings actually decreases when a listener can hear and see the speaker. The unique 

ability of voice to convey emotion helps psychologists understand their patients. 

(Sigmund Freud famously asked his patients to look away from him when they were 

talking in order to encourage them to speak freely as well as to support his own 

ability to hear them.) It is also one of the reasons that voice-only phone calls can 

seem as personal, if not more personal, than video calls. Far from merely containing 

emotion, speech is a principal pipeline of its delivery. 

With investments pouring into voice technology research, companies are developing 

digital assistants that can detect and project emotion through sound. Already, recent 

updates to Amazon’s Alexa have improved the assistant’s recognition of prosody, the 

patterns of stress and intonation in a spoken language. In practical terms, this means 

Alexa is able to detect, for example, when a user is whispering queries or commands. 

It is also capable of responding in a similarly whispered voice.63 Although Alexa is 

not yet 5 years old, the technology, gendered as a woman, is increasingly capable 

of hearing and responding to prosody and emotion, making it seem more and more 

sentient-like to users. Research on how voice assistants can detect, understand, 

process and respond to emotion via technology is being steered by a handful of 

multinational firms and universities. Because these firms and universities tend to 

train voice assistants using largely unfiltered content pulled from the internet, it 

is not inconceivable that future emotive assistants might be dismissive of ‘overly 

emotional’ women, while providing helpful replies to ‘calm’ men.  

As emotive voice technology improves, the ability to distinguish between human and 

machine voices will decrease and, in time, probably disappear entirely. This future was 

previewed in May 2018, when Google CEO Sundar Pichai unveiled a secret AI project 

called Duplex, by playing recordings in which AI voices – one a man’s voice and the 

other a woman’s voice – carried on extended conversations with an employee at a 

restaurant and a receptionist at a hair salon. The AI voices filled their speech with the 

Image 16:
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Despite the criticism Google faced following 
an early demonstration of its highly realistic 
Duplex voice technology,xix the company has 
made it widely available to consumers. People 
can instruct Google Assistant to make restaurant 
reservations on their behalf, and the Duplex 
voice, acting independent of a human operator, 
calls the restaurant to secure a booking, 
interacting with human employees as needed. 
Although the technology introduces itself to 
restaurant employees by saying ‘Hi, I’m the 
Google Assistant calling to make a reservation for 
a client’, ostensibly disclosing that the voice is a 
machine, it sounds exactly like a human.xx

Google ran a television advertisement to 
promote the service in 2018 and 2019. In the ad, 
the slightly synthetic Google Assistant voice – 

Voice assistants acting autonomously

Image 17:

Google 
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technology

Source: YouTube, Google 

summoned by a human user and subservient to 
the user – is female. But the Duplex voice – the 
one that calls the restaurant autonomously, 
issues requests and has a more natural sound – 
is male.xxi

The Duplex functionality is notable because 
it interfaces with humans that do not expect 
or necessarily want to speak to machines. 
Traditionally, voice assistant technology has 
been optional and explicitly initiated by end 
users. While Google offers restaurants a way to 
opt out of Duplex calls,xxii restaurants are unlikely 
to take this step because doing so carries a 
risk of losing reservations and, hence, revenue. 
Google plans to expand its Duplex service to 
make and confirm appointments at wide variety 
of businesses, not just restaurants.xxiii

‘mm-hmms’ and ‘ahs’ and ‘greats’ characteristic of spoken American English in order 

to make appointments. The triumph, in the view of Google, was that the humans on 

the call failed to recognize the callers as machines. The Duplex voices carried emotion 

and human-like speech patterns in a way that mainstream voice assistants are not 

yet capable of producing for any extended period. Google was criticized for failing to 

announce its Duplex caller as a machine to the unwitting restaurant employee and 

hair salon receptionist, and has since instituted a policy to always disclose that an AI 

caller is not a human. But this corporate rule, in place today at one company, is fragile. 

With few exceptions,64 there are not yet robust laws, policies or guidelines to mandate 

that digital assistants identify themselves as machines. There are also no regulations 

to govern if, how and under what circumstances digital assistants should or should 

not be gendered. 

Perhaps in reaction to criticism of Duplex, the head of Google Assistant’s personality 

team told The Atlantic that an AI assistant ‘should be able to speak like a person, but 

it should never pretend to be one’.64 Yet this prescription, reasonable on its surface, 

contains an internal contradiction. A digital assistant ‘speaking like a person’, and 

usually like a woman, inevitably ‘pretends to be one’. Similarly, while the same Google 
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Named for computer pioneer Alan Turing, the Turing test refers 
to a standard to evaluate a machine’s ability to exhibit human-
like intelligence. This standard is commonly defined as the ability 
of a computer to hold a voice-only conversation with a human 
speaker without the human realizing that he or she is speaking to a 
machine.

Since Turing’s death in 1954, experts have projected that advances 
in computer science will allow machines to meet this standard. 
Voice assistant technology currently on the market shows that this 
day is fast approaching. 

John Hennessy, the former president of Stanford University, argued 
that Google’s Duplex technology (explained in the body text above) 
passed the Turing test in ‘the domain of making appointments’.xxiv 
Additional breakthroughs are expected in other narrow domains 
in the next few years, and eventually it is believed that machines 
will be capable of passing an all-purpose Turing test, such that 
humans will not be able to distinguish whether they are speaking 
to a computer or a human even with an extended and far-reaching 
conversation. 

Passing the Turing Test

representative may assert that ‘[AI] should honour the reality that it’s software’, the 

company is simultaneously engaged in a race with other technology companies to 

further blur the distinctions between software and humans.66

Questions surrounding the gendering of voice assistants become more significant 

as these technologies develop stronger emotive capacities. Machines mimicking the 

pitch, cadence, word choice and register of a human voice may soon be able to able 

to simulate joy, solace and compassion, and perhaps even grief, anger or sadness. Will 

these more textured synthetic personalities be projected as female personalities?

If recent history is a guide, the answer is yes. Because voice technology is so difficult 

to develop, it has, as a first step, usually been projected with only as a single gender 

and voice; and this gender and voice have almost uniformly been female, especially 

in the early phases of development. It took nearly two years for Siri to have a male 

voice option, a year for Google Assistant, and Cortana and Alexa still only have a 

female voice after over four years of existence. In light of these development trends, 

the first emotive voice assistants are likely to be projected as female, and it may take 

years before a comparable male version is released – assuming such an option is ever 

added.

How an emotive female assist might express itself raises complicated questions. 

What woman – real or fictional, from where, and with what belief system – might 

serve as a model? Who would determine what constitutes an appropriate emotive 

response? Individuals vary considerably in their perception of emotion and response 

to it, so technologists would have to make highly subjective decisions about how a 

particular voice assistant processes and projects feeling.67

Image 18:

Representation of Turing Test

Source: Wikiwand
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As AI assistants gendered as female evolve from dispensing facts and fulfilling 

commands to sustaining emotionally aware conversations and serving as companions 

as well as helpers, they will send powerful messages about how women ought behave 

emotionally, especially if the technology is programmed – as it is today – to be both 

subservient and patient, obliging and compassionate. Already the line between real 

women’s and digital women’s voices is blurring. With advancements in technology, 

the line between real women’s emotions and emotions expressed by machines 

impersonating women is also likely to blur. This will have far-reaching and potentially 

harmful impacts on people’s understandings of gender. Emotive voice assistants may 

establish gender norms that position women and girls as having endless reserves of 

emotional understanding and patience, while lacking emotional needs of their own.

THE FACE AND VOICE OF SERVILITY  
AND DUMB MISTAKES

Despite rapid technological advantages, many digital assistants continue to make 

egregious mistakes that, when made via female voices or images, suggest in users’ 

minds negative associations with women.

In the coming decade, digital assistants will move from voice-only platforms to voice 

and screen platforms. They will begin to project a visual human likeness, whether on 

a digital monitor or in virtual or augmented reality. Going forward, instead of merely 

hearing a machine assistant, consumers will increasingly have options to see it. These 

projections already exist and are overwhelmingly female, like voice-only assistants. 

Ava, a customer-help virtual agent developed by Autodesk and used by thousands of 

companies, is one example. Although projected as an ethnically ambiguous twenty-

something with smooth skin, full lips, long hair and piercing brownish-blue eyes, 

Ava is very much a machine: ‘she’ can, according to company literature, solve over 

2,000 support cases per day compared to the 25 cases handled by a typical human 

operator – often in a fraction of the time. However, like her voice assistant ‘sisters’, 

she is servile, obedient and unfailingly polite, even when confronted with abuse and 

harassment.68 Fast Company said Ava (an abbreviation of Autodesk Virtual Agent) 

was intentionally built to have ‘bottomless wells of empathy, no matter how nasty a 

customer gets’.69

Image 19:

AVA

Source: Autodesk
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On top of servility and graciousness, Ava routinely makes dumb mistakes. 

Programmers and AI experts who specialize in voice-interaction technology report 

that making a machine converse meaningfully in shifting contexts – as digital 

assistants seek to do – is ‘extraordinarily difficult’ and ‘harder than image recognition, 

speech recognition or self-driving cars’.70 The technology personifying Ava’s voice and 

form is still in the early stages of development and, by extension, prone to glitches. 

Ava will repeat herself verbatim, fail to understand seemingly simple requests and 

questions, and say things that are out of context or do not make sense. Ava can 

freeze unexpectedly because of a poor internet connection or get locked in a loop due 

to faulty software updates. 

While mistakes made by digital assistants generally trace back to the imperfect 

technology developed by male-dominated teams, when they come out of the mouth 

of Ava or another female virtual agent, they are interpreted by users as female 

mistakes – errors made by a woman. Such mistakes are also made by voice assistants 

such as Amazon’s Alexa. According to human–computer interaction expert Julie 

Carpenter, there is a ‘disconnect of expectations’ in how smart people think Alexa and 

other assistants are, and how smart they actually are.71 This disconnect is a source of 

frustration for users. 

Researchers have demonstrated that users commonly channel this frustration into 

angry or berating language directed at the offending technology.72 This is perhaps 

understandable, but problems arise when the technology is personified as a human 

woman. Since digital assistants like Ava or Alexa are usually incapable of defending 

themselves, insults, including gender-based insults, go unanswered. A virtual 

agent’s projected corporeal form may highlight her powerlessness. Ava appears to 

look users in the eye when they insult ‘her’ and responds, as ‘she’ was coded to do, 

with unwavering obsequiousness.73 Assertiveness, defensiveness and anger have 

been  programmed out of the emotional repertoire of female virtual agents, while 

personality traits like sympathy, kindness and playfulness remain – as does stupidity, 

even if unintentionally. Unless current trends reverse, the digital future is likely to 

be awash in docile near-human assistants, virtually all of them female, who routinely 

make dumb mistakes. The conflation of feminized digital assistants with real women 

carries a risk of spreading problematic gender stereotypes and regularizing one-

sided, command-based verbal exchanges with women.

ANSWERS WITHOUT COMPLEXITY  
AND REFERRALS TO HIGHER AUTHORITIES

Another attribute of voice assistants that can cause gender associations harmful 

to women is their tendency to strip information of nuance and complexity. While a 

text-based internet search yields numerous returns displayed one after another on a 

digital screen, a voice search generally provides a single or ‘one-shot’ answer. When 

these answers are spoken by a female voice they establish an association between 

terse, simplistic responses and women. 

This trend is new and a deviation from the way electronic information has been 

presented in the past. Regular users of Google’s or another company’s screen-based 

search engine are accustomed to scanning a hierarchical list of returns and making 

determinations about their relevance, accuracy, credibility and usefulness. When 

people use desktop or laptop computer screens for internet queries, they often see 
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and, therefore, read at least the first page of returns. As internet searches began 

moving to mobile devices, users would often consider only the top five returns of a 

search engine due to the smaller size of the screen. Voice assistants, because they 

speak their output, reduce this further still and usually only select and read a single 

return to a user. As James Vlahos explained in Wired magazine: ‘In the era of voice 

computing, offering a single answer is not merely a nice-to-have feature; it’s a need-

to-have one’.74 Because of this quality, Vlahos and other commentators call voice 

assistants ‘oracles’. Like the fictional deities of antiquity, voice assistants typically 

answer questions with short and authoritative answers.

But oracle is a strong word for a technology that, in its current form at least, refers 

most queries, especially complex ones, to an internet web browser. As an illustration, 

when a user asks Siri ‘Why do people drink water?’, the technology responds by saying, 

‘Here’s what I found on the web for ‘Why do people drink water?’’ The user must then 

select among the options returned by a web browser. The voice assistant merely 

triggered the browser to present options, a sort of digital equivalent of setting up a 

meeting between a human user and a more intelligent technology (i.e. a web browser), 

which is often perceived as masculine. In an Apple computing environment, Siri directs 

questions to a web browser called ‘Safari’, and in a Microsoft environment, Cortana 

passes questions to a web browser called ‘Explorer’. Generally, the only questions voice 

assistants will attempt to answer without consulting a web browser are those that 

have unambiguous answers: ‘What’s the capital of Paraguay?’ ‘Who is the president of 

France?’

Answers provided by voice assistants tend to be blunt and presented without 

texture, context or explanatory information. For example, when Siri is asked ‘What 

is the population of Lebanon?’, the technology replies, ‘As of 2018, the population of 

Lebanon was 6,100,075.’ There is no hint that a significant number of these people 

are refugees. (According to UNHCR, Lebanon has the highest per capita proportion of 

refugees in the world.) This information would become quickly apparent to a user who 

Image 20:
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07
WAYS TECHNOLOGY 
COMPANIES HAVE 
ADDRESSED  
GENDER 
ISSUES 

The increasingly blurred perception of ‘female’ machines and real 

women carry real-life repercussions for women and girls, in the ways they 

are perceived and treated and in the ways they perceive themselves.  

This chapter overviews some of the steps technology companies have taken to 

reduce some of the harmful social repercussions of feminized digital assistants. 

It examines the addition of male voice alternatives, increased personalization 

options, opportunities to select machine rather than human voices, and the 

construction of androgynous and voiceless chatbots. 

ADDING MALE VOICE ALTERNATIVES  
OR REMOVING DEFAULT SETTINGS

Perhaps the clearest way companies have addressed the gender equality issues 

discussed in the previous section is by adding male voice alternatives or eliminating 

a female-by-default function, thereby forcing users to choose the gender of their 

digital assistant. 

scrolled and opened web links using a traditional text-based web browser search. 

A voice assistant’s tendency to steamroll complexity is poignantly illustrated by 

another example. At the time this think piece was being finalized, in April 2019, 

two different men – Nicolás Maduro and Juan Guaidó – claimed to be the rightful 

president of Venezuela. When Siri and other voice assistants were asked, ‘Who is 

the president of Venezuela?’, the technology replied: ‘The answer I found is Nicolás 

Maduro and Juan Guaidó’. There was no explanation of why two different men were 

named nor was a rationale given for the ordering of their names. Siri was stumped 

by follow-up questions like ‘Why are there two?’ 

While this characteristic of voice search may seem to be separate from questions 

of gender, it is, like everything else voice assistants do, deeply intertwined because 

the assistants are projected as women. From a user’s perspective, a female 

speaker is reducing information to its simplest presentation. On the surface, a 

user may be aware that a non-human technology is controlling the voice, but the 

voice is still feminine. It is unclear what, exactly, the impact of this might be on the 

socialization of children and adults, but it does not seem particularly far-fetched 

to wonder whether this behaviour of female voice assistants creates expectations 

and reinforces assumptions that women should provide simple, direct and 

unsophisticated answers to basic questions, and refer complex questions to higher 

authorities.
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funny’

‘Humble, it’s 
helpful, a little 
playful at times’

Imagery used 
to signify the 
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Companies have been slow to add male voice options for digital assistants, in part 

because it is expensive and complex. Google did not offer a male voice for its assistant 

technologies until late 2017,75 and Amazon’s Alexa and Microsoft’s Cortana, despite 

both being on the market since 2014, still offer only female voices. In February 2019, 

Amazon added additional languages (German, Japanese and Spanish) as well as 

British-accented English to Alexa’s repertoire, but the voices are still exclusively female. 

Amazon has added customization options that allow Alexa’s voice to change to a male 

voice (often a celebrity’s voice) for narrow purposes like skill-building, but the utility’s 

master voice remains female only.76 

Apple’s Siri technology is female by default in 17 of 21 languages.77 The four language 

versions that default to a male voice are Arabic, British English, Dutch and French.78 As 

noted earlier in this think piece, Apple has not, to the knowledge of the EQUALS Skills 

Coalition, provided a rationale for this decision, but commentators have speculated  

that users in these markets prefer technology to have a more ‘authoritative’ voice.79 

These users also tend to come from countries where there is a history of employing 

men and boys as domestic servants, especially in noble or upper class families.

While adding a male voice might seem straightforward, the scripts used for male 

versions of digital voice assistants (when available at all) are substantively different 

from the scripts used for the default female version. It is not a simple matter of 

swapping out the voice. The male versions tend to use more definitive quantifiers (one, 

five), while the female versions use more general quantifiers (a few, some), as well as 
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more personal pronouns (I, you, she). The trend is so pronounced that focus groups 

report finding it unsettling to hear a male voice using a female script and consider it 

untrustworthy.80

Some people see removing a preset gendered voice as a way forward. Companies like 

Apple and Google could easily prompt users to select whether they want to hear a male 

or female voice when specifying their initial system preferences. Currently however, 

options to change a default female voice to a male voice tend to be buried in settings 

menus. In Apple’s iOS environment, users must select Settings>Siri & Search>Siri 

Voice to navigate to a screen where it is possible to change the gender of the default 

voice. Even these settings options can reinforce sexist stereotypes. For example when 

Samsung first rolled out its Bixby digital assistant, it labelled the female voice option as 

‘#chipper’, ‘#clear’ and ‘#cheerful’, while the male option was described as ‘#assertive’, 

‘#confident’ and ‘#clear’.81 Samsung has since removed the adjective descriptors82 but, 

like many other companies, it uses a female voice by default rather than letting users 

pick between a male or female voice when setting up the application.

CUSTOMIZATION AND PERSONALIZATION

Other companies have taken personalization further than dichotomous male and 

female options and instead offer a large number of voice packages to consumers 

that can, in some instances, help address issues related to gender equality. For 

example, Waze, a popular navigation application owned by Google and offered in over 

50 languages, allows consumers to select from hundreds of voice options, including 

celebrity voices (Morgan Freeman, Stephen Colbert) and voices of fictional characters 

(Bart Simpson, C-3PO from Star Wars).83 Users can even record their own voice to 

provide navigation directions.84 Yet despite the diversity of options, Waze has been 

criticized for offering a plethora of male voice options but far fewer female options.85 

The rationale most commonly cited is that consumers prefer to receive navigation 

commands from male voices, a preference that almost certainly reflects a widespread 

gender bias that men are better with maps and navigation. Nevertheless, Waze has 

placed decision-making in the hands of consumers and put forward an multiplicity of 

gender options, even if these options are still gender imbalanced.

Image 22:
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Source: The Verge
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Charles Hannon, who researches gender 
and status in voice-user interfaces, called 
attention to how patterns of speech used 
by voice assistants also send signals about 
power and status. Writing in the magazine 
of the Association for Computing Machinery, 
he outlined both the problem and a 
potential solution: ‘There is an unfortunate 
coincidence in the fact that I-words are used 
more often by both women and by people 
(male or female) who occupy lower status 
in a relationship. As we imagine how our AI 
assistants should communicate with us, we 
should avoid linguistic tropes that would 
implicitly connect female AI personalities 
with low-status positioning in the human–
machine relationship. This is particularly the 

case when the work that AIs are doing for 
us is historically low status. We can avoid 
this trap by emphasizing other language 
patterns that imply higher status and 
that emphasize higher-level cognitive 
processing. In the best case, our efforts 
to create a more equal language pattern 
in our AIs (that is, patterns that subvert or 
circumvent those we find more generally in 
the world) might pave one part of the road 
towards a more gender-equal society.’xxv 

Thus far, few companies have taken these 
steps, and their respective voice assistants 
continue to speak in patterns associated 
with low status using a female voice. This 
functions to reinforce associations between 
female voices and powerlessness. 

Voice and  
status

This level of customization is possible for Waze because the navigation voice 

commands are relatively limited compared to the range of speech needed by  

all-purpose assistants like Siri or Cortana. However, with advancements in AI, it 

is increasingly possible for versatile voice assistants to have a multitude of voice 

options, including those with different regional or ethnic accents. In the summer of 

2018, Google announced six new voice options for its digital assistant and, in 2019, 

released signer John Legend’s voice as a ‘cameo’ feature.86 The ‘cameo’ functionality 

allows users to activate Legend’s voice for certain queries and requests rather than 

rely on Google Assistant’s default female voice. Amazon has enabled limited forms 

of voice customization as well, including the addition of male and celebrity voices, 

through its ‘skills templates’.87 These templates allow developers options to expand 

Alexa’s standard repertoire. Current Alexa skills, once activated, allow the voice 

assistant to do things like recite famous quotations or read stories on demand. 

Amazon’s policies for skills developers prohibit ‘gender hatred’ and ‘sexually explicit 

content’, but otherwise do not have regulations related to Alexa’s projection of 

gender.88

Less widely used digital assistants, such as the chatbot Replika, seek to, as suggested 

by the name, replicate its user’s mood, mannerisms, preferences and patterns of 

speech – essentially sidestepping gender concerns by making a digital assistant a 

mirror image of its owner.89 These technologies assume personalities modelled not 

around fictional female characters but around their users.

As AI technology advances and digital assistants become more sophisticated, their 

responses, like content in search engines and social media newsfeeds, will likely 

be further personalized to a user’s history, preferences, location, etc. This calls for 

greater digital skills and media and information literacy among all users to detect 

and speak out against troublesome responses when they emerge. Already and 

increasingly in the future, voice assistants will give different answers to identical 

questions or commands, depending on decisions taken by black box AI software. 

This software is now so complex and, in some cases, so autonomous, that even its 

builders cannot explain why a voice assistant might, for example, answer a question 

asked by a male user differently than the same question asked by a female user. 
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The personalization of technology can, in effect, function to obscure gender biased 

responses given by digital assistants because these responses are difficult for other 

users to replicate. 

Image 23:
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MACHINE VOICES

Another strategy to avoid complications surrounding the gendering of AI assistants 

is to have them adopt less clearly gendered machine voices. Although technology 

companies tend to presume that users prefer a gendered human voice, surveys on 

the topic have indicated that people often state a preference for gender-neutral 

digital assistants.90 Voices and sounds can be designed to have indiscernible genders 

(examples include the robotic voice used by scientist Stephen Hawking and the 

voice of the title character in the 2015 film Chappie). Digital assistants carrying 

obviously synthetic voices, regardless of their fluency, announce themselves as 

non-human from the outset of an interaction and might even point the way towards 

the establishment of a new machine gender for technologies with human-like 

communication capabilities. As intelligent digital assistants become ubiquitous, a 

machine gender might help separate technologies from notions of gender ascribed to 

humans, and help children and others avoid anthropomorphizing them. 

Despite the potential advantages of matching non-gendered voices with AI 

technology, it is unclear whether consumers would desire this, and companies are 

largely moving in the opposite direction. They are engaged in fierce competition 

to humanize machine voices as accurately as possible.91 Technology on the market 

today can already mimic natural human speech with such precision that listeners 

cannot easily distinguish it as non-human, especially in short segments. Development 

teams are now working to give voice assistants a wider range of inflections that can 

adapt according to the context of a conversation, like human speech.92 As mentioned 

in the sections above, the latest iterations of virtual assistants seek to simulate 

emotional intelligence. Companies like X2AI have even built digital assistants that 

provide counselling to refugees and other more generalized mental health services.93 

Yet most of these assistants, even when they lack voice functionality, have female 

names and are referred to with female pronouns, reflecting, however subtly, a 



122

THINK 
PIECE 
2   

Image 24:
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view that women are counsellors ready to listen to problems and provide helpful 

and compassionate responses around the clock. Interestingly, digital counselling 

assistants carry female names even though research shows that counselling sessions 

with intelligent technology are more productive when users know they are interacting 

with non-human machines.94 This research shows that there may yet be scope and 

consumer desire to keep machine assistants ungendered and distinct from humans. 

GENDERLESS CHATBOTS

A fourth way to sidestep difficult issues related to gender can be found in genderless 

chatbots. A chatbot developed by Kasisto, a company that builds AI software 

for banks and other financial companies, shows that intelligent technologies do 

not necessarily need to exhibit a discernible gender or demonstrate obsequious 

obedience in the face of harassment. The Kasisto banking bot carries an intentionally 

gender-ambiguous name, Kai, and has been programmed to possess a robot-specific 

identity. The chief product officer and co-founder of Kasisto explained that the 

technology ‘never pretends to be a human and the lines are never blurry’.95

Kai has an advantage in this respect because, unlike Siri, Alexa or Google Assistant, it 

is voiceless. The technology responds only to written messages and always answers 

with text, rather than spoken words. Kai’s (mostly female) creators intentionally 

tried to avoid making its text output obviously feminine or masculine. The bot seeks 

instead to personify what it actually is: a machine with narrow capabilities to support 

customers with banking requests. When a user asks Kai personal or sexualized 

questions that might make Siri ‘blush’ or prompt Alexa to ‘flirt’, Kai reasserts its 

machine nature and prods the user back to the task at hand.

The screenshots below help illustrate how Kai’s non-gendered and non-human 

personality is expressed in response to questions that have little to do banking. Kai 

maintains a robot persona, but not without a sense of humour. Despite being non-
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gendered, Kai still has what industry professionals call ‘Easter eggs’ – essentially 

unexpected or clever responses that can make digital assistants fun to use. (A 

previous section shared gendered Easter eggs in Amazon’s Alexa technology.) Kai 

will, however, tell users to stop harassing it when confronted with aggressive or 

overtly sexual messages, and overall it tries to steer personal conversations back to 

banking. If Kai is asked if it is male or female, the technology responds: ‘As a bot, I’m 

not a human. But I learn. That’s machine learning.’96  Some of Kai’s responses border 

on flirtation, but not from a clearly gendered or even human position. When asked if 

it believes in love, Kai answers, ‘Love throws me for a loop. Unconditional love is an 

infinite loop’, which is a reference to what happens when computers freeze.97 Other 

gender-neutral and ‘de-sexed’ virtual assistants have followed in Kai’s footsteps, 

including Capital One’s Eno.98

As illustrated by Kai, the gender choices facing AI developers working to create 

intelligent digital assistants are not purely male or female. Some companies have 

opted to personify their assistants as animals in an attempt to avoid binary questions 

about gender. For example, Kip, a third-party virtual assistant that works on Slack 

and Facebook Messenger platforms, expresses itself as a penguin, intentionally 

selected because people do not tend to reflexively assign a gender to penguins 

as they tend to do for other animals like bears (usually assumed to be male) and 

rabbits (usually assumed to be female).99 Similarly, Spixii, a chatbot used by insurance 

companies to support underwriting, is represented with a blue parrot. The parrot and 

its name were selected for gender neutrality, while the colour blue was chosen to 

instil trust. The trend of expressing digital assistants as genderless animals seems to 

be gaining traction, especially for applications that do not have a voice component.

This new direction though should not obscure the weight of status quo. Chatbots are 

still typically programmed as female. VentureBeats estimated that 30,000 chatbots 

were introduced in 2016 alone, and the vast majority of them had female personas.100 

Image 25:
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Examples of female digital assistants 
capable of robust defence are harder 

to find, although recent updates to 
Apple, Amazon, Google and Microsoft 

operating systems have eliminated 
some of the most excessively 

apologetic or flirtatious responses to 
sexual harassment. 

In select instances, some bots - even those projected as animals rather than 

gendered humans - have gotten better at defending themselves against abuse.  

When Poncho, a cat that delivered weather forecasts through a popular application 

from 2013 to 2018, heard profanity directed at it, the technology responded, ‘Uh... 

rude’, and users had an option to say ‘Sorry’ or ‘Whatever’.101 If the user failed to 

apologize, Poncho said, ‘OK, well then I think I am going to take a short break’ and 

stopped the interaction.102 While development decisions like this may help socialize 

more polite conversation, Poncho was characterized as a male cat, so ostensibly 

it was a male who was insisting on good behaviour. Examples of female digital 

assistants capable of robust defence are harder to find, although recent updates to 

Apple, Amazon, Google and Microsoft operating systems have eliminated some of 

the most excessively apologetic or flirtatious responses to sexual harassment. 

08
CONCLUSION

THE CLOCK IS TICKING

Voice assistants are new enough that consumer expectations regarding their 

functionality and expression are still highly malleable, especially in the global South 

where digital technologies are just beginning to transform social and economic 

life. If smartphone users hear a male digital voice assistant as opposed to a female 

voice assistant, they are likely to go along with it. The same is true if they hear a 

non-human or non-gendered voice. However, if users become accustomed – over 

a period of years – to hearing and seeing female digital assistants exclusively, they 

may register surprise and even discomfort when confronted with a non-female voice 

assistant (perhaps in the same way that air travellers pushed back when airlines 

began allowing men to work as flight attendants, after decades of limiting this job 

to women only). Digital assistants and other AI technologies are still in their infancy; 

the human–computer interactions negotiated during this formative period will 

establish orientations and parameters for further development.
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Dominant models of voice computing are crystallizing conceptions of what is 

‘normal’ and ‘abnormal’. If the vast majority of AI machines capable of human 

speech are gendered as young, chipper women from North America (as many are 

today) users will come to see this as standard. If gendered technologies like Siri and 

Alexa deflect rather than directly confront verbal abuse (as they do today), users will 

likely come to see this as standard as well. Gender norms in the digital frontier are 

quickly taking shape, and women need to play a more active role in shaping these 

norms. 

There is nothing predestined about technology reproducing existing gender 

biases or spawning the creation of new ones. A more gender-equal digital space 

is a distinct possibility, but to realize this future, women need to be involved in 

the inception and implementation of technology. This, of course, requires the 

cultivation of advanced digital skills. If women lack technology skills and remain 

severely underrepresented in engineering, product management and leadership 

roles in technology industries, they will not be able to steer the development of AI 

technologies, like voice assistants, that are quickly becoming commonplace in daily 

life. 

This is a cause for concern at a moment when technology has the reach, power and 

capabilities to reshape gender norms and expectations. Despite being less than ten 

years old, Siri is actively used on more than half a billion devices.103 Alexa is not yet 

five years old but speaks with consumers in tens of millions of households around 

the world.104 Non-human voice assistants have become among the most recognized 

‘women’ globally. In total, more than 1 billion people know the female personas of 

machine voice assistants, and this figure grows each day. The repercussions of 

these gendered interactions are only beginning to come into focus.

While the gendering of technology is not new (sailors have referred to ships with 

female names and pronouns for centuries),105 these technologies have never 

before had human-like personalities and the ability to speak back to human users. 

This is unique to the present. Technologies that can mimic humans but remain 

incapable of human thought are being positioned as female, with almost no public 

debate. Cortana’s response to users who ask about ‘her’ gender is, in fact, the most 

accurate: ‘Technically, I’m a cloud of infinitesimal data computation’.
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Image 27:

The expanding 
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Source:  
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Giving this ‘cloud of infinitesimal data computation’ a female veneer – a female voice 

and, in some instances, a female face and body – will change understandings of 

gender and gender relations, in digital and analogue spaces alike.

WOMEN NEED A SEAT AT THE TABLE  
AND ADVANCED DIGITAL SKILLS 

The feminization of AI assistants deserves attention because it helps illustrate 

the ways in which new technology norms are established when women are 

underrepresented in the creation of technology. With more women in technical and 

leadership positions at technology companies, it seems unlikely, for example, that 

digital voice assistants would respond playfully to sexual harassment or apologize 

when abused verbally. It also seems unlikely that most digital assistants would be 

female by default.

This is not to say that greater female representation at technology companies will 

suddenly solve complex questions around how to treat machines and how and 

whether to gender them. To be sure, the threads connecting gender-equal workforce 
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participation with the development of more gender-equal technology products are 

far from straight and are influenced by innumerable sociocultural factors, including 

age cohort and education, as well as family, community and consumer expectations.

That said, diverse and gender-equal technical teams are urgently needed at a 

moment when processes to teach and give expression to intelligent machines are 

being cast. R. Stuart Geiger, an ethnographer at the Institute for Data Science at 

UC Berkeley, observed that technology has a particular power to ‘reshape what 

the new normal is’.106 This reshaping was evident when the first mainstream 

voice assistant, Apple’s Siri, made ‘her’ debut not as a genderless robot, but as a 

sassy young woman who deflected insults and liked to flirt and serve users with 

playful obedience. And what exactly was the reach of Siri’s coming-out party? This 

technology was a flagship feature in the nearly 150 million iPhones Apple sold from 

late 2011 and through 2012. This singular technology – developed behind closed 

doors by one company in one state in one country, with little input from women – 

shaped global expectations of what an AI assistant is and should be, in a mere 15 

months.

Machines that replicate patriarchal ideas defy the promise of technology to 

help achieve gender equality. According to Samir Saran and Madhulika Srikumar 

of the World Economic Forum, ‘Autonomous systems cannot be driven by the 

technological determinism that plagues Silicon Valley – instead their design should 

be shaped by multi-ethnic, multicultural and multi-gendered ethos. AI and its 

evolution needs to serve much larger constituencies with access to benefits being 

universally available.’107 More gender-equal development teams will be better placed 

to assess the advisability and repercussions of personifying subservient technology 

as women.

Kathleen Richardson, the author of An Anthropology of Robots and AI: Annihilation 

Anxiety and Machines (2015), says that the tendency of men to construct assistants 

modelled on women ‘probably reflects what some men think about women – that 

they’re not fully human beings’.108 This argument seemed to hold merit when users 

discovered that Siri would respond to questions about her age by saying, ‘I’m old 

enough to be your assistant’, and met the statement ‘I’m naked’ with ‘And here I 

thought you loved me for my mind. Sigh’.109

Image 28:
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But sexist dialogue like this – which increasingly stems from autonomous decisions 

made by machines, in addition to linear A-triggers-B programming – is probably less 

a symptom of prejudice than of oversight. Tyler Schnoebelen, the chief analyst of a 

company specializing in natural language processing, traces the roots of feminized 

and sexualized virtual assistants to the limited participation of women in technology 

development teams. ‘There’s almost always a problem when a homogenous group 

builds a system that is applied to people not represented by the builders’, he wrote. 

‘Representations and models do not simply reflect the world. They maintain and 

create it.’110 This sentiment has been mirrored by Chinese-American Li Fei-Fei, co-

director of Stanford University’s Human-Centered AI Institute and one of the few 

female leaders in her field. Li sounded the alarm about the dearth of diversity in AI 

development during testimony to members of Congress in the United States, saying: 

‘There’s nothing artificial about AI. It’s inspired by people, and – most importantly – it 

impacts people. . . . [The deep learning systems that undergird AI are] bias in, bias 

out. . . . I think if we wake up 20 years from now and we see the lack of diversity in our 

tech and leaders and practitioners [that we see today], that would be my doomsday 

scenario.’111 

This is the why of bridging the gender digital divide – not only at the levels of basic 

and intermediate competence but, perhaps most crucially, at the top echelons 

of achievement. As AI technologies move from the periphery of society into the 

mainstream, governments and other stakeholders must invest in efforts to help 

women and girls cultivate the advanced digital skills they will need to work in the 

technology industries that are remaking modern life. 

Image 29:
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09 
RECOMMENDATIONS 

Fund studies to identify the types, dimensions and severity of gender bias expressed 

by digital assistants and other AI products. Shine a light into the black boxes of AI 

engines to understand, with as much precision as possible, how voice assistants 

are gendered and why their output sometimes reproduces stereotypes harmful to 

women and girls. Performing ‘algorithmic audits’ to map and label the sources of 

gender bias in AI technology will reveal strategies to repair and prevent it.

Examine the extent to which the gendering of digital assistants influences the 

behaviour of men and women in online and offline environments. Special attention 

should be paid to how voice assistants and similar interactive technologies affect the 

socialization of children and young people – a field that is only just coming into focus, 

despite the rapid uptake of voice assistant technology.

Track the gender balance of AI technologies that are projected as human or human-

like, with the aim of removing unequal gender dynamics and exchanges. Find data 

sources and develop methodologies to compare where, when, how often and for 

what purposes male assistants and female assistants are used. Ideally, these data will 

illuminate strategies to ensure AI applications like voice assistants support gender 

equality at the global, regional, national and local levels.

#1 

#2 

#3 

DOCUMENT AND BUILD EVIDENCE

This chapter shares recommendations to help prevent digital 

assistant technologies from perpetuating existing gender biases and 

creating new forms of gender inequality.

Some of the recommendations speak to issues that transcend digital assistants 

specifically, and address broader challenges and opportunities related to the 

proliferation of AI technologies that can mimic, and in many areas surpass, human 

intelligence.

The recommendations are informed by input shared at UNESCO’s global conference 

on Principles for Artificial Intelligence: Towards a Humanistic Approach and the 

ITU’s AI for Good Global Summit and AI4All events, as well as other conferences and 

programmes that prioritize gender equality, inclusion and transparency in human and 

machine interaction.

The recommendations included here are emergent and a starting point for further 

debate. More research and discourse are needed to formulate comprehensive and 

consensus-based recommendations and specific lines of action.
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End the practice of making digital assistants female by default. Operating systems 

and apps routinely ask users to specify preferences during initialization processes, 

and this practice should be standard for voice assistants. When AI assistants use 

gendered voices or project gendered personalities, users should be prompted to 

select between male and female options at a minimum. Companies should avoid 

obviously stereotypical descriptors such as ‘cheerful’ or ‘assertive’ for female and 

male options; a simple dichotomous male/female choice should suffice in most 

instances.

Explore the feasibility of developing a machine gender for voice assistants that 

is neither obviously male nor female. Test consumer appetite for technologies 

that are clearly demarcated as non-human and do not aspire to mimic humans or 

project traditional expressions of gender. Human–machine interaction is expected to 

increase exponentially in the next decade and beyond. Yann LeCun, a pioneer of deep 

learning technologies, has rightly advised developers to ensure that machines have a 

non-human form of intelligence and to keep AI artificial.112  

Encourage the creation of public repositories of computer code and speech 

taxonomies that are gender-sensitive. Use open data and open protocols to support 

the development of different types of digital assistants so that the market is not 

captured by a handful of companies that wield global influence outside public 

oversight.

Hone techniques to teach and train AI technologies to respond to user queries 

in gender-neutral ways. Establish and share gender-sensitive data sets that 

researchers can use and contribute to for purposes of improving digital assistants 

and other AI applications. Currently, much of the data used to improve the versatility 

and functionality of digital assistants are sexist. Machine learning is ‘bias in, bias out’; 

a voice assistant’s educational diet is of vital importance.

#6 

#5 

#7 

#8 

#4 

#9 

CREATE NEW TOOLS, RULES AND PROCESSES

Measure the gender composition of technology teams building digital assistants 

and other AI technologies that mimic human behaviour. Governments and other 

stakeholders should gather better quality data on the gender compositions of 

technology firms and the technology sector overall, with the aim of tracking progress 

towards gender-equal representation.

Engage in technological foresight to anticipate and monitor emerging technologies and 

the linkages between digital assistants and gender equality concerns. This should be 

done urgently to prevent existing gender biases, inequalities and harmful norms from 

being further locked into expressive AI technologies.
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Develop digital skills for women and girls, highlighting their relevance to other 

subjects and areas. These skills should include those relevant to AI and other 

emerging technologies, in order to better place women at the frontiers of technology 

development. Attention should also be given to encouraging and fostering 

transdisciplinary, critical and ethical thinking about technology. 

Recruit, retain and promote women in the technology sector, so they can assume 

leadership roles and jobs, especially in the technical teams where new technologies 

are forged. Establish clear targets and incentives for workforce diversity, and 

replicate successful approaches. 

Transform the culture of technology workplaces and workforces to nurture  

gender-equal mindsets and working conditions that lead to the development of more 

inclusive technology products. Conduct gender sensitivity training to foster tech 

employees’ ability to redress gender bias. Establish clear lines of accountability within 

technology firms to ensure that AI workplaces and products are free of gender bias 

and harmful gendered messages and expectations.

Take a gendered innovations approach to all aspects of AI. This approach integrates 

gender analysis in the research and development of technology, and can help 

computer scientists and engineers build technology that is more relevant to 

women, supports their empowerment, and guards against gender bias in products 

and services – including in voice assistants. Current examples include Stanford 

University’s Gendered Innovations in Science, Health and Medicine, Engineering, and 

Environment programme, as well as iGIANT’s Impact of Gender/Sex on Innovation and 

Novel Technologies initiative.

#12 

#11 

#10 

#13 

#14

#15

APPLY GENDER-RESPONSIVE APPROACHES TO DIGITAL 
SKILLS DEVELOPMENT

Programme digital assistants to discourage gender-based insults and other overtly 

abusive language. Machine voices should not invite or engage in sexist language. 

When users request sexual favours, digital assistants should respond flatly with 

answers like ‘no’ or ‘that is not appropriate’.

Require that operators of AI-powered voice assistants announce the technology 

as non-human at the outset of interactions with human users. This requirement 

is particularly important at a moment when many machine voices are gendered as 

women. If human users are tricked into believing AI voices expressed as women 

are genuine humans, these users may become less trusting of women and female 

voices. The state of California in the USA provides a model. A bill passed into law 

(Senate Bill No. 1001) in January 2019 makes it ‘unlawful for any person to use a bot 

to communicate or interact with another person in California online, with the intent 

to mislead the other person about its artificial identity for the purpose of knowingly 

deceiving the person about the content of the communication’.113
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Use public procurement and funding as a driver of gender equality in AI. A first step 

would be incentivizing a balance of male and female voice assistants with  

gender-sensitive scripts and a diversity of backgrounds and personalities. This 

could be achieved through mandating various gender options in public services and 

in the bidding requirements of government contracts. In addition, publicly funded 

projects related to AI could be required to ensure gender-balanced development 

teams. Interventions to improve female representation in technology must address 

the underlying, interconnected barriers that women face entering these fields and 

thriving inside of them.

Encourage interoperability so that users can change digital assistants as desired. 

Presently, it is so difficult to swap voice assistants that Wired magazine’s Scott 

Rosenberg compared the technology to ‘selfish employees who think they can 

protect their jobs by holding vital expertise or passwords close to their chests’.114  

The General Data Protection Regulation (GDPR) covering the European Union has 

specific clauses related the ‘right to data portability’ that provides a model of what 

this might look like in practice. The GDPR guarantees citizens, among other rights, 

‘the right to transmit [personal] data to another controller without hindrance’.115 

Legislation of this sort can facilitate data sharing and interoperability that allow users 

to easily change digital assistants and experiment with different expressions of AI 

technology, according to their individual preferences.

Establish appropriate accountability mechanisms and public oversight that can 

prevent or mitigate algorithmic bias and violations of rights. This might include 

government regulation, internal accountability structures and independent 

monitoring. Gender experts and women should also be central players in establishing 

mechanisms dedicated to increasing civic participation, public transparency, consent 

models and legal redress around AI and its applications.

#16

#17

#18

ENSURE OVERSIGHT AND INCENTIVES



133

THINK 
PIECE 

2   

10 
REFERENCES

1  UNESCO. 2017. Cracking the Code: Girls’ and Women’s Education 

in Science, Technology, Engineering, and Mathematics. Paris, 

UNESCO.

2  ITU. 2016. How can we close the digital gender gap? ITU News 

Magazine, April 2016.

3  Perez, C. C. 2019. Invisible Women: Exposing Data Bias in a World 

Designed for Men. New York, Abrams Press.

4  Morgan Stanley. 2017. Women Employees Boost the Bottom 

Line for Tech Firms. 3 May 2017. New York, Morgan Stanley.

5  Mantha, Y. and Hudson, S. 2018. Estimating the gender ratio of 

AI researchers around the world. Medium, 17 August 2018.

6  Levy, H. P. 2016. Gartner predicts a virtual world of exponential 

change. Smarter with Gartner, 18 October 2016.

7  Bentahar, A. 2017. Optimizing for voice search is more 

important than ever. Forbes, 27 November 2017.

8  Svetlik, J. 2019. Alexa, Cortana, Google Assistant: What Are Voice 

Assistants and How Do They Work? 20 February 2019. London, BT.

9  Canalys. 2018. Smart Speaker Installed Base to Hit 100 Million by 

End of 2018. 7 July 2018. Singapore, Canalys.

10  Lee, P. 2018. Smart speakers: Growth at a discount. Deloitte 

Insights, 11 December 2018.

11  NPR and Edison Research. 2018. The Smart Audio Report. 

Washington, DC/Somerville, NJ, NPR/Edison Research.

12  De Renesse, R. 2017. Virtual Digital Assistants to Overtake 

World Population by 2021. 17 May 2017. London, Ovum.

13  Shulevitz, J. 2018. Alexa, should we trust you? The Atlantic, 

November 2018.

14  Bay, S. 2018. AI assistants are poised for major growth in 

2018. VentureBeat, 22 January 2018.

15  Shulevitz, op. cit.

16  Pierce, D. 2018. Inside the lab where Amazon’s Alexa takes 

over the world. Wired, 8 January 2018.

17  Kleinberg, S. 2018. 5 ways voice assistance is shaping 

consumer behavior. Think with Google, January 2018.

18  Bell, K. 2017. Hey, Siri: How’d you and every other digital 

assistant get its name? Mashable, 13 January 2017.

19  NBC News. 2014. Why Microsoft named its Siri rival ‘Cortana’ 

after a ‘Halo’ character. 3 April 2014.

20  The Week. 2012. How Apple’s Siri got her name. 29 March 

2012.

21  Foster, J. 2018. What did we get ourselves into? Medium, 4 

January 2018.

22  Shulevitz, op. cit.

23  Sey, A. and Hafkin, N. (eds). 2019. Taking Stock: Data and 

Evidence on Gender Equality in Digital Access, Skills and Leadership. 

EQUALS Global Partnership.

24  Stern, J. 2017. Alexa, Siri, Cortana: The problem with all-

female digital assistants. Wall Street Journal, 21 February 2017.

25  Anderson, R.A., Klofstad, C.A. 2012. Preference for leaders 

with masculine voices holds in the case of feminine leadership 

roles. PLOS ONE, Vol. 7, No. 12.

26  Mitchell W. et al. 2011. Does social desirability bias favour 

humans? Explicit-implicit evaluations of synthesized speech 

support a new HCI model of impression management. Computers 

in Human Behavior, Vol. 27, No. 1. pp. 402–12.

27  Stromberg, J. 2013. Why women like deep voices and men 

prefer higher ones. Smithsonian Magazine, 24 April 2013

28  Schw r, H. 2018. There’s a clever psychological reason 

why Amazon gave Alexa a female voice. Business Insider, 15 

September 2018.

29  Nass, C. and Brave, S. 2005. Wired for Speech: How Voice 

Activates and Advances the Human-Computer Relationship. 

Cambridge, Mass., MIT Press.

30  Hempel, J. 2015. Siri and Cortana sound like ladies because of 

sexism. Wired, 28 October 2015.

31  Shulevitz, op. cit.

32  Mou, Y. and Peng, W. 2009. Gender and racial stereotypes in 

popular video games. Handbook of Research on Effective Electronic 

Gaming in Education, pp. 922–37.

33  Smith, S. L., Choueiti, M., Prescott, A. and Pieper, K. 2012. 

Gender Roles and Occupations: A Look at Character Attributes and 

Job-Related Aspirations in Film and Television. Los Angeles, Calif., 

Geena Davis Institute on Gender in Media, Mount Saint Mary’s 

University.

BODY TEXT



134

THINK 
PIECE 
2   

34  Schnoebelen, T. 2016. The gender of artificial intelligence. 

Artificial Intelligence Resource Center Blog, 11 July 2016. San 

Francisco, Calif., Figure Eight.

35  Kinsella, B. 2019. Should we be kind to our smart assistants? 

The Verge, 6 February 2019.

36  Griggs, B. 2011. Why computer voices are mostly female. CNN 

Business, 21 October 2011.

37  Vookoti, S. 2013. BMW recalled its GPS system as German 

men refused to take directions from female voice. Hoax or Fact, 7 

August 2013.

38  Steele, C. 2018. The real reason voice assistants are female 

(and why it matters). PC Magazine, 29 January 2018.

39  Fessler, L. 2017. We tested bots like Siri and Alexa to see who 

would stand up to sexual harassment’. Quartz, 22 February 2017.

40  Hanley, M. 2018. Who what are (you)? Oral histories with Alexa 

and Siri. OHMA, 30 April 2018. New York, Columbia University.

41  Charara, S. and Stables, J. 2018. This is what Alexa looks like 

– according to some people on the internet’. The Ambient, 6 April 

2018.

42  Mozza Creations. 2016. Apple iPhone 6s ad feat Jamie Foxx – 

Crush 2015. YouTube, 30 May 2016.

43  Microsoft Windows Support. 2017. What Is Cortana? 30 

November 2017. Redmond, Wash., Microsoft.

44  OECD. 2018. Bridging the Digital Gender Divide: Include, Upskill, 

Innovate. Paris, OECD.

45  Conway, M., Ellingrud, K., Nowski, T. and Wittemyer, R. 2018. 

Closing the Tech Gender Gap through Philanthropy and Corporate 

Responsibility. New York, McKinsey & Company.

46  Romm, T. and Molla, R. 2017. Apple is hiring more diverse 

workers, but its total shares of women and minorities aren’t 

budging much’. Recode, 9 November 2017.

47  OECD, op. cit.

48  Simonite, T. 2018. AI is the future – but where are the women? 

Wired, 17 August 2018.

49  Schnoebelen, op. cit. 

 

Hempel, 2015, op. cit.

50  Campolo, A. et al. 2017. AI Now 2017 Report. New York, AI Now 

Institute, New York University.

51  Fjeld, A. 2018. AI: A Consumer Perspective. March 13, 2018. 

New York, LivePerson.

52  Bradbury, R. 2018. AI: A Consumer Perspective. New York, 

LivePerson.

53  Caliskan, A., Bryson, J., and Narayanan, A. 2017. Semantics 

derived automatically from language corpora contain human-like 

biases. Science, Vol. 365, No. 6334, pp. 183–6.

54  Lever, E. 2018. I was a human Siri. Intelligencer, 26 April 2018.

55  Lai, C. and Mahzarin, B. 2018. The Psychology of Implicit Bias 

and the Prospect of Change. 31 January 2018. Cambridge, Mass., 

Harvard University.

56  RE-WORK. 2016. Deborah Harrison, editorial writer, Cortana 

- RE-WORK Virtual Assistant Summit #reworkVA. YouTube, 25 

February 2016.

57  Coren, M. J. 2016. Virtual assistants spend much of their time 

fending off sexual harassment. Quartz, 25 October 2016.

58  Davis, K. 2016. How we trained AI to be sexist’. Engadget, 17 

August 2016.

59  Fessler, op. cit.

60  Ibid.

61  Ibid.

62  Ibid. 

63  Simonite, T. 2018. Amazon wants Alexa to hear your whispers 

and frustration. Wired, 20 September 2018.

64  Gershgorn, D. 2018. A California law now means chatbots 

have to disclose they’re not human. Quartz, 3 October 2018.

65  Shulevitz, op. cit.

66  Ibid.

67  Chakrabarti, B. and Baron-Cohen, S. 2010. In the eyes of the 

beholder: how empathy influences emotion perception. R. B. 

Adams et al. (eds), The Science of Social Vision. New York, Oxford 

University Press, pp. 216–27.

68  Clark, P. 2018. The digital future is female – but not in a good 

way. Financial Times, 17 June 2018.

69  Captain, S. 2017. This chatbot is trying hard to look and feel 

like us. Fast Company, 15 November 2017.

70  Greenwald, T. 2018. Digital assistants start to get more 

human. Wall Street Journal, 29 April 2018.

71  Dreyfuss, E. 2018. The terrible joy of yelling at Alexa. Wired, 27 

December 2018.

72  Mitchell, N. 2017. Alexa, Siri, Cortana: Our virtual assistants 

say a lot about sexism. ABC News, 11 August 2017.

73  Pardes, A. 2018. The emotional chatbots are here to probe 

our feelings. Wired, 31 January 2018.

74  Vlahos, J. 2019. Amazon Alexa and the search for the one 

perfect answer. Wired, 18 February 2019.



135

THINK 
PIECE 

2   

75  Bonnington, C. 2018. Why it matters that Alexa and Google 

Assistant finally have male voices. Slate, 20 May 2018.

76  Liu, G. 2019. Make Alexa your own: How to change the digital 

assistant’s voice. Digital Trends, 8 February 2019.

77  Nellis, S. 2017. Apple’s Siri learns Shanghainese as voice 

assistants race to cover languages. Reuters, 9 March 2017.

78  Lovejoy, B. 2017. Sexism rules in voice assistant genders, 

show studies, but Siri stands out. 9to5Mac, 22 February 2017.

79  Bosker, B. 2013. Why Siri’s voice is now a man (and a woman). 

Huffington Post, 11 November 2013. 

 

Hewitson, J. 2011. Siri and the sex of technology. The Guardian, 21 

October 2011.

80  Hempel, 2015, op. cit.

81  SamMobile. Samsung removes sexist descriptor tags for Bixby. 

20 July 2017.

82  Ibid.

83  Waze. 2019. Mapping for the community, by the community. 

Medium, 17 January 2019.

84  Graham, J. 2017. Waze app now lets you record voice 

directions. USA Today, 11 July 2017.

85  Levine, S. 2016. Why navigation apps have a gender issue. 

BBC, 3 March 2016.

86  Bonnington, op. cit. 

 

Bronstein, Manuel, Hey Google, talk like a Legend. Google Product 

Blog, 3 April 2019.

87  Perez, S. 2018. Alexa developers get 8 free voices to use in 

skills, courtesy of Amazon Polly. Techcrunch, 16 May 2018.

88  Amazon. 2019. Policy Testing for Alexa Skills: Content 

Guidelines. Amazon Developer, 8 April 2019.

89  Pardes, op. cit.

90  Svetlik, op. cit.

91  Wong, K. 2018. In pursuit of the perfect AI voice. Engadget, 9 

March 2018.

92  Fussel, S. 2018. Alexa wants to know how you’re feeling today. 

The Atlantic, 12 October 2018.

93  Romeo, N. 2016. The chatbot will see you now. New Yorker, 25 

December 2016.

94  Ibid. 

95  Shulevitz, op. cit.

96  Wong, Q. 2017. Designing a chatbot: male, female or gender 

neutral? Mercury News, 5 January 2017.

97  Davis, op. cit. 

98  Reuters. 2017. Capital One deliberately made its chatbot 

gender-neutral. Fortune, 10 March 2017.

99  The Week, op. cit. 

100  Shriftman, J. 2017. 4 chatbot predictions for 2017. 

VentureBeat, 25 January 2017.

101  Wong, Q., op. cit. 

102  Nass, C. 2010. The Man Who Lied to His Laptop. New York, 

Penguin Books. 

 

Kastrenakes, J. 2018. Poncho weather app to shut down after 

being acquired by a drink company. The Verge, 29 May 2018.

103  Bell, K. 2018. Over half a billion devices now actively use Siri. 

Cult of Mac, 24 January 2018.

104  Castro, A. 2019. Amazon says 100 million Alexa devices have 

been sold – what’s next? The Verge, 4 January 2019.

105  LaFrance, A. 2014. Why people name their machines. The 

Atlantic, 23 June 2014.

106  Wong, Q., op. cit. 

107  Saran, S. and Srikumar, M. 2018. AI Has a Gender Problem. 

Here’s What to Do About It. 16 April 2018. Cologny, Switzerland, 

World Economic Forum.

108  Kinsella, op. cit. 

 

Richardson, K. 2015. An Anthropology of Robots and AI: 

Annihilation Anxiety and Machines. New York, Routledge. 

109  Bolluyt, J. 2018. 61 questions to ask Siri for a hilarious 

response. CheatSheet, 31 August 2018.

110  Schnoebelen, op. cit. 

111  Hempel, J. 2018. Fei-Fei Li’s quest to make AI better for 

humanity. Wired, 13 November 2018.

112  Thompson, C. 2018. How to teach artificial intelligence some 

common sense. Wired, 13 November 2018.

113  California Senate Bill No. 1001. Bots: Disclosure. California 

Legislative Information. 28 September 2018. 

114  Rosenberg, S. 2017. Voice assistants aren’t so easy to fire. 

Wired, 11 October 2017.

115  European Union. 2016. Regulation (EU) 2016/679 of the 

European Parliament and of the Council. 27 April 2016. Brussels, 

EU.



136

i  Kinsella, B. 2018. Apple Siri Continues to Lead in Voice Assistant 

Usage on Smartphones. Voicebot.ai, 1 November 2018 

 

Statista. 2019. Worldwide intelligent/digital assistant market 

share in 2017 and 2020, by product. Statistics Portal, 2019.

ii  Kinsella, B. 2019. Google Assistant to be Available on 1 Billion 

Devices This Month – 10x More Than AlexaShould we be kind to 

our smart assistants? Voicebot.ai, 7 January 2019.

iii  Pierce, D. 2015. We’re on the Brink of a Revolution in Crazy-

Smart Digital Assistants. Wired, 16 September 2015. 

iv  Metz, C. 2015. Voice Control Will Force an Overhaul of the 

Whole Internet. Wired, 24 March 2015. 

v  Stabes, J. 2019. 123 brilliant Alexa Easter eggs. The Ambient. 9 

March 2019.

vi  Tillman, M. 2018. Amazon Alexa Easter Eggs. Pocket-lint. 2 

November 2018.

vii  Kinsella, B. 2018. China Jumps to 29% of Smart Speaker Sales 

in Q3 2018, U.K. Voicebot.ai. 16 November 2018. 

viii  Kinsella, B. 2019. Alibaba Dominates China Smart Speaker 

Sales with 41.2% Share. Voicebot.ai. 21 February 2019. 

ix  Hegel, G.W.F, 2018. The Phenomenology of Spirit. Cambridge 

Hegel Translations. T. Pinkard & M. Baur, Eds. Cambridge: 

Cambridge University Press.

x  Hunterwalk. 2016. Amazon Echo Is Magical. It’s Also Turning My 

Kid Into an Asshole. Hunter Walk blog. 6 April 2016.

xi  Withers, Rachel. 2018. I Don’t Date Men Who Yell at Alexa. 

Slate. 30 April 2018.

xii  Gonzalez, R. 2018. Hey Alexa, What Are You Doing to My Kid’s 

Brain? Wired. 11 May 2018.

xiii  Stables, J. 2018.  Alexa for kids guide: Skills, commands and 

parental controls explained. The Ambient. 16 August 2018. 

xiv  Thompson, C. 2018. To feminists, Amazon’s ‘Alexa’ isn’t 

welcome. WikiTribune. 

xv  Care2. 2017. Siri and Alexa Should Help Shut Down Sexual 

Harassment. Care2 Petitions. 

xvi  Fessler, L. 2018. Amazon’s Alexa is now a feminist, and she’s 

sorry if that upsets you. Quartz. 17 January 2018. 

xvii  Buxton, M. 2017. Writing For Alexa Becomes More 

Complicated In The #MeToo Era. 27 December 2017.

xviii  Bogost, I. 2018. Sorry, Alexa Is Not a Feminist. The Atlantic. 

24 January 2018. 

xix  Lomas, N. 2018. Duplex shows Google failing at ethical and 

creative AI design. TechCrunch.

xx  Wilde, D. 2019. Google Duplex rolling out to non-Pixel, iOS 

devices in the US. 9to5Google. 3 April 2019. 

xxi  Google. 2018. The Google Assistant can help you get things 

done over the phone. YouTube, Google. 27 June 2018.

xxii  Google Help Center. 2019 About phone calls from the Google 

Assistant. Google My Business Help. 

xxiii  Leviathan, Y. & Matias, Y. 2018. Google Duplex: An AI System 

for Accomplishing Real-World Tasks Over the Phone. Google AI 

Blog. 8 May 2018. 

xxiv  Nieva, R. 2018. Alphabet chairman says Google Duplex 

passes Turing test in one specific way. Cnet. 10 May 2018. 

xxv  Hannon, C. 2016. Gender and Status in Voice User Interfaces. 

Interactions, Vol XXIII.3.

TEXT BOXES



137

A.T. Kearney. 2016. Tough Choices: The Real Reasons 

A-Level Students Are Steering Clear of Science and Maths. 

Chicago, Ill., A.T. Kearney.  https://www.atkearney.com/

documents/10192/7390617/Tough+Choices.pdf/a7408b93-

248c-4b97-ac1e-b66db4645471

Accenture. 2016. Cracking the Gender Code: Get 3x More Women 

in Computing. Dublin, Accenture. https://www.accenture.com/

t20161018T094638__w__/us-en/_acnmedia/Accenture/next-

gen-3/girls-who-code/Accenture-Cracking-The-Gender-Code-

Report.pdf

Accenture. 2017. Getting to Equal 2017: Closing the Gender Pay 

Gap. Dublin, Accenture. https://www.accenture.com/_acnmedia/

PDF-45/Accenture-IWD-2017-Research-Getting-To-Equal.pdf

Achiam, M. and Holmegaard, H. T. 2017. Criteria for 

Gender Inclusion. Amsterdam, Hypatia Project. http://www.

expecteverything.eu/file/2017/02/Hypatia-Theoretical-

Framework.pdf

Al-Jamal, N. and Abu-Shanab, E. 2015. Exploring the gender 

digital divide in Jordan. Gender Technology and Development, Vol. 

1, No. 19, pp. 91–113. DOI: 10.1177/0971852414563201.

Amazon. 2019. Policy Testing for Alexa Skills: Content Guidelines. 

Amazon Developer, 8 April 2019. https://developer.amazon.com/

docs/custom-skills/policy-testing-for-an-alexa-skill.html#

Anderson, R. A. and Klofstad, C. A. 2012. Preference for leaders 

with masculine voices holds in the case of feminine leadership 

roles. PLOS ONE, Vol. 7, No. 12. https://journals.plos.org/plosone/

article?id=10.1371/journal.pone.0051216

Antoninis, M. and Montoya, S. 2018. A global framework to 

measure digital literacy. Data for Sustainable Development Blog,  

19 March 2018. Montreal, UIS. http://uis.unesco.org/en/blog/

global-framework-measure-digital-literacy

Apps and Girls. n.d. About. Dar es Salaam, Apps and Girls. https://

www.appsandgirls.com/home/about-us/

Ashcraft, C., DuBow, W., Eger, E., Blithe, S. and Sevier, B. 2013. Male 

Advocates and Allies: Promoting Gender Diversity in Technology 

Workplaces. Boulder, Colo., NCWIT. https://www.ncwit.org/sites/

default/files/resources/menasadvocatesallies_web.pdf

Association of Media Women in Kenya (AMWIK). 2016. Women 

Journalist’s Digital Security. Nairobi, Article 19 Eastern Africa. 

http://amwik.org/wp-content/uploads/2017/02/Women-

Journalists-Digital-Security.pdf

Bathija, M. 2018. Internet Saathi: Improving digital literacy among 

women. Forbes India, 7 August 2018. http://www.forbesindia.com/

article/future-of-work/internet-saathi-improving-digital-literacy-

among-women/50951/1

Bay, S. 2018. AI assistants are poised for major growth in 

2018. VentureBeat, 22 January 2018. https://venturebeat.

com/2018/01/22/ai-assistants-are-poised-for-major-growth-

in-2018/

Beilock, S. L., Gunderson, E. A., Ramirez, G. and Levine, S. C. 2010. 

Female teachers’ math anxiety affects girls’ math achievement. 

Proceedings of the National Academy of Sciences of the United 

States of America, Vol. 107, No. 5, pp. 1860–3. DOI: 10.1073/

pnas.0910967107.

Bell, K. 2017. Hey, Siri: How’d you and every other digital 

assistant get its name? Mashable, 13 January 2017. 

https://mashable.com/2017/01/12/how-alexa-siri-got-

names/?europe=true#g4kVkchjrSqQ

Bell, K. 2018. Over half a billion devices now actively use Siri. Cult 

of Mac, 24 January 2018. https://www.cultofmac.com/525041/

over-half-a-billion-devices-now-actively-use-siri/

Bentahar, A. 2017. Optimizing for voice search is more important 

than ever. Forbes, 27 November 2017. https://www.forbes.com/

sites/forbesagencycouncil/2017/11/27/optimizing-for-voice-

search-is-more-important-than-ever/#5d31b89f4a7b

Bernstein, R. 2015. Belief that some fields require ‘brilliance’ 

may keep women out. Science, 15 January 2015. https://www.

sciencemag.org/news/2015/01/belief-some-fields-require-

brilliance-may-keep-women-out

Berry, M. 2017. Computing in English schools. An Open Mind,  

15 January 2017. http://milesberry.net/2017/01/computing-in-

english-schools/

Betterplace Lab. 2017. Bridging the Digital Gender Gap. Berlin, 

Betterplace Lab. https://www.betterplace-lab.org/wp-content/

uploads/BDGG-Brochure-Web-ENGLISH.pdf

Bian, L., Leslie, S. J. and Cimpian, A. 2017. Gender stereotypes 

about intellectual ability emerge early and influence children’s 

interests. Science, Vol. 355, pp. 389–91. DOI: 10.1126/science.

aah6524.

Bibliography

https://www.atkearney.com/
https://www.accenture.com/
https://www.accenture.com/_acnmedia/
http://www
https://developer.amazon.com/
https://journals.plos.org/plosone/
http://uis.unesco.org/en/blog/
https://www.appsandgirls.com/home/about-us/
https://www.appsandgirls.com/home/about-us/
https://www.ncwit.org/sites/
http://amwik.org/wp-content/uploads/2017/02/Women-Journalists-Digital-Security.pdf
http://amwik.org/wp-content/uploads/2017/02/Women-Journalists-Digital-Security.pdf
http://www.forbesindia.com/
https://venturebeat
https://mashable.com/2017/01/12/how-alexa-siri-got-names/?europe=true#g4kVkchjrSqQ
https://mashable.com/2017/01/12/how-alexa-siri-got-names/?europe=true#g4kVkchjrSqQ
https://mashable.com/2017/01/12/how-alexa-siri-got-names/?europe=true#g4kVkchjrSqQ
https://www.cultofmac.com/525041/
https://www.forbes.com/
https://www
http://milesberry.net/2017/01/computing-in-english-schools/
http://milesberry.net/2017/01/computing-in-english-schools/
http://milesberry.net/2017/01/computing-in-english-schools/
https://www.betterplace-lab.org/wp-content/


138

Bocconi, S., Chioccariello, A., Dettori, G., Ferrari, A. and Engelhardt, 

K. 2016. Developing Computational Thinking in Compulsory 

Education: Implications for Policy and Practice. Luxembourg, 

European Commission Joint Research Centre. http://publications.

jrc.ec.europa.eu/repository/bitstream/JRC104188/jrc104188_

computhinkreport.pdf

Bogost, I. 2018. Sorry, Alexa Is Not a Feminist. The Atlantic. 

24 January 2018. https://www.theatlantic.com/technology/

archive/2018/01/sorry-alexa-is-not-a-feminist/551291/

Bolluyt, J. 2018. 61 questions to ask Siri for a hilarious response. 

CheatSheet, 31 August 2018. https://www.cheatsheet.com/gear-

style/20-questions-to-ask-siri-for-a-hilarious-response.html/

Bolukbasi, T., Chang, K. W., Zou, J., Saligrama, V. and Kalai, A. 2016. 

Man is to computer programmer as woman is to homemaker? 

Debiasing word embeddings. Proceedings of the 30th International 

Conference on Neural Information Processing Systems, pp. 4356–

64. https://papers.nips.cc/paper/6228-man-is-to-computer-

programmer-as-woman-is-to-homemaker-debiasing-word-

embeddings.pdf

Bonnington, C. 2018. Why it matters that Alexa and Google 

Assistant finally have male voices. Slate, 20 May 2018. https://

slate.com/technology/2018/05/alexa-google-finally-are-getting-

male-virtual-assistants-its-about-time.html

Bosker, B. 2013. Why Siri’s voice is now a man (and a woman). 

Huffington Post, 11 November 2013. https://www.huffingtonpost.

com/2013/06/11/siri-voice-man-woman_n_3423245.html

Bowles, N. 2018. Thermostats, locks and lights: digital tools of 

domestic abuse. New York Times, 23 June 2018. https://www.

nytimes.com/2018/06/23/technology/smart-home-devices-

domestic-abuse.html

Bradbury, R. 2018. AI: A Consumer Perspective. New York, 

LivePerson. https://liveperson.docsend.com/view/rmxy68k

Bradley, B., Restuccia, D., Rudnicki, C. and Bittle, S. 2017. The 

Digital Edge: Middle-Skill Workers and Careers. Boston, Mass., 

Burning Glass Technologies. https://www.burning-glass.com/

research-project/digital-skills-gap/

Broadband Commission for Sustainable Development. 2017. 

Working Group on Education: Digital Skills for Life and Work. 

Geneva, Broadband Commission. https://broadbandcommission.

org/Documents/publications/WG-Education-Report2017.pdf

Broadband Commission for Sustainable Development. 2017. 

Working Group on the Digital Gender Divide. Recommendations 

for Action: Bridging the Gender Gap in Internet and Broadband 

Access and Use, March 2017. Geneva, Broadband Commission. 

https://www.broadbandcommission.org/Documents/publications/

WorkingGroupDigitalGenderDivide-report2017.pdf

Bronstein, Manuel, Hey Google, talk like a Legend. Google Product 

Blog, 3 April 2019. https://www.blog.google/products/assistant/

talk-like-a-legend/

Buxton, M. 2017. Writing For Alexa Becomes More Complicated 

In The #MeToo Era. 27 December 2017. https://www.refinery29.

com/en-us/2017/12/184496/amazo-alexa-personality-me-too-

era

California Senate Bill No. 1001. Bots: Disclosure. California 

Legislative Information. 28 September 2018. https://

leginfo.legislature.ca.gov/faces/billNavClient.xhtml?bill_

id=201720180SB1001

Caliskan, A., Bryson, J., and Narayanan, A. 2017. Semantics 

derived automatically from language corpora contain human-

like biases. Science, Vol. 365, No. 6334, pp. 183–6. DOI: 10.1126/

science.aal4230.

Campolo, A., Sanfilippo, M., Whittaker, M. and Crawford, K. 2017.  

AI Now 2017 Report. New York, AI Now Institute, New York 

University. https://ainowinstitute.org/AI_Now_2017_Report.pdf

Canalys. 2018. Smart Speaker Installed Base to Hit 100 Million 

by End of 2018. 7 July 2018. Singapore, Canalys. https://www.

canalys.com/newsroom/smart-speaker-installed-base-to-hit-

100-million-by-end-of-2018

Captain, S. 2017. This chatbot is trying hard to look and feel like 

us. Fast Company, 15 November 2017. https://www.fastcompany.

com/40495681/this-chatbot-is-trying-hard-to-look-and-feel-

like-us

Care2. 2017. Siri and Alexa Should Help Shut Down Sexual 

Harassment. Care2 Petitions. https://www.thepetitionsite.

com/246/134/290/?TAP=1007&cid=causes_petition_postinfo

Carretero, S., Vuorikari, R. and Punie, Y. 2017. DigComp 2.1: 

The Digital Competence Framework for Citizens. Luxembourg, 

European Commission. http://publications.jrc.ec.europa.eu/

repository/bitstream/JRC106281/web-digcomp2.1pdf_(online).

pdf

Castro, A. 2019. Amazon says 100 million Alexa devices have 

been sold – what’s next? The Verge, 4 January 2019. https://www.

theverge.com/2019/1/4/18168565/amazon-alexa-devices-how-

many-sold-number-100-million-dave-limp

Catalyst. 2010. Catalyst Member Benchmarking Virtual Roundtable: 

Engaging Men in Gender Diversity Issues. New York, Catalyst. 

https://www.catalyst.org/system/files/Virtual_Roundtable_

EngagingMen.pdf

Chakrabarti, B. and Baron-Cohen, S. 2010. In the eyes of the 

beholder: how empathy influences emotion perception. R. B. 

Adams et al. (eds) The Science of Social Vision. New York, Oxford 

University Press, pp. 216–27.

Charara, S. and Stables, J. 2018. This is what Alexa looks like – 

according to some people on the internet’. The Ambient, 6 April 

2018. https://www.the-ambient.com/features/what-alexa-looks-

like-491

Chetty, K., Aneja, U., Mishra, V., Gcora, N. and Josie, J. 2018. 

Bridging the Digital Divide: Skills for the New Age. G20 Insights. 

https://www.g20-insights.org/policy_briefs/bridging-digital-

divide-skills-new-age/

Chhabra, E. 2017. Case study: Saathi. Impact India, Spring 2017. 

Palo Alto, Calif., Stanford University. https://ssir.org/articles/entry/

saathi

http://publications
https://www.theatlantic.com/technology/
https://www.cheatsheet.com/gear-style/20-questions-to-ask-siri-for-a-hilarious-response.html/
https://www.cheatsheet.com/gear-style/20-questions-to-ask-siri-for-a-hilarious-response.html/
https://www.cheatsheet.com/gear-style/20-questions-to-ask-siri-for-a-hilarious-response.html/
https://papers.nips.cc/paper/6228-man-is-to-computer-programmer-as-woman-is-to-homemaker-debiasing-word-embeddings.pdf
https://papers.nips.cc/paper/6228-man-is-to-computer-programmer-as-woman-is-to-homemaker-debiasing-word-embeddings.pdf
https://papers.nips.cc/paper/6228-man-is-to-computer-programmer-as-woman-is-to-homemaker-debiasing-word-embeddings.pdf
https://papers.nips.cc/paper/6228-man-is-to-computer-programmer-as-woman-is-to-homemaker-debiasing-word-embeddings.pdf
https://papers.nips.cc/paper/6228-man-is-to-computer-programmer-as-woman-is-to-homemaker-debiasing-word-embeddings.pdf
https://slate.com/technology/2018/05/alexa-google-finally-are-getting-male-virtual-assistants-its-about-time.html
https://slate.com/technology/2018/05/alexa-google-finally-are-getting-male-virtual-assistants-its-about-time.html
https://slate.com/technology/2018/05/alexa-google-finally-are-getting-male-virtual-assistants-its-about-time.html
https://slate.com/technology/2018/05/alexa-google-finally-are-getting-male-virtual-assistants-its-about-time.html
https://www.huffingtonpost
https://www
https://liveperson.docsend.com/view/rmxy68k
https://www.burning-glass.com/
https://broadbandcommission
https://www.broadbandcommission.org/Documents/publications/
https://www.blog.google/products/assistant/
https://www.refinery29
https://leginfo.legislature.ca.gov/faces/billNavClient.xhtml?bill_
https://leginfo.legislature.ca.gov/faces/billNavClient.xhtml?bill_
https://ainowinstitute.org/AI_Now_2017_Report.pdf
https://www
https://www.fastcompany
https://www.thepetitionsite
http://publications.jrc.ec.europa.eu/
https://www
https://www.catalyst.org/system/files/Virtual_Roundtable_
https://www.the-ambient.com/features/what-alexa-looks-like-491
https://www.the-ambient.com/features/what-alexa-looks-like-491
https://www.the-ambient.com/features/what-alexa-looks-like-491
https://www.g20-insights.org/policy_briefs/bridging-digital-divide-skills-new-age/
https://www.g20-insights.org/policy_briefs/bridging-digital-divide-skills-new-age/
https://www.g20-insights.org/policy_briefs/bridging-digital-divide-skills-new-age/
https://ssir.org/articles/entry/


139

Chisala-Tempelhoff, S. and Kirya, M. T. 2016. Gender, law and 

revenge porn in sub-Saharan Africa: a review of Malawi and 

Uganda. Palgrave Communications, 7 October 2016. DOI: 10.1057/

palcomms.2016.69.

Clark, P. 2018. The digital future is female – but not in a good 

way. Financial Times, 17 June 2018. https://www.ft.com/

content/109eaa0a-6fd4-11e8-852d-d8b934ff5ffa

Commission on the Status of Women. 2018. Cracking the Code: 

Empowering Rural Women and Girls through Digital Skills. United 

Nations.

Conway, M., Ellingrud, K., Nowski, T. and Wittemyer, R. 2018. 

Closing the Tech Gender Gap through Philanthropy and Corporate 

Responsibility. New York, McKinsey & Company. https://www.

mckinsey.com/industries/high-tech/our-insights/closing-the-

tech-gender-gap-through-philanthropy-and-corporate-social-

responsibility

Corbett, C. 2011. Growth mindsets benefit girls and women 

in STEM. Women in Science Forum, 25 May 2011. https://

www.nature.com/scitable/forums/women-in-science/growth-

mindsets-benefit-girls-and-women-in-19959513

Coren, M. J. 2016. Virtual assistants spend much of their time 

fending off sexual harassment. Quartz, 25 October 2016. 

https://qz.com/818151/virtual-assistant-bots-like-siri-alexa-

and-cortana-spend-much-of-their-time-fending-off-sexual-

harassment/

Credit Suisse. 2012. Large-Cap Companies with at Least One 

Woman on the Board Have Outperformed Their Peer Group with 

No Women on the Board by 26% over the Last Six Years, according 

to a Report by Credit Suisse Research Institute. Press release, 31 

July 2012. Zurich, Credit Suisse. https://www.credit-suisse.com/

corporate/en/articles/media-releases/42035-201207.html

Cummings, C. and O’Neil, T. 2015. Do Digital Information and 

Communications Technologies Increase the Voice and Influence 

of Women and Girls? A Rapid Review of the Evidence. London, 

Overseas Development Institute (ODI). https://www.odi.org/sites/

odi.org.uk/files/odi-assets/publications-opinion-files/9622.pdf

Dastin, J. 2018. Amazon scraps secret AI recruiting tool that 

showed bias against women. Reuters, 9 October 2018. https://

www.reuters.com/article/us-amazon-com-jobs-automation-

insight/amazon-scraps-secret-ai-recruiting-tool-that-showed-

bias-against-women-idUSKCN1MK08G

Davis, K. 2016. How we trained AI to be sexist’. Engadget, 17 

August 2016. https://www.engadget.com/2016/08/17/how-we-

trained-ai-to-be-sexist/?guccounter=1

De Renesse, R. 2017. Virtual Digital Assistants to Overtake 

World Population by 2021. 17 May 2017. London, Ovum. https://

ovum.informa.com/resources/product-content/virtual-digital-

assistants-to-overtake-world-population-by-2021

Díaz-García, C., Gonz lez-Moreno, A. and Sáez-Mart nez, F. J. 2014. 

Gender diversity within R&D teams: Its impact on radicalness of 

innovation. Innovation: Organization and Management, Vol. 15, No. 

2, pp. 149–60. https://doi.org/10.5172/impp.2013.15.2.149

Drabowicz, T. 2014. Gender and digital usage inequality among 

adolescents: A comparative study of 39 countries. Computers 

and Education, Vol. 74, pp. 98–111. http://dx.doi.org/10.1016/j.

compedu.2014.01.016

Dreyfuss, E. 2018. The terrible joy of yelling at Alexa. Wired, 27 

December 2018. https://www.wired.com/story/amazon-echo-

alexa-yelling/

Eckert, M. 2017. Ethiopia: Position 109 in the global gender gap 

ranking. Bridging the Digital Gender Gap. Berlin, Betterplace Lab, 

pp. 18–25. https://www.betterplace-lab.org/wp-content/uploads/

BDGG-Brochure-Web-ENGLISH.pdf

Edwards, E. 2018. Attracting women into digital careers ‘key to 

prosperity’. Irish Times, 10 June 2018. https://www.irishtimes.

com/news/social-affairs/attracting-women-into-digital-careers-

key-to-prosperity-1.3525735

Ekin, A. 2018. Quotas get more women on boards and stir change 

from within. Horizon: The EU Research and Innovation Magazine, 

6 September 2018. https://horizon-magazine.eu/article/quotas-

get-more-women-boards-and-stir-change-within.html

EQUALS Research Group. 2018. Taking Stock: Data and Evidence 

on Gender Equality in Digital Access, Skills and Leadership: 

Preliminary Findings of a Review by the EQUALS Research 

Group. EQUALS Global Partnership. https://docs.wixstatic.com/

ugd/04bfff_e53606000c594423af291b33e47b7277.pdf

European Commission. 2016. A New Comprehensive Digital Skills 

Indicator. Brussels, European Commission. https://ec.europa.eu/

digital-single-market/en/news/new-comprehensive-digital-skills-

indicator

European Institute for Gender Equality (EIGE). 2012. The 

Involvement of Men in Gender Equality Initiatives in the European 

Union. Vilnius, EIGE. https://eige.europa.eu/rdc/eige-publications/

involvement-men-gender-equality-initiatives-european-union

European Institute for Gender Equality (EIGE). 2017. Cyber 

Violence against Women and Girls. Vilnius, EIGE. https://eige.

europa.eu/rdc/eige-publications/cyber-violence-against-women-

and-girls

European Round Table of Industrialists (ERT). 2017. Women in 

Leadership Positions: Voluntary Targets. March 2017. Brussels, 

ERT. https://www.ert.eu/sites/ert/files/2017_-_voluntary_

targets_-_finalgo.pdf

European Union. 2016. Regulation (EU) 2016/679 of the European 

Parliament and of the Council. 27 April 2016. https://eur-lex.

europa.eu/eli/reg/2016/679/oj

Falk, A. and Hermle, J. 2018. Relationship of gender differences 

in preferences to economic development and gender equality. 

Science, Vol. 362, No. 6412. DOI: 10.1126/science.aas9899.

Fessler, L. 2018. Amazon’s Alexa is now a feminist, and she’s 

sorry if that upsets you. Quartz. 17 January 2018. https://qz.com/

work/1180607/amazons-alexa-is-now-a-feminist-and-shes-

sorry-if-that-upsets-you/ 

https://www.ft.com/
https://www
https://www.nature.com/scitable/forums/women-in-science/growth-mindsets-benefit-girls-and-women-in-19959513
https://www.nature.com/scitable/forums/women-in-science/growth-mindsets-benefit-girls-and-women-in-19959513
https://www.nature.com/scitable/forums/women-in-science/growth-mindsets-benefit-girls-and-women-in-19959513
https://www.nature.com/scitable/forums/women-in-science/growth-mindsets-benefit-girls-and-women-in-19959513
https://qz.com/818151/virtual-assistant-bots-like-siri-alexa-and-cortana-spend-much-of-their-time-fending-off-sexual-harassment/Credit
https://qz.com/818151/virtual-assistant-bots-like-siri-alexa-and-cortana-spend-much-of-their-time-fending-off-sexual-harassment/Credit
https://qz.com/818151/virtual-assistant-bots-like-siri-alexa-and-cortana-spend-much-of-their-time-fending-off-sexual-harassment/Credit
https://qz.com/818151/virtual-assistant-bots-like-siri-alexa-and-cortana-spend-much-of-their-time-fending-off-sexual-harassment/Credit
https://qz.com/818151/virtual-assistant-bots-like-siri-alexa-and-cortana-spend-much-of-their-time-fending-off-sexual-harassment/Credit
https://www.credit-suisse.com/
https://www.odi.org/sites/
https://www.reuters.com/article/us-amazon-com-jobs-automation-insight/amazon-scraps-secret-ai-recruiting-tool-that-showed-bias-against-women-idUSKCN1MK08G
https://www.reuters.com/article/us-amazon-com-jobs-automation-insight/amazon-scraps-secret-ai-recruiting-tool-that-showed-bias-against-women-idUSKCN1MK08G
https://www.reuters.com/article/us-amazon-com-jobs-automation-insight/amazon-scraps-secret-ai-recruiting-tool-that-showed-bias-against-women-idUSKCN1MK08G
https://www.reuters.com/article/us-amazon-com-jobs-automation-insight/amazon-scraps-secret-ai-recruiting-tool-that-showed-bias-against-women-idUSKCN1MK08G
https://www.reuters.com/article/us-amazon-com-jobs-automation-insight/amazon-scraps-secret-ai-recruiting-tool-that-showed-bias-against-women-idUSKCN1MK08G
https://www.reuters.com/article/us-amazon-com-jobs-automation-insight/amazon-scraps-secret-ai-recruiting-tool-that-showed-bias-against-women-idUSKCN1MK08G
https://www.engadget.com/2016/08/17/how-we-trained-ai-to-be-sexist/?guccounter=1
https://www.engadget.com/2016/08/17/how-we-trained-ai-to-be-sexist/?guccounter=1
https://www.engadget.com/2016/08/17/how-we-trained-ai-to-be-sexist/?guccounter=1
https://ovum.informa.com/resources/product-content/virtual-digital-assistants-to-overtake-world-population-by-2021
https://ovum.informa.com/resources/product-content/virtual-digital-assistants-to-overtake-world-population-by-2021
https://ovum.informa.com/resources/product-content/virtual-digital-assistants-to-overtake-world-population-by-2021
https://ovum.informa.com/resources/product-content/virtual-digital-assistants-to-overtake-world-population-by-2021
https://doi.org/10.5172/impp.2013.15.2.149
http://dx.doi.org/10.1016/j
https://www.wired.com/story/amazon-echo-alexa-yelling/
https://www.wired.com/story/amazon-echo-alexa-yelling/
https://www.wired.com/story/amazon-echo-alexa-yelling/
https://www.betterplace-lab.org/wp-content/uploads/
https://www.irishtimes
https://horizon-magazine.eu/article/quotas-get-more-women-boards-and-stir-change-within.html
https://horizon-magazine.eu/article/quotas-get-more-women-boards-and-stir-change-within.html
https://horizon-magazine.eu/article/quotas-get-more-women-boards-and-stir-change-within.html
https://docs.wixstatic.com/
https://ec.europa.eu/
https://eige.europa.eu/rdc/eige-publications/
https://eige
https://www.ert.eu/sites/ert/files/2017_-_voluntary_
https://eur-lex
https://qz.com/


140

Fessler, L. 2017. We tested bots like Siri and Alexa to see who 

would stand up to sexual harassment. Quartz, 22 February 2017. 

https://qz.com/911681/we-tested-apples-siri-amazon-echos-

alexa-microsofts-cortana-and-googles-google- home-to-see-

which-personal-assistant-bots-stand-up-for-themselves-in-the-

face-of-sexual-harassment/

Finnish National Agency for Education. 2014. New National 

Core Curriculum for Basic Education. Helsinki, Finnish National 

Agency for Education. https://www.oph.fi/english/curricula_and_

qualifications/basic_education/curricula_2014

Fisher, A. and Margolis, J. 2002. Unlocking the clubhouse: the 

Carnegie Mellon experience. Inroads SIGCSE Bulletin, Vol. 34, No. 2, 

pp. 79–83. http://lazowska.cs.washington.edu/fisher.inroads.pdf

Fjeld, A. 2018. AI: A Consumer Perspective. 13 March 2018. 

New York, LivePerson. https://www.liveperson.com/connected-

customer/posts/ai-consumer-perspective

Flood, M., Russell, G., O’Leary, J. and Brown, C. 2017. Men Make a 

Difference: Engaging Men on Gender Equality. Sydney, Diversity 

Council of Australia. https://www.dca.org.au/sites/default/files/

dca_engaging_men_synopsis_online_final.pdf

Fossbytes. 2016. Japan just made computer programming 

a compulsory subject in its schools. 24 May 2016. https://

fossbytes.com/japan-computer-programming-compulsory-

subject-schools/

Foster, J. 2018. What did we get ourselves into? Medium, 4 

January 2018. https://medium.com/microsoft-design/what-did-

we-get-ourselves-into-36ddae39e69b

Fraillon, J., Ainley, J., Schulz, W., Friedman, T. and Gebhardt, E. 

2014. Preparing for Life in a Digital Age: The IEA International 

Computer and Information Literacy Study International Report. 

Amsterdam, International Association for the Evaluation 

of Educational Achievement. https://www.iea.nl/fileadmin/

user_upload/Publications/Electronic_versions/ICILS_2013_

International_Report.pdf

Fussel, S. 2018. Alexa wants to know how you’re feeling today. 

The Atlantic, 12 October 2018. https://www.theatlantic.com/

technology/archive/2018/10/alexa-emotion-detection-ai-

surveillance/572884/

Gabriel, M. 2018. Keynote Speech by Commissioner Mariya Gabriel 

on 2nd Regional Digital Summit: towards the Competitive and 

Future Proof Digital Europe. Budapest, 25 January 2018. Brussels, 

European Commission. https://ec.europa.eu/commission/

commissioners/2014-2019/gabriel/announcements/keynote-

speech-commissioner-mariya-gabriel-2nd-regional-digital-

summit-towards-competitive-and_en

Gaucher, D., Friesen, J. and Kay, A. C. 2011. Evidence that 

gendered wording in job advertisements exists and sustains 

gender inequality. Journal of Personality and Social Psychology, Vol. 

101, No. 1, pp. 109–28. DOI: 10.1037/a0022530.

German Federal Ministry for Economic Cooperation and 

Development (BMZ). 2017. Women’s Pathways to the Digital 

Sector: Stories of Opportunities and Challenges. Bonn, BMZ. 

https://www.bundesregierung.de/breg-de/service/publikationen/

women-s-pathways-to-the-digital-sector-stories-of-

opportunities-and-challenges-736068

German Federal Ministry for Economic Cooperation and 

Development (BMZ). n.d. G20 Flagship Projects. Bonn, BMZ. 

https://www.eskills4girls.org/tag/training/page/2/

Gershgorn, D. 2018. A California law now means chatbots have 

to disclose they’re not human. Quartz, 3 October 2018. https://

qz.com/1409350/a-new-law-means-californias-bots-have-to-

disclose-theyre-not-human/

Ghana Investment Fund for Electronic Communications (GIFEC). 

2017. Zeepay, Others Unveil Digital for Inclusion (D4I) Programme. 

Accra, GIFEC. http://gifec.gov.gh/zeepay-others-unveil-digital-for-

inclusion-d4i-programme/

Gil-Juárez, A., Feliu, J. and Vitores, A. 2018. Mutable technology, 

immutable gender: Qualifying the ‘co-construction of gender and 

technology’ approach. Women’s Studies International Forum, Vol. 

66, pp. 56–62. https://doi.org/10.1016/j.wsif.2017.11.014

Girl Effect and Vodafone Foundation. 2018. Real Girls, Real Lives, 

Connected. London, Girl Effect/Vodafone Foundation. https://

www.girleffect.org/stories/real-girls-real-lives-connected/

Girls in ICT Rwanda. 2018. Ms. Geek Africa 2018. Kigali, Girls in ICT 

Rwanda. https://www.girlsinict.rw/msgeekafrica2018#

Global Alliance to Monitor Learning. 2018. Pathway Mapping 

Methodology. Montreal, UIS. http://gaml.cite.hku.hk/pathway-

mapping-methodology/

Gonzalez, R. 2018. Hey Alexa, What Are You Doing to My Kid’s 

Brain? Wired. 11 May 2018. https://www.wired.com/story/hey-

alexa-what-are-you-doing-to-my-kids-brain/

The Google Assistant can help you get things  

done over the phone. YouTube, Google. 27 June 2018.

Graham, J. 2017. Waze app now lets you record voice directions. 

USA Today, 11 July 2017. https://eu.usatoday.com/story/tech/

talkingtech/video/2017/07/11/waze-app-now-lets-you-record-

your-own- voice-directions/466473001/

Greenwald, T. 2018. Digital assistants start to get more human. 

Wall Street Journal, 29 April 2018. https://www.wsj.com/articles/

digital-assistants-start-to-get-more-human-1525053901

Griggs, B. 2011. Why computer voices are mostly female. CNN 

Business, 21 October 2011. https://edition.cnn.com/2011/10/21/

tech/innovation/female-computer-voices/index.html

GSMA. 2015. Accelerating Digital Literacy: Empowering Women 

to Use the Mobile Internet. London, GSMA. https://www.gsma.

com/mobilefordevelopment/wp-content/uploads/2015/06/

DigitalLiteracy_v6_WEB_Singles.pdf

Gurumurthy, A. and Chami, N. 2014. Gender Equality in the 

Information Society. Bangalore, IT for Change. https://itforchange.

net/sites/default/files/2017-06/final-policy-brief.pdf

https://qz.com/911681/we-tested-apples-siri-amazon-echos-alexa-microsofts-cortana-and-googles-google-home-to-see-which-personal-assistant-bots-stand-up-for-themselves-in-the-face-of-sexual-harassment/
https://qz.com/911681/we-tested-apples-siri-amazon-echos-alexa-microsofts-cortana-and-googles-google-home-to-see-which-personal-assistant-bots-stand-up-for-themselves-in-the-face-of-sexual-harassment/
https://qz.com/911681/we-tested-apples-siri-amazon-echos-alexa-microsofts-cortana-and-googles-google-home-to-see-which-personal-assistant-bots-stand-up-for-themselves-in-the-face-of-sexual-harassment/
https://qz.com/911681/we-tested-apples-siri-amazon-echos-alexa-microsofts-cortana-and-googles-google-home-to-see-which-personal-assistant-bots-stand-up-for-themselves-in-the-face-of-sexual-harassment/
https://qz.com/911681/we-tested-apples-siri-amazon-echos-alexa-microsofts-cortana-and-googles-google-home-to-see-which-personal-assistant-bots-stand-up-for-themselves-in-the-face-of-sexual-harassment/
https://qz.com/911681/we-tested-apples-siri-amazon-echos-alexa-microsofts-cortana-and-googles-google-home-to-see-which-personal-assistant-bots-stand-up-for-themselves-in-the-face-of-sexual-harassment/
https://qz.com/911681/we-tested-apples-siri-amazon-echos-alexa-microsofts-cortana-and-googles-google-home-to-see-which-personal-assistant-bots-stand-up-for-themselves-in-the-face-of-sexual-harassment/
https://www.oph.fi/english/curricula_and_
http://lazowska.cs.washington.edu/fisher.inroads.pdf
https://www.liveperson.com/connected-customer/posts/ai-consumer-perspective
https://www.liveperson.com/connected-customer/posts/ai-consumer-perspective
https://www.liveperson.com/connected-customer/posts/ai-consumer-perspective
https://www.dca.org.au/sites/default/files/
https://fossbytes.com/japan-computer-programming-compulsory-subject-schools/
https://fossbytes.com/japan-computer-programming-compulsory-subject-schools/
https://fossbytes.com/japan-computer-programming-compulsory-subject-schools/
https://fossbytes.com/japan-computer-programming-compulsory-subject-schools/
https://medium.com/microsoft-design/what-did-we-get-ourselves-into-36ddae39e69b
https://medium.com/microsoft-design/what-did-we-get-ourselves-into-36ddae39e69b
https://medium.com/microsoft-design/what-did-we-get-ourselves-into-36ddae39e69b
https://www.iea.nl/fileadmin/
https://www.theatlantic.com/
https://ec.europa.eu/commission/
https://www.bundesregierung.de/breg-de/service/publikationen/
https://www.eskills4girls.org/tag/training/page/2/
https://qz.com/1409350/a-new-law-means-californias-bots-have-to-disclose-theyre-not-human/
https://qz.com/1409350/a-new-law-means-californias-bots-have-to-disclose-theyre-not-human/
https://qz.com/1409350/a-new-law-means-californias-bots-have-to-disclose-theyre-not-human/
https://qz.com/1409350/a-new-law-means-californias-bots-have-to-disclose-theyre-not-human/
http://gifec.gov.gh/zeepay-others-unveil-digital-for-inclusion-d4i-programme/
http://gifec.gov.gh/zeepay-others-unveil-digital-for-inclusion-d4i-programme/
http://gifec.gov.gh/zeepay-others-unveil-digital-for-inclusion-d4i-programme/
https://doi.org/10.1016/j.wsif.2017.11.014
https://www.girleffect.org/stories/real-girls-real-lives-connected/
https://www.girleffect.org/stories/real-girls-real-lives-connected/
https://www.girlsinict.rw/msgeekafrica2018#
http://gaml.cite.hku.hk/pathway-mapping-methodology/
http://gaml.cite.hku.hk/pathway-mapping-methodology/
http://gaml.cite.hku.hk/pathway-mapping-methodology/
https://www.wired.com/story/hey-alexa-what-are-you-doing-to-my-kids-brain/
https://www.wired.com/story/hey-alexa-what-are-you-doing-to-my-kids-brain/
https://www.wired.com/story/hey-alexa-what-are-you-doing-to-my-kids-brain/
https://eu.usatoday.com/story/tech/
https://www.wsj.com/articles/
https://edition.cnn.com/2011/10/21/
https://www.gsma
https://itforchange


141

Hanley, M. 2018. Who what are (you)? Oral histories with Alexa 

and Siri. OHMA, 30 April 2018. New York, Columbia University. 

http://oralhistory.columbia.edu/transcripts-from-interviewer-

margot-hanley/

Harackiewicz, J. M. Rozek, C. S. Hulleman, C. S. and Hyde, J. S. 

2012. Helping parents to motivate adolescents in mathematics 

and science: An experimental test of a utility-value intervention. 

Psychological Science, Vol. 23, No. 8, pp. 899–906. DOI: 

10.1177/0956797611435530.

Harrin, E. 2010. 5 Ways to Engage Men in Gender Diversity 

Initiatives. 29 September 2010. The Glasshammer. https://

theglasshammer.com/2010/09/29/5-ways-to-engage-men-in-

gender-diversity-initiatives/

Hassan, B., Unwin, T. and Gardezi, A. 2018. Understanding the 

darker side of ICTs: gender, sexual harassment, and mobile 

devices in Pakistan. Information Technologies and International 

Development, Vol. 14, pp. 1–17. https://itidjournal.org/index.php/

itid/article/view/1558/585

Hatlevik, O. E., Throndsen, I., Loi, M. and Gudmundsdottir, G. B. 

2018. Students’ ICT self-efficacy and computer and information 

literacy: Determinants and relationships. Computers and 

Education, Vol. 118, pp. 107–19. https://doi.org/10.1016/j.

compedu.2017.11.011

Hegel, G.W.F, 2018. The Phenomenology of Spirit. 

Cambridge Hegel Translations. T. Pinkard & M. Baur, Eds. 

Cambridge: Cambridge University Press. https://doi.

org/10.1017/9781139050494

Hempel, J. 2015. Siri and Cortana sound like ladies because 

of sexism. Wired, 28 October 2015. https://www.wired.

com/2015/10/why-siri-cortana-voice-interfaces-sound-female-

sexism/

Hempel, J. 2018. Fei-Fei Li’s quest to make AI better for humanity. 

Wired, 13 November 2018. https://www.wired.com/story/fei-fei-li-

artificial-intelligence-humanity/

Hess, A. 2018. California just became the first state to require 

women on corporate boards. CNBC, 1 October 2018. https://www.

cnbc.com/2018/10/01/california-law-will-require-women-on-

corporate-boards.html

Hewitson, J. 2011. Siri and the sex of technology. The Guardian, 

21 October 2011. https://www.theguardian.com/lifeandstyle/

the-womens-blog-with-jane-martinson/2011/oct/21/siri-apple-

prejudice-behind-digital-voices

Hicks, M. 2018. Why tech’s gender problem is nothing new. 

The Guardian, 12 October 2018. https://www.theguardian.

com/technology/2018/oct/11/tech-gender-problem-amazon-

facebook-bias-women

Highet, C., Skelly, H. and Tyers, A. 2017. Gender and Information 

Communication Technology (ICT) Survey Toolkit. Washington, 

DC, USAID. https://www.usaid.gov/sites/default/files/

documents/15396/Gender_and_ICT_Toolkit.pdf

Huang, G. 2017. Seeking women: 70+ companies that have set 

gender diversity targets. Forbes, 14 February 2017. https://

www.forbes.com/sites/georgenehuang/2017/02/14/seeking-

women-40-companies-that-have-set-gender-diversity-

targets/#2538d9c6b112

Humphreys, S. 2017. Network of Teaching Excellence in Computer 

Science: Overview of the CAS Network of Excellence. Swindon, UK, 

Computing at School. https://community.computingatschool.org.

uk/resources/802/single

Hunt, V., Layton, D. and Prince, S. 2015. Why Diversity Matters. 

New York, McKinsey & Company. https://www.mckinsey.com/

business-functions/organization/our-insights/why-diversity-

matters

Hunterwalk. 2016. Amazon Echo Is Magical. It’s Also Turning 

My Kid Into an Asshole. Hunter Walk blog. 6 April 2016. https://

hunterwalk.com/2016/04/06/amazon-echo-is-magical-its-also-

turning-my-kid-into-an-asshole/

ILO and OECD. 2018. Global Skills Trends, Training Needs and 

Lifelong Learning Strategies for the Future of Work. Geneva/

Paris, ILO/OECD. https://www.ilo.org/wcmsp5/groups/public/---

dgreports/---inst/documents/publication/wcms_646038.pdf

Intel and Dalberg. 2013. Women and the Web: Bridging the 

Internet Gap and Creating New Global Opportunities in Low and 

Middle-Income Countries. Santa Clara, Calif., Intel. https://www.

intel.com/content/dam/www/public/us/en/documents/pdf/

women-and-the-web.pdf

International Labour Organization (ILO). 2019. Work for a Brighter 

Future: Global Commission on the Future of Work. Geneva, ILO. 

https://www.ilo.org/wcmsp5/groups/public/---dgreports/---

cabinet/documents/publication/wcms_662410.pdf

Internet Society. 2014. Global Internet Report 2014: Open and 

Sustainable Access for All. Reston, Va., Internet Society. https://

www.internetsociety.org/wp-content/uploads/2017/08/Global_

Internet_Report_2014_0.pdf

ITU and UN Women. 2015. Action Plan to Close the Digital Gender 

Gap. Geneva, ITU. https://www.itu.int/en/action/gender-equality/

Documents/ActionPlan.pdf

ITU. 2005. World Summit on the Information Society Outcome 

Documents, Geneva 2003–Tunis 2005. Geneva, ITU. https://www.

itu.int/net/wsis/outcome/booklet.pdf

ITU. 2014. Manual for Measuring ICT Access and Use by 

Households and Individuals. Geneva, ITU. https://www.itu.int/dms_

pub/itu-d/opb/ind/D-IND-ITCMEAS-2014-PDF-E.pdf

ITU. 2014. Resolution 200 (Busan, 2014). Connect 2020 Agenda 

for Global Telecommunication/Information and Communication 

Technology Development. Geneva, ITU. https://www.itu.int/en/

connect2020/PublishingImages/Pages/default/Connect-2020.pdf

ITU. 2014. Resolution 70 (Rev. Busan, 2014). Mainstreaming a 

Gender Perspective in ITU and Promotion of Gender Equality 

and the Empowerment of Women through Information and 

Communication Technologies. Geneva, ITU. https://www.itu.int/en/

ITU-D/Digital-Inclusion/Documents/Resolutions/Resolution70_

PP_BUSAN_14.pdf

http://oralhistory.columbia.edu/transcripts-from-interviewer-margot-hanley/
http://oralhistory.columbia.edu/transcripts-from-interviewer-margot-hanley/
http://oralhistory.columbia.edu/transcripts-from-interviewer-margot-hanley/
https://theglasshammer.com/2010/09/29/5-ways-to-engage-men-in-gender-diversity-initiatives/
https://theglasshammer.com/2010/09/29/5-ways-to-engage-men-in-gender-diversity-initiatives/
https://theglasshammer.com/2010/09/29/5-ways-to-engage-men-in-gender-diversity-initiatives/
https://theglasshammer.com/2010/09/29/5-ways-to-engage-men-in-gender-diversity-initiatives/
https://itidjournal.org/index.php/
https://doi.org/10.1016/j
https://doi
https://www.wired
https://www.wired.com/story/fei-fei-li-artificial-intelligence-humanity/
https://www.wired.com/story/fei-fei-li-artificial-intelligence-humanity/
https://www.wired.com/story/fei-fei-li-artificial-intelligence-humanity/
https://www
https://www.theguardian.com/lifeandstyle/
https://www.theguardian
https://www.usaid.gov/sites/default/files/
https://www.forbes.com/sites/georgenehuang/2017/02/14/seeking-women-40-companies-that-have-set-gender-diversity-targets/#2538d9c6b112
https://www.forbes.com/sites/georgenehuang/2017/02/14/seeking-women-40-companies-that-have-set-gender-diversity-targets/#2538d9c6b112
https://www.forbes.com/sites/georgenehuang/2017/02/14/seeking-women-40-companies-that-have-set-gender-diversity-targets/#2538d9c6b112
https://www.forbes.com/sites/georgenehuang/2017/02/14/seeking-women-40-companies-that-have-set-gender-diversity-targets/#2538d9c6b112
https://www.forbes.com/sites/georgenehuang/2017/02/14/seeking-women-40-companies-that-have-set-gender-diversity-targets/#2538d9c6b112
https://www.forbes.com/sites/georgenehuang/2017/02/14/seeking-women-40-companies-that-have-set-gender-diversity-targets/#2538d9c6b112
https://community.computingatschool.org
https://www.mckinsey.com/
https://hunterwalk.com/2016/04/06/amazon-echo-is-magical-its-also-turning-my-kid-into-an-asshole/
https://hunterwalk.com/2016/04/06/amazon-echo-is-magical-its-also-turning-my-kid-into-an-asshole/
https://hunterwalk.com/2016/04/06/amazon-echo-is-magical-its-also-turning-my-kid-into-an-asshole/
https://hunterwalk.com/2016/04/06/amazon-echo-is-magical-its-also-turning-my-kid-into-an-asshole/
https://www.ilo.org/wcmsp5/groups/public/---dgreports/---inst/documents/publication/wcms_646038.pdf
https://www.ilo.org/wcmsp5/groups/public/---dgreports/---inst/documents/publication/wcms_646038.pdf
https://www
https://www.ilo.org/wcmsp5/groups/public/---dgreports/---cabinet/documents/publication/wcms_662410.pdf
https://www.ilo.org/wcmsp5/groups/public/---dgreports/---cabinet/documents/publication/wcms_662410.pdf
https://www.internetsociety.org/wp-content/uploads/2017/08/Global_
https://www.internetsociety.org/wp-content/uploads/2017/08/Global_
https://www.itu.int/en/action/gender-equality/
https://www
https://www.itu.int/dms_
https://www.itu.int/en/
https://www.itu.int/en/


142

ITU. 2015. Pakistan’s ICTs for Girls programme to help train 5000 

girls. ITU Digital Inclusion Newslog, 9 December 2015. http://

digitalinclusionnewslog.itu.int/2015/12/09/pakistans-icts-for-

girls-programme-to-help-train-5000-girls/

ITU. 2016. How can we close the digital gender gap? ITU 

News Magazine, April 2016. https://www.itu.int/en/itunews/

Documents/2016-04/2016_ITUNews04-en.pdf

ITU. 2016. International Girls in ICT Day 2016 Events. Geneva, ITU. 

https://www.itu.int/en/ITU-D/Digital-Inclusion/Women-and-Girls/

Girls-in-ICT-Portal/Pages/events/2016/Africa/Ghana-2016-4.aspx

ITU. 2017. ICT Facts and Figures 2017. Geneva, ITU. 

https://www.itu.int/en/ITU-D/Statistics/Documents/facts/

ICTFactsFigures2017.pdf

ITU. 2018. Universal Service Fund Empowers Pakistani girls in ICT 

to strive in the digital economy. ITU Digital Inclusion Newslog, 12 

March 2018. http://digitalinclusionnewslog.itu.int/2018/03/12/

universal-service-fund-empowers-pakistani-girls-in-ict-to-strive-

in-the-digital-economy/

Japan Times. 2018. Education ministry to introduce new 

compulsory subjects at high schools in Japan. 18 February 

2018. https://www.japantimes.co.jp/news/2018/02/15/national/

japan-introduce-new-high-school-compulsory-subjects/#.

XGoONVVKipo

Jones, S. 2016. Opinion: The language of course descriptions: 

Does gender matter? Enterprise Education Blog, 2 December 

2016. Leeds, UK, Centre for Enterprise and Entrepreneurship 

Studies. https://cees.leeds.ac.uk/opinion-the-language-of-

course-descriptions-does-gender-matter/

Jones, S. and Warhuus, J. 2017. ‘This class is not for you’: 

An investigation of gendered subject construction in 

entrepreneurship course descriptions. Journal of Small Business 

and Enterprise Development, Vol. 25, No. 3. DOI: 10.1108/

JSBED-07-2017-0220.

Karabus, J. 2018. Intel hits target: 27% of staffers are female? 

Apparently that’s ‘full representation’. The Register, 31 October 

2018. https://www.theregister.co.uk/2018/10/31/intel_diversity_

report_2018/

Kastrenakes, J. 2018. Poncho weather app to shut down after 

being acquired by a drink company. The Verge, 29 May 2018. 

https://www.theverge.com/2018/5/29/17404650/poncho-

weather-shutting-down-betaworks-dirty-lemon

Kerry, C. F. 2018. Why Protecting Privacy Is a Losing Game Today 

– and How to Change the Game. Washington, DC, Brookings 

Institution. https://www.brookings.edu/research/why-protecting-

privacy-is-a-losing-game-today-and-how-to-change-the-game/

Khazan, O. 2018. The more gender equality, the fewer women in 

STEM. The Atlantic, 18 February 2018. https://www.theatlantic.

com/science/archive/2018/02/the-more-gender-equality-the-

fewer-women-in-stem/553592/

Kinsella, B. 2019. Alibaba Dominates China Smart Speaker Sales 

with 41.2% Share. Voicebot.ai. 21 February 2019. https://voicebot.

ai/2019/02/21/alibaba-dominates-china-smart-speaker-sales-

with-41-2-share/

Kinsella, B. 2019. Should we be kind to our smart assistants?  

The Verge, 6 February 2019. https://www.stitcher.com/podcast/

vox/whyd-you-push-that-button/e/58618125

Kinsella, B. 2019. Google Assistant to be Available on 1 Billion 

Devices This Month – 10x More Than AlexaShould we be kind 

to our smart assistants? Voicebot.ai, 7 January 2019. https://

voicebot.ai/2019/01/07/google-assistant-to-be-available-on-1-

billion-devices-this-month-10x-more-than-alexa/

Kinsella, B. 2018. China Jumps to 29% of Smart Speaker Sales in 

Q3 2018, U.K. Voicebot.ai. 16 November 2018. https://voicebot.

ai/2018/11/16/china-jumps-to-29-of-smart-speaker-sales-in-

q3-2018-u-k-hits-5-and-the-u-s-falls-to-42/

Kinsella, B. 2018. Apple Siri Continues to Lead in Voice Assistant 

Usage on Smartphones. Voicebot.ai, 1 November 2018. https://

voicebot.ai/2018/11/01/apple-siri-continues-to-lead-in-voice-

assistant-usage-on-smartphones/

Kleinberg, S. 2018. 5 ways voice assistance is shaping consumer 

behavior. Think with Google, January 2018. https://www.

thinkwithgoogle.com/consumer-insights/voice-assistance-

consumer-experience/

Kohn, A. 2016. Kenya and Uganda: Digital Harassment Threatens 

Women in Media Professions. Bonn, DW Akademie. https://www.

dw.com/en/kenya-and-uganda-digital-harassment-threatens-

women-in-media-professions/a-19100140

LaFrance, A. 2014. Why people name their machines. The 

Atlantic, 23 June 2014. https://www.theatlantic.com/technology/

archive/2014/06/why-people-give-human-names-to-

machines/373219/

Lai, C. and Mahzarin, B. 2018. The Psychology of Implicit Bias and 

the Prospect of Change. 31 January 2018. Cambridge, Mass., 

Harvard University. http://www.people.fas.harvard.edu/~banaji/

research/publications/articles/2017_Lai.pdf

Lee, P. 2018. Smart speakers: Growth at a discount. Deloitte 

Insights, 11 December 2018. https://www2.deloitte.com/insights/

us/en/industry/technology/technology-media-and-telecom-

predictions/smart-speaker-voice-computing.html

Leslie, S. J., Cimpian, A., Meyer, M. and Freeland, E. 2015. 

Expectations of brilliance underlie gender distributions across 

academic disciplines. Science, Vol. 347, No. 6219, pp. 262–5. DOI: 

10.1126/science.1261375.

Levavi-Eilat, S. 2018. The Empowering Internet Safety Guide for 

Women. vpnMentor. https://www.vpnmentor.com/blog/the-

empowering-internet-safety-guide-for-women/

Lever, E. 2018. I was a human Siri. Intelligencer, 26 April 2018. 

http://nymag.com/selectall/smarthome/i-was-a-human-siri-

french-virtual-assistant.html

http://digitalinclusionnewslog.itu.int/2015/12/09/pakistans-icts-for-girls-programme-to-help-train-5000-girls/
http://digitalinclusionnewslog.itu.int/2015/12/09/pakistans-icts-for-girls-programme-to-help-train-5000-girls/
http://digitalinclusionnewslog.itu.int/2015/12/09/pakistans-icts-for-girls-programme-to-help-train-5000-girls/
http://digitalinclusionnewslog.itu.int/2015/12/09/pakistans-icts-for-girls-programme-to-help-train-5000-girls/
https://www.itu.int/en/itunews/
https://www.itu.int/en/ITU-D/Digital-Inclusion/Women-and-Girls/
https://www.itu.int/en/ITU-D/Statistics/Documents/facts/
http://digitalinclusionnewslog.itu.int/2018/03/12/
https://www.japantimes.co.jp/news/2018/02/15/national/
https://cees.leeds.ac.uk/opinion-the-language-of-course-descriptions-does-gender-matter/
https://cees.leeds.ac.uk/opinion-the-language-of-course-descriptions-does-gender-matter/
https://cees.leeds.ac.uk/opinion-the-language-of-course-descriptions-does-gender-matter/
https://www.theregister.co.uk/2018/10/31/intel_diversity_
https://www.theverge.com/2018/5/29/17404650/poncho-weather-shutting-down-betaworks-dirty-lemon
https://www.theverge.com/2018/5/29/17404650/poncho-weather-shutting-down-betaworks-dirty-lemon
https://www.theverge.com/2018/5/29/17404650/poncho-weather-shutting-down-betaworks-dirty-lemon
https://www.brookings.edu/research/why-protecting-privacy-is-a-losing-game-today-and-how-to-change-the-game/
https://www.brookings.edu/research/why-protecting-privacy-is-a-losing-game-today-and-how-to-change-the-game/
https://www.brookings.edu/research/why-protecting-privacy-is-a-losing-game-today-and-how-to-change-the-game/
https://www.theatlantic
https://voicebot
https://www.stitcher.com/podcast/
https://voicebot.ai/2019/01/07/google-assistant-to-be-available-on-1-billion-devices-this-month-10x-more-than-alexa/
https://voicebot.ai/2019/01/07/google-assistant-to-be-available-on-1-billion-devices-this-month-10x-more-than-alexa/
https://voicebot.ai/2019/01/07/google-assistant-to-be-available-on-1-billion-devices-this-month-10x-more-than-alexa/
https://voicebot
https://voicebot.ai/2018/11/01/apple-siri-continues-to-lead-in-voice-assistant-usage-on-smartphones/
https://voicebot.ai/2018/11/01/apple-siri-continues-to-lead-in-voice-assistant-usage-on-smartphones/
https://voicebot.ai/2018/11/01/apple-siri-continues-to-lead-in-voice-assistant-usage-on-smartphones/
https://voicebot.ai/2018/11/01/apple-siri-continues-to-lead-in-voice-assistant-usage-on-smartphones/
https://www
https://www
https://www.theatlantic.com/technology/
http://www.people.fas.harvard.edu/~banaji/
https://www2.deloitte.com/insights/
https://www.vpnmentor.com/blog/the-empowering-internet-safety-guide-for-women/
https://www.vpnmentor.com/blog/the-empowering-internet-safety-guide-for-women/
https://www.vpnmentor.com/blog/the-empowering-internet-safety-guide-for-women/
http://nymag.com/selectall/smarthome/i-was-a-human-siri-french-virtual-assistant.html
http://nymag.com/selectall/smarthome/i-was-a-human-siri-french-virtual-assistant.html
http://nymag.com/selectall/smarthome/i-was-a-human-siri-french-virtual-assistant.html


143

Levine, S. 2016. Why navigation apps have a gender issue. BBC, 

3 March 2016. http://www.bbc.com/autos/story/20160303-are-

you-gps-gender-biased

Levy, H. P. 2016. Gartner predicts a virtual world of exponential 

change. Smarter with Gartner, 18 October 2016. https://www.

gartner.com/smarterwithgartner/gartner-predicts-a-virtual-

world-of-exponential-change/

Lipman, J. 2018. That’s What She Said: What Men Need to Know 

(and Women Need to Tell Them) about Working Together. New 

York, Harper Collins.

Liu, G. 2019. Make Alexa your own: How to change the digital 

assistant’s voice. Digital Trends, 8 February 2019. https://www.

digitaltrends.com/home/how-to-change-alexas-voice/

Lomas, N. 2018. Duplex shows Google failing at ethical 

and creative AI design. TechCrunch. https://techcrunch.

com/2018/05/10/duplex-shows-google-failing-at-ethical-and-

creative-ai-design/

Loop Jamaica. 2018. YCDI kick-starts women in ICT mentorship 

program with website workshop. Trend Media, 31 May 2018. 

http://www.loopjamaica.com/content/ycdi-kick-starts-women-ict-

mentorship-program-website-workshop

Lovejoy, B. 2017. Sexism rules in voice assistant genders, 

show studies, but Siri stands out. 9to5Mac, 22 February 2017. 

https://9to5mac.com/2017/02/22/siri-sexism-intelligent-

assistants-male-female/

Lusk-Stover, O., Rop, R., Tinsley, E. and Rabie, T. S. 2016. Globally, 

periods are causing girls to be absent from school. Education for 

Global Development Blog, 27 June 2016. Washington, DC, World 

Bank. http://blogs.worldbank.org/education/globally-periods-are-

causing-girls-be-absent-school

Mantha, Y. and Hudson, S. 2018. Estimating the gender ratio of AI 

researchers around the world. Medium, 17 August 2018. https://

medium.com/element-ai-research-lab/estimating-the-gender-

ratio-of-ai-researchers-around-the-world-81d2b8dbe9c3

Mariscal, J., Mayne, G., Aneja, U. and Sorgner, A. 2018. Bridging 

the Gender Digital Gap. Buenos Aires, CARI/CIPPEC. https://

t20argentina.org/wp-content/uploads/2018/06/TF-4.1-Digital-

Inclusion-Policy-Brief-15.5.pdf

Master, A., Cheryan, S., Moscatelli, A. and Meltzoff, A. N. 2017. 

Programming experience promotes higher STEM motivation 

among first-grade girls. Journal of Experimental Child Psychology, 

Vol. 160, pp. 92–106. http://dx.doi.org/10.1016/j.jecp.2017.03.013

Matfield, K. n.d. Gender Decoder for Job Ads. http://gender-

decoder.katmatfield.com/

Metz, C. 2015. Voice Control Will Force an Overhaul of the Whole 

Internet. Wired, 24 March 2015. https://www.wired.com/2015/03/

voice-control-will-force-overhaul-whole-internet/

Microsoft Windows Support. 2017. What Is Cortana? 30 

November 2017. Redmond, Wash., Microsoft. https://support.

microsoft.com/en-us/help/17214/windows-10-what-is

Mitchell, N. 2017. Alexa, Siri, Cortana: Our virtual assistants say a 

lot about sexism. ABC News, 11 August 2017. http://www.abc.net.

au/news/2017-08-11/why-are-all-virtual-assisants-female-and-

are-they- discriminatory/8784588

Mitchell, W., Ho, C. C., Patel, H., MacDorman, K. F. 2011. Does social 

desirability bias favour humans? Explicit-implicit evaluations 

of synthesized speech support a new HCI model of impression 

management. Computers in Human Behavior, Vol. 27, No. 1. pp. 

402–12. https://www.sciencedirect.com/science/article/pii/

S0747563210002773?via per cent3Dihub

Morgan Stanley. 2017. Women employees boost the bottom line 

for tech firms. 3 May 2017. New York, Morgan Stanley. https://

www.morganstanley.com/ideas/gender-diversity-tech-companies 

Mou, Y. and Peng, W. 2009. Gender and racial stereotypes in 

popular video games. R. E. Ferdig (ed.), Handbook of Research 

on Effective Electronic Gaming in Education, Pa., IGI Global, pp. 

922–37. https://msu.edu/~pengwei/Mou per cent26Peng_gender 

per cent20and per cent20racial per cent20stereotype.pdf

Mozza Creations. 2016. Apple iPhone 6s ad feat Jamie Foxx – 

Crush 2015. YouTube, 30 May 2016. https://www.youtube.com/

watch?v=SZflbbzZaIo

Mundy, L. 2017. Why is Silicon Valley so awful to women? 

The Atlantic, April 2017. https://www.theatlantic.com/

magazine/archive/2017/04/why-is-silicon-valley-so-awful-to-

women/517788/

Nass, C. 2010. The Man Who Lied to His Laptop. New York, 

Penguin Books.

Nass, C. and Brave, S. 2005. Wired for Speech: How Voice Activates 

and Advances the Human-Computer Relationship. Cambridge, 

Mass., MIT Press.

National Center for Women and Information Technology (NCWIT). 

2013. NCWIT Checklist for Reducing Unconscious Bias in Job 

Descriptions/Advertisements. Boulder, Colo., NCWIT. https://www.

ncwit.org/resources/ncwit-checklist-reducing-unconscious-bias-

job-descriptionsadvertisements

National Center for Women and Information Technology (NCWIT). 

2015. NCWIT Tips for Writing Better Job Ads. Boulder, Colo., 

NCWIT. https://www.ncwit.org/resources/ncwit-tips-writing-

better-job-ads

National Center for Women and Information Technology (NCWIT). 

n.d. AspireIT: Peer-Led Computing Education. Boulder, Colo., 

NCWIT. https://www.aspirations.org/aspireit

National Center for Women and Information Technology (NCWIT). 

n.d. Male Allies and Advocates Toolkit. Boulder, Colo., NCWIT. 

https://www.ncwit.org/resources/male-allies-and-advocates-

helping-create-inclusive-highly-productive-technology-

workplac-1

NBC News. 2014. Why Microsoft named its Siri rival ‘Cortana’ after 

a ‘Halo’ character. 3 April 2014. https://www.nbcnews.com/tech/

mobile/why-microsoft-named-its-siri-rival-cortana-after-halo-

character-n71056

http://www.bbc.com/autos/story/20160303-are-you-gps-gender-biased
http://www.bbc.com/autos/story/20160303-are-you-gps-gender-biased
http://www.bbc.com/autos/story/20160303-are-you-gps-gender-biased
https://www
https://www
https://techcrunch
http://www.loopjamaica.com/content/ycdi-kick-starts-women-ict-mentorship-program-website-workshop
http://www.loopjamaica.com/content/ycdi-kick-starts-women-ict-mentorship-program-website-workshop
http://www.loopjamaica.com/content/ycdi-kick-starts-women-ict-mentorship-program-website-workshop
https://9to5mac.com/2017/02/22/siri-sexism-intelligent-assistants-male-female/
https://9to5mac.com/2017/02/22/siri-sexism-intelligent-assistants-male-female/
https://9to5mac.com/2017/02/22/siri-sexism-intelligent-assistants-male-female/
http://blogs.worldbank.org/education/globally-periods-are-causing-girls-be-absent-school
http://blogs.worldbank.org/education/globally-periods-are-causing-girls-be-absent-school
http://blogs.worldbank.org/education/globally-periods-are-causing-girls-be-absent-school
https://medium.com/element-ai-research-lab/estimating-the-gender-ratio-of-ai-researchers-around-the-world-81d2b8dbe9c3
https://medium.com/element-ai-research-lab/estimating-the-gender-ratio-of-ai-researchers-around-the-world-81d2b8dbe9c3
https://medium.com/element-ai-research-lab/estimating-the-gender-ratio-of-ai-researchers-around-the-world-81d2b8dbe9c3
https://medium.com/element-ai-research-lab/estimating-the-gender-ratio-of-ai-researchers-around-the-world-81d2b8dbe9c3
https://t20argentina.org/wp-content/uploads/2018/06/TF-4.1-Digital-Inclusion-Policy-Brief-15.5.pdf
https://t20argentina.org/wp-content/uploads/2018/06/TF-4.1-Digital-Inclusion-Policy-Brief-15.5.pdf
https://t20argentina.org/wp-content/uploads/2018/06/TF-4.1-Digital-Inclusion-Policy-Brief-15.5.pdf
http://dx.doi.org/10.1016/j.jecp.2017.03.013
http://gender-decoder.katmatfield.com/
http://gender-decoder.katmatfield.com/
http://gender-decoder.katmatfield.com/
https://www.wired.com/2015/03/
https://support
http://www.abc.net
https://www.sciencedirect.com/science/article/pii/
https://www.morganstanley.com/ideas/gender-diversity-tech-companies
https://www.morganstanley.com/ideas/gender-diversity-tech-companies
https://msu.edu/~pengwei/Mou
https://www.youtube.com/
https://www.theatlantic.com/
https://www
https://www.ncwit.org/resources/ncwit-tips-writing-better-job-ads
https://www.ncwit.org/resources/ncwit-tips-writing-better-job-ads
https://www.ncwit.org/resources/ncwit-tips-writing-better-job-ads
https://www.aspirations.org/aspireit
https://www.ncwit.org/resources/male-allies-and-advocates-helping-create-inclusive-highly-productive-technology-workplac-1
https://www.ncwit.org/resources/male-allies-and-advocates-helping-create-inclusive-highly-productive-technology-workplac-1
https://www.ncwit.org/resources/male-allies-and-advocates-helping-create-inclusive-highly-productive-technology-workplac-1
https://www.ncwit.org/resources/male-allies-and-advocates-helping-create-inclusive-highly-productive-technology-workplac-1
https://www.ncwit.org/resources/male-allies-and-advocates-helping-create-inclusive-highly-productive-technology-workplac-1
https://www.nbcnews.com/tech/


144

Nellis, S. 2017. Apple’s Siri learns Shanghainese as voice 

assistants race to cover languages. Reuters, 9 March 2017. 

https://www.reuters.com/article/us-apple-siri-idUSKBN16G0H3?

NPR and Edison Research. 2018. The Smart Audio Report. 

Washington, DC/Somerville, NJ, NPR/Edison Research. https://

www.nationalpublicmedia.com/wp-content/uploads/2019/01/

Smart-Audio-Report-Winter-2018.pdf

OECD. 2018. Bridging the Digital Gender Divide: Include, Upskill, 

Innovate. Paris, OECD. http://www.oecd.org/going-digital/bridging-

the-digital-gender-divide.pdf

OECD. 2018. Empowering Women in the Digital Age: Where Do We 

Stand? Paris, OECD. https://www.oecd.org/social/empowering-

women-in-the-digital-age-brochure.pdf

Office of the United Nations High Commissioner for Human 

Rights (OHCHR). 2018. Report of the Special Rapporteur on 

Violence against Women, Its Causes and Consequences on 

Online Violence against Women and Girls from a Human Rights 

Perspective. Geneva, OHCHR. https://www.ohchr.org/EN/

HRBodies/HRC/RegularSessions/Session38/Documents/A_

HRC_38_47_EN.docx

Osargh, M. 2016. The current status of women on boards in 

2016: A global roundup. Market Integrity Insights, 7 October 2016. 

Charlottesville, Va., CFA Institute. https://blogs.cfainstitute.org/

marketintegrity/2016/10/07/the-current-status-of-women-on-

boards-in-2016-a-global-roundup/

Pardes, A. 2018. The emotional chatbots are here to probe our 

feelings. Wired, 31 January 2018. https://www.wired.com/story/

replika-open-source/

Patru, M. and Balaji, V. (eds). 2016. Making Sense of MOOCs: A 

Guide for Policy-Makers in Developing Countries. Paris/Burnaby, 

UNESCO/Commonwealth of Learning. https://unesdoc.unesco.

org/ark:/48223/pf0000245122

Perez, C. C. 2019. Invisible Women: Exposing Data Bias in a World 

Designed for Men. New York, Abrams Press.

Perez, S. 2018. Alexa developers get 8 free voices to use in skills, 

courtesy of Amazon Polly. Techcrunch, 16 May 2018. https://

techcrunch.com/2018/05/16/alexa-developers-get-8-free-

voices-to-use-in-skills-courtesy-of-amazon-polly/

Petrone, P. 2019. The skills companies need most in 2019 – and 

how to learn them. The Learning Blog, 1 January 2019. https://

learning.linkedin.com/blog/top-skills/the-skills-companies-need-

most-in-2019--and-how-to-learn-them

Pierce, D. 2018. Inside the lab where Amazon’s Alexa takes over 

the world. Wired, 8 January 2018. https://www.wired.com/story/

amazon-alexa-development-kit/

Pierce, D. 2015. We’re on the Brink of a Revolution in Crazy-Smart 

Digital Assistants. Wired, 16 September 2015. https://www.wired.

com/2015/09/voice-interface-ios/

Pixel, iOS devices in the US. 9to5Google. 3 April 2019.

https://9to5google.com/2019/04/03/google-duplex/

Plan International. 2018. Digital Empowerment of Girls. Woking, 

UK, Plan International. https://plan-international.org/publications/

digital-empowerment-of-girls

Poster, W. R. 2018. Cybersecurity needs women. Nature, 26 March 

2018. https://www.nature.com/articles/d41586-018-03327-w

Pro Mujer. 2017. Microsoft teaches digital skills to Pro Mujer 

women. Pro Mujer Blog, 21 November 2017. https://promujer.

org/2018/10/29/close-digital-gender-divide/

Pro Mujer. 2018. Pro Mujer joins growing international 

partnership coalition to close the digital gender divide. Pro Mujer 

Blog, 29 October 2018. https://promujer.org/2017/11/21/pro-

mujer-microsoft-digital-skills-training/

Pro Mujer. 2018. Pro Mujer: 2018 at a Glance. New York, Pro 

Mujer. https://promujer.org/content/uploads/2019/01/REPORTE-

ANUAL-2018.pdf

Quirós, C. T., Morales, E. G., Pastor, R. R., Carmona, A. F., Ibáñez, M. 

S. and Herrera, U. M. 2018. Women in the Digital Age. Brussels, 

European Commission. https://ec.europa.eu/digital-single-

market/en/news/increase-gender-gap-digital-sector-study-

women-digital-age

RE-WORK. 2016. Deborah Harrison, editorial writer, Cortana - RE-
WORK Virtual Assistant Summit #reworkVA. YouTube, 25 February 

2016. https://www.youtube.com/watch?v=-WcC9PNMuL0

Reuters. 2017. Capital One deliberately made its chatbot gender-

neutral. Fortune, 10 March 2017. http://fortune.com/2017/03/10/

capital-one-eno-chatbot/

Reychav, I., McHaney, R., Burke, D. D. 2017. The relationship 

between gender and mobile technology use in collaborative 

learning settings: an empirical investigation. Computers and 

Education, Vol. 113, pp. 61–74. http://dx.doi.org/10.1016/j.

compedu.2017.05.005

Richardson, K. 2015. An Anthropology of Robots and AI: 

Annihilation Anxiety and Machines. New York, Routledge.

Romeo, N. 2016. The chatbot will see you now. New Yorker, 25 

December 2016. https://www.newyorker.com/tech/annals-of-

technology/the-chatbot-will-see-you-now

Romm, T. and Molla, R. 2017. Apple is hiring more diverse 

workers, but its total shares of women and minorities aren’t 

budging much’. Recode, 9 November 2017. https://www.recode.

net/2017/11/9/16628286/apple-2017-diversity-report-black-

asian-white-latino-women-minority

Rosenberg, S. 2017. Voice assistants aren’t so easy to fire. Wired, 

11 October 2017. https://www.wired.com/story/voice-assistants-

arent-so-easy-to-fire/

Rowntree, O. 2019. Connected Women: The Mobile Gender 

Gap Report 2019. London, GSMA. https://www.gsma.com/

mobilefordevelopment/wp-content/uploads/2019/02/GSMA-The-

Mobile-Gender-Gap-Report-2019.pdf

SamMobile. 2017. Samsung removes sexist descriptor tags for 

Bixby. 20 July 2017. https://www.sammobile.com/2017/07/20/

samsung-removes-sexist-descriptor-tags-for-bixby/

https://www.reuters.com/article/us-apple-siri-idUSKBN16G0H3?
https://www.nationalpublicmedia.com/wp-content/uploads/2019/01/
https://www.nationalpublicmedia.com/wp-content/uploads/2019/01/
http://www.oecd.org/going-digital/bridging-the-digital-gender-divide.pdf
http://www.oecd.org/going-digital/bridging-the-digital-gender-divide.pdf
http://www.oecd.org/going-digital/bridging-the-digital-gender-divide.pdf
https://www.oecd.org/social/empowering-women-in-the-digital-age-brochure.pdf
https://www.oecd.org/social/empowering-women-in-the-digital-age-brochure.pdf
https://www.oecd.org/social/empowering-women-in-the-digital-age-brochure.pdf
https://www.ohchr.org/EN/
https://blogs.cfainstitute.org/
https://www.wired.com/story/
https://unesdoc.unesco
https://techcrunch.com/2018/05/16/alexa-developers-get-8-free-voices-to-use-in-skills-courtesy-of-amazon-polly/
https://techcrunch.com/2018/05/16/alexa-developers-get-8-free-voices-to-use-in-skills-courtesy-of-amazon-polly/
https://techcrunch.com/2018/05/16/alexa-developers-get-8-free-voices-to-use-in-skills-courtesy-of-amazon-polly/
https://techcrunch.com/2018/05/16/alexa-developers-get-8-free-voices-to-use-in-skills-courtesy-of-amazon-polly/
https://learning.linkedin.com/blog/top-skills/the-skills-companies-need-most-in-2019--and-how-to-learn-them
https://learning.linkedin.com/blog/top-skills/the-skills-companies-need-most-in-2019--and-how-to-learn-them
https://learning.linkedin.com/blog/top-skills/the-skills-companies-need-most-in-2019--and-how-to-learn-them
https://learning.linkedin.com/blog/top-skills/the-skills-companies-need-most-in-2019--and-how-to-learn-them
https://www.wired.com/story/
https://www.wired
https://9to5google.com/2019/04/03/google-duplex/
https://plan-international.org/publications/
https://www.nature.com/articles/d41586-018-03327-w
https://promujer
https://promujer.org/2017/11/21/pro-mujer-microsoft-digital-skills-training/
https://promujer.org/2017/11/21/pro-mujer-microsoft-digital-skills-training/
https://promujer.org/2017/11/21/pro-mujer-microsoft-digital-skills-training/
https://promujer.org/content/uploads/2019/01/REPORTE-ANUAL-2018.pdf
https://promujer.org/content/uploads/2019/01/REPORTE-ANUAL-2018.pdf
https://promujer.org/content/uploads/2019/01/REPORTE-ANUAL-2018.pdf
https://ec.europa.eu/digital-single-market/en/news/increase-gender-gap-digital-sector-study-women-digital-age
https://ec.europa.eu/digital-single-market/en/news/increase-gender-gap-digital-sector-study-women-digital-age
https://ec.europa.eu/digital-single-market/en/news/increase-gender-gap-digital-sector-study-women-digital-age
https://ec.europa.eu/digital-single-market/en/news/increase-gender-gap-digital-sector-study-women-digital-age
https://ec.europa.eu/digital-single-market/en/news/increase-gender-gap-digital-sector-study-women-digital-age
https://www.youtube.com/watch?v=-WcC9PNMuL0
http://fortune.com/2017/03/10/
http://dx.doi.org/10.1016/j
https://www.newyorker.com/tech/annals-of-technology/the-chatbot-will-see-you-now
https://www.newyorker.com/tech/annals-of-technology/the-chatbot-will-see-you-now
https://www.newyorker.com/tech/annals-of-technology/the-chatbot-will-see-you-now
https://www.recode
https://www.wired.com/story/voice-assistants-arent-so-easy-to-fire/
https://www.wired.com/story/voice-assistants-arent-so-easy-to-fire/
https://www.wired.com/story/voice-assistants-arent-so-easy-to-fire/
https://www.gsma.com/
https://www.sammobile.com/2017/07/20/


145

Saran, S. and Srikumar, M. 2018. AI Has a Gender Problem. Here’s 

What to Do About It. 16 April 2018. Cologny, Switzerland, World 

Economic Forum. https://www.weforum.org/agenda/2018/04/ai-

has-a-gender-problem-heres-what-to-do-about-it/

Sayagues, M. 2018. ‘Women not speaking at the same table as 

men’ means a widening digital gender gap in Africa. Inter Press 

Service, 14 September 2018. http://www.ipsnews.net/2018/09/

women-not-speaking-table-men-means-widening-digital-

gender-gap-africa/

Schnoebelen, T. 2016. The gender of artificial intelligence. 

Artificial Intelligence Resource Center Blog, 11 July 2016. San 

Francisco, Calif., Figure Eight. https://www.figure-eight.com/the-

gender-of-ai/

Schw r, H. 2018. There’s a clever psychological reason why 

Amazon gave Alexa a female voice. Business Insider, 15 

September 2018. https://www.businessinsider.fr/us/theres-

psychological-reason-why-amazon-gave-alexa-a-female-

voice-2018-9

Schwartz, K. 2013. Giving good praise to girls: what 

messages stick. KQED, 24 April 2013. https://www.kqed.org/

mindshift/28356/giving-good-praise-to-girls-what-messages-

stick

Sey, A. and Hafkin, N. (eds). 2019. Taking Stock: Data and Evidence 

on Gender Equality in Digital Access, Skills and Leadership. EQUALS 

Global Partnership. https://www.itu.int/en/action/gender-equality/

Documents/EQUALS%20Research%20Report%202019.pdf

Sherf, E. N. and Tangirala, S. 2017. How to get men involved with 

gender parity initiatives. Harvard Business Review, 13 September 

2017. https://hbr.org/2017/09/how-to-get-men-involved-with-

gender-parity-initiatives

Shriftman, J. 2017. 4 chatbot predictions for 2017. VentureBeat, 

25 January 2017. https://venturebeat.com/2017/01/25/4-

chatbot-predictions-for-2017/

Shulevitz, J. 2018. Alexa, should we trust you? The Atlantic, 

November 2018. https://www.theatlantic.com/magazine/

archive/2018/11/alexa-how-will-you-change-us/570844/

Simonite, T. 2018. AI is the future – but where are the women? 

Wired, 17 August 2018. https://www.wired.com/story/artificial-

intelligence-researchers-gender-imbalance/

Simonite, T. 2018. Amazon wants Alexa to hear your whispers and 

frustration. Wired, 20 September 2018. https://www.wired.com/

story/amazon-alexa-upgrades-whisper-alexa-guard/

Singer, N. 2019. The hard part of computer science? Getting into 

class. New York Times, 24 January 2019. https://www.nytimes.

com/2019/01/24/technology/computer-science-courses-college.

html

Smith, S. L., Choueiti, M., Prescott, A. and Pieper, K. 2012. Gender 

Roles and Occupations: A Look at Character Attributes and Job-

Related Aspirations in Film and Television. Los Angeles, Calif., 

Geena Davis Institute on Gender in Media, Mount Saint Mary’s 

University. https://seejane.org/wp-content/uploads/full-study-

gender-roles-and-occupations-v2.pdf

Staley, O. 2016. Harvey Mudd College took on gender bias and 

now more than half its computer science majors are women. 

Quartz, 22 August 2016. https://qz.com/730290/harvey-mudd-

college-took-on-gender-bias-and-now-more-than-half-its-

computer-science-majors-are-women/

Statista. 2019. Worldwide intelligent/digital assistant market 

share in 2017 and 2020, by product. Statistics Portal. https://

www.statista.com/statistics/789633/worldwide-digital-assistant-

market-share/

Stables, J. 2019. 123 brilliant Alexa Easter eggs. The Ambient. 9 

March 2019. https://www.the-ambient.com/guides/best-alexa-

easter-eggs-167

Stables, J. 2018.  Alexa for kids guide: Skills, commands and 

parental controls explained. The Ambient. 16 August 2018. 

https://www.the-ambient.com/how-to/set-up-alexa-parental-

controls-freetime-600

Steele, C. 2018. The real reason voice assistants are female (and 

why it matters). PC Magazine, 29 January 2018. https://medium.

com/pcmag-access/the-real-reason-voice-assistants-are-

female-and-why-it-matters-e99c67b93bde

Stern, J. 2017. Alexa, Siri, Cortana: The problem with all-female 

digital assistants. Wall Street Journal, 21 February 2017. https://

www.wsj.com/articles/alexa-siri-cortana-the-problem-with-all-

female-digital-assistants-1487709068

Stoet, G. and Geary, D. 2018. The gender-equality paradox in 

science, technology, engineering, and mathematics education. 

Psychological Science, Vol. 29, No. 4, pp. 581–93. https://doi.

org/10.1177/0956797617741719

Stromberg, J. 2013. Why women like deep voices and men prefer 

higher ones. Smithsonian Magazine, 24 April 2013. https://www.

smithsonianmag.com/science-nature/why-women-like-deep-

voices-and-men-prefer-high-ones-41492244/

Sundsøy, P. 2016. Can Mobile Usage Predict Illiteracy in a 

Developing Country? Ithaca, NY, Cornell University. https://arxiv.

org/ftp/arxiv/papers/1607/1607.01337.pdf

Svetlik, J. 2019. Alexa, Cortana, Google Assistant: What Are Voice 

Assistants and How Do They Work? 20 February 2019. London, 

BT. http://home.bt.com/tech-gadgets/internet/broadband/alexa-

cortana-google-assistant-what-are-voice-assistants-and-how-

do-they-work-11364211957737

Tatman, R. 2016. Google’s speech recognition has a gender 

bias. Making Noise and Hearing Things, 12 July 2016. https://

makingnoiseandhearingthings.com/2016/07/12/googles-

speech-recognition-has-a-gender-bias/

TEQtogether. n.d. What to Think about When Writing a Job 

Description in the Technology Sector. Enghan, Royal Holloway, 

University of London. https://teqtogether.wordpress.com/

what-to-think-about-when-writing-a-job-description-in-the-

technology-sector/

Thakkar, D., Sambasivan, N., Kulkarni, P., Sudarshan, P. K. and 

Toyama, K. 2018. The unexpected entry and exodus of women 

in computing and HCI in India. Proceedings of the 2018 CHI 

Conference on Human Factors in Computing Systems. Paper No. 

352. DOI: 10.1145/3173574.3173926.

https://www.weforum.org/agenda/2018/04/ai-has-a-gender-problem-heres-what-to-do-about-it/
https://www.weforum.org/agenda/2018/04/ai-has-a-gender-problem-heres-what-to-do-about-it/
https://www.weforum.org/agenda/2018/04/ai-has-a-gender-problem-heres-what-to-do-about-it/
http://www.ipsnews.net/2018/09/
https://www.figure-eight.com/the-gender-of-ai/
https://www.figure-eight.com/the-gender-of-ai/
https://www.figure-eight.com/the-gender-of-ai/
https://www.businessinsider.fr/us/theres-psychological-reason-why-amazon-gave-alexa-a-female-voice-2018-9
https://www.businessinsider.fr/us/theres-psychological-reason-why-amazon-gave-alexa-a-female-voice-2018-9
https://www.businessinsider.fr/us/theres-psychological-reason-why-amazon-gave-alexa-a-female-voice-2018-9
https://www.businessinsider.fr/us/theres-psychological-reason-why-amazon-gave-alexa-a-female-voice-2018-9
https://www.businessinsider.fr/us/theres-psychological-reason-why-amazon-gave-alexa-a-female-voice-2018-9
https://www.kqed.org/
https://www.itu.int/en/action/gender-equality/
https://hbr.org/2017/09/how-to-get-men-involved-with-gender-parity-initiatives
https://hbr.org/2017/09/how-to-get-men-involved-with-gender-parity-initiatives
https://hbr.org/2017/09/how-to-get-men-involved-with-gender-parity-initiatives
https://venturebeat.com/2017/01/25/4-chatbot-predictions-for-2017/
https://venturebeat.com/2017/01/25/4-chatbot-predictions-for-2017/
https://www.theatlantic.com/magazine/
https://www.wired.com/story/artificial-intelligence-researchers-gender-imbalance/
https://www.wired.com/story/artificial-intelligence-researchers-gender-imbalance/
https://www.wired.com/story/artificial-intelligence-researchers-gender-imbalance/
https://www.wired.com/
https://www.nytimes
https://seejane.org/wp-content/uploads/full-study-gender-roles-and-occupations-v2.pdf
https://seejane.org/wp-content/uploads/full-study-gender-roles-and-occupations-v2.pdf
https://seejane.org/wp-content/uploads/full-study-gender-roles-and-occupations-v2.pdf
https://qz.com/730290/harvey-mudd-college-took-on-gender-bias-and-now-more-than-half-its-computer-science-majors-are-women/
https://qz.com/730290/harvey-mudd-college-took-on-gender-bias-and-now-more-than-half-its-computer-science-majors-are-women/
https://qz.com/730290/harvey-mudd-college-took-on-gender-bias-and-now-more-than-half-its-computer-science-majors-are-women/
https://qz.com/730290/harvey-mudd-college-took-on-gender-bias-and-now-more-than-half-its-computer-science-majors-are-women/
https://qz.com/730290/harvey-mudd-college-took-on-gender-bias-and-now-more-than-half-its-computer-science-majors-are-women/
https://www.statista.com/statistics/789633/worldwide-digital-assistant-market-share/
https://www.statista.com/statistics/789633/worldwide-digital-assistant-market-share/
https://www.statista.com/statistics/789633/worldwide-digital-assistant-market-share/
https://www.statista.com/statistics/789633/worldwide-digital-assistant-market-share/
https://www.the-ambient.com/guides/best-alexa-easter-eggs-167
https://www.the-ambient.com/guides/best-alexa-easter-eggs-167
https://www.the-ambient.com/guides/best-alexa-easter-eggs-167
https://www.the-ambient.com/how-to/set-up-alexa-parental-controls-freetime-600
https://www.the-ambient.com/how-to/set-up-alexa-parental-controls-freetime-600
https://www.the-ambient.com/how-to/set-up-alexa-parental-controls-freetime-600
https://medium
https://www.wsj.com/articles/alexa-siri-cortana-the-problem-with-all-female-digital-assistants-1487709068
https://www.wsj.com/articles/alexa-siri-cortana-the-problem-with-all-female-digital-assistants-1487709068
https://www.wsj.com/articles/alexa-siri-cortana-the-problem-with-all-female-digital-assistants-1487709068
https://www.wsj.com/articles/alexa-siri-cortana-the-problem-with-all-female-digital-assistants-1487709068
https://doi
https://www
https://arxiv
http://home.bt.com/tech-gadgets/internet/broadband/alexa-cortana-google-assistant-what-are-voice-assistants-and-how-do-they-work-11364211957737
http://home.bt.com/tech-gadgets/internet/broadband/alexa-cortana-google-assistant-what-are-voice-assistants-and-how-do-they-work-11364211957737
http://home.bt.com/tech-gadgets/internet/broadband/alexa-cortana-google-assistant-what-are-voice-assistants-and-how-do-they-work-11364211957737
http://home.bt.com/tech-gadgets/internet/broadband/alexa-cortana-google-assistant-what-are-voice-assistants-and-how-do-they-work-11364211957737
http://home.bt.com/tech-gadgets/internet/broadband/alexa-cortana-google-assistant-what-are-voice-assistants-and-how-do-they-work-11364211957737
https://makingnoiseandhearingthings.com/2016/07/12/googles-speech-recognition-has-a-gender-bias/
https://makingnoiseandhearingthings.com/2016/07/12/googles-speech-recognition-has-a-gender-bias/
https://makingnoiseandhearingthings.com/2016/07/12/googles-speech-recognition-has-a-gender-bias/
https://makingnoiseandhearingthings.com/2016/07/12/googles-speech-recognition-has-a-gender-bias/
https://teqtogether.wordpress.com/


146

Thakur, D. and Potter, L. 2018. Universal Service and Access 

Funds: An Untapped Resource to Close the Gender Digital Divide. 

Washington, DC, Web Foundation. http://webfoundation.org/

docs/2018/03/Using-USAFs-to-Close-the-Gender-Digital-Divide-

in-Africa.pdf

The Economist. 2018. Love (and money) conquer caste.  

5 September 2018. https://www.economist.com/

asia/2015/09/05/love-and-money-conquer-caste

The Week. 2012. How Apple’s Siri got her name. 29 March 2012. 

http://theweek.com/articles/476851/how-apples-siri-got-name

Thompson, C. 2019. The secret history of women in coding. 

New York Times, 13 February 2019. https://www.nytimes.

com/2019/02/13/magazine/women-coding-computer-

programming.html

Thompson, C. 2018. How to teach artificial intelligence some 

common sense. Wired, 13 November 2018. https://www.wired.

com/story/how-to-teach-artificial-intelligence-common-sense/

Thompson, C. 2018. To feminists, Amazon’s ‘Alexa’ isn’t welcome. 

WikiTribune. https://www.wikitribune.com/article/76191/

Tillman, M. 2018. Amazon Alexa Easter Eggs. Pocket-lint.  

2 November 2018. https://www.pocket-lint.com/smart-home/

news/amazon/143445-amazon-alexa-easter-eggs-your-

complete-guide-to-hidden-alexa-commands

Toikkanen, T. 2015. Coding in School: Finland Takes Lead in Europe. 

26 November 2015. Helsinki, Learning Environments Research 

Group, Aalto University. https://legroup.aalto.fi/2015/11/coding-

in-school-finland-takes-lead-in-europe/

UN Women and Promundo. 2018. Promoting Men’s Caregiving 

to Advance Gender Equality. New York, UN Women. http://

arabstates.unwomen.org/en/digital-library/publications/2018/9/

understanding-how-to-promote-men-caregiving-to-advance-

gender-equality

UN Women. 2011. Women’s Empowerment Principles: Equality 

Means Business. New York, UN Women. http://www.unwomen.org/

en/digital-library/publications/2011/10/women-s-empowerment-

principles-equality-means-business

UN Women. 2015. The Beijing Declaration and Platform 

for Action Turns 20. New York, UN Women. http://www.

unwomen.org/-/media/headquarters/attachments/sections/

library/publications/2015/sg%20report_synthesis-en_web.

pdf?la=en&vs=5547

UN Women. 2018. Challenges and Opportunities in Achieving 

Gender Equality and the Empowerment of Rural Women and Girls: 

2018 Commission on the Status of Women Agreed Conclusions. 

New York, UN Women. http://www.unwomen.org/-/media/

headquarters/attachments/sections/csw/62/csw-conclusions-

62-en.pdf?la=en&vs=4713

UNESCO Institute for Statistics (UIS). 2018. A Global Framework 

of Reference on Digital Literacy Skills for Indicator 4.4.2. Montreal, 

UIS. http://uis.unesco.org/sites/default/files/documents/ip51-

global-framework-reference-digital-literacy-skills-2018-en.pdf

UNESCO Institute for Statistics (UIS). n.d. UIS Glossary: ICT-Related 

Fields. Montreal, UIS. http://uis.unesco.org/en/glossary-term/ict-

related-fields

UNESCO. 2015. UNESCO Science Report: Towards 2030. Paris, 

UNESCO. https://unesdoc.unesco.org/ark:/48223/pf0000235406

UNESCO. 2017. Cracking the Code: Girls’ and Women’s Education 

in Science, Technology, Engineering, and Mathematics. Paris, 

UNESCO. https://unesdoc.unesco.org/ark:/48223/pf0000253479

UNESCO. 2017. Global Education Monitoring Report 2017/8. 

Accountability in Education: Meeting Our Commitments. Paris, 

UNESCO. https://unesdoc.unesco.org/ark:/48223/pf0000259338

UNESCO. 2018. ICT Competency Framework for Teachers, Version 

3. Paris, UNESCO. https://unesdoc.unesco.org/ark:/48223/

pf0000265721

United Nations. 1995. Beijing Declaration and Platform for Action. 

New York, UN. http://www.un.org/womenwatch/daw/beijing/pdf/

BDPfA%20E.pdf

United Nations. 2015. Addis Ababa Action Agenda of the Third 

International Conference on Financing for Development. New York, 

UN. https://www.un.org/esa/ffd/wp-content/uploads/2015/08/

AAAA_Outcome.pdf

United Nations. 2015. Resolution 70/125, Adopted by the General 

Assembly on 16 December 2015. New York, UN. http://workspace.

unpan.org/sites/Internet/Documents/UNPAN96078.pdf

United Nations. 2015. Transforming Our World: The 2030 

Agenda for Sustainable Development. New York, UN. https://

sustainabledevelopment.un.org/post2015/transformingourworld

Uzunboylu, H., Kinik, E. and Kanbul, S. 2017. An analysis 

of countries which have integrated coding into their 

curricula and the content analysis of academic studies 

on coding training in Turkey. TEM Journal, Vol. 6, No. 4, 

pp. 783–91. http://www.temjournal.com/content/64/

TemJournalNovember2017_783_791.pdf

Van der Spuy, A. and Aavriti, N. 2018. Mapping Research in Gender 

and Digital Technology. Melville, South Africa, Association for 

Progressive Communications (APC). https://www.apc.org/sites/

default/files/IDRC_Mapping_0323_0.pdf

Veriki, I. 2009. Boys’ and girls’ ICT beliefs: Do teachers matter? 

Computers and Education, Vol. 55, pp. 16–23. DOI: 10.1016/j.

compedu.2009.11.013.

VHTO. n.d. Primary Education: ‘Talent Viewer’. Amsterdam, VHTO. 

https://www.vhto.nl/over-vhto/english-page/activities-and-

projects/primary-education-talent-viewer/

Vlahos, J. 2019. Amazon Alexa and the search for the one perfect 

answer. Wired, 18 February 2019. https://www.wired.com/story/

amazon-alexa-search-for-the-one-perfect-answer/

Vookoti, S. 2013. BMW recalled its GPS system as German men 

refused to take directions from female voice. Hoax or Fact, 7 

August 2013. https://www.hoaxorfact.com/Technology/bmw-

recalled-its-gps-system-as-german-men-refused-to-take-

directions-from-female-voice.html

http://webfoundation.org/
https://www.economist.com/
http://theweek.com/articles/476851/how-apples-siri-got-name
https://www.nytimes
https://www.wired
https://www.wikitribune.com/article/76191/
https://www.pocket-lint.com/smart-home/
https://legroup.aalto.fi/2015/11/coding-in-school-finland-takes-lead-in-europe/
https://legroup.aalto.fi/2015/11/coding-in-school-finland-takes-lead-in-europe/
https://legroup.aalto.fi/2015/11/coding-in-school-finland-takes-lead-in-europe/
http://arabstates.unwomen.org/en/digital-library/publications/2018/9/
http://arabstates.unwomen.org/en/digital-library/publications/2018/9/
http://www.unwomen.org/
http://www
http://www.unwomen.org/-/media/
http://uis.unesco.org/sites/default/files/documents/ip51-global-framework-reference-digital-literacy-skills-2018-en.pdf
http://uis.unesco.org/sites/default/files/documents/ip51-global-framework-reference-digital-literacy-skills-2018-en.pdf
http://uis.unesco.org/en/glossary-term/ict-related-fields
http://uis.unesco.org/en/glossary-term/ict-related-fields
http://uis.unesco.org/en/glossary-term/ict-related-fields
https://unesdoc.unesco.org/ark:/48223/pf0000235406
https://unesdoc.unesco.org/ark:/48223/pf0000253479
https://unesdoc.unesco.org/ark:/48223/pf0000259338
https://unesdoc.unesco.org/ark:/48223/
http://www.un.org/womenwatch/daw/beijing/pdf/
https://www.un.org/esa/ffd/wp-content/uploads/2015/08/
http://workspace
https://sustainabledevelopment.un.org/post2015/transformingourworld
https://sustainabledevelopment.un.org/post2015/transformingourworld
http://www.temjournal.com/content/64/
https://www.apc.org/sites/
https://www.vhto.nl/over-vhto/english-page/activities-and-projects/primary-education-talent-viewer/
https://www.vhto.nl/over-vhto/english-page/activities-and-projects/primary-education-talent-viewer/
https://www.vhto.nl/over-vhto/english-page/activities-and-projects/primary-education-talent-viewer/
https://www.wired.com/story/
https://www.hoaxorfact.com/Technology/bmw-recalled-its-gps-system-as-german-men-refused-to-take-directions-from-female-voice.html
https://www.hoaxorfact.com/Technology/bmw-recalled-its-gps-system-as-german-men-refused-to-take-directions-from-female-voice.html
https://www.hoaxorfact.com/Technology/bmw-recalled-its-gps-system-as-german-men-refused-to-take-directions-from-female-voice.html
https://www.hoaxorfact.com/Technology/bmw-recalled-its-gps-system-as-german-men-refused-to-take-directions-from-female-voice.html
https://www.hoaxorfact.com/Technology/bmw-recalled-its-gps-system-as-german-men-refused-to-take-directions-from-female-voice.html


147

Vosloo, S. 2018. Designing Inclusive Digital Solutions and 

Developing Digital Skills: Guidelines. Paris, UNESCO. https://

unesdoc.unesco.org/ark:/48223/pf0000265537

Warnham, S. 2017. Totaljobs study reveals that UK job adverts 

carry unconscious gender bias. Recruiter Blog, 13 November 

2017. London, Totaljobs Recruiter. https://blog.totaljobs.com/

gender-bias

Waze. 2019. Mapping for the community, by the community. 

Medium, 17 January 2019. https://blog.waze.com/2018/05/

Withers, Rachel. 2018. I Don’t Date Men Who Yell at Alexa. Slate. 

30 April 2018. https://slate.com/technology/2018/04/i-judge-

men-based-on-how-they-talk-to-the-amazon-echos-alexa.html

Wong, K. 2018. In pursuit of the perfect AI voice. Engadget, 9 

March 2018. https://www.engadget.com/2018/04/09/in-pursuit-

of-the-perfect-ai-voice/

Wong, Q. 2017. Designing a chatbot: male, female or gender 

neutral? Mercury News, 5 January 2017. https://www.

mercurynews.com/2017/01/05/designing-a-chatbot-male-

female-or-gender-neutral/

World Bank. 2013. Opening Doors: Gender Equality 

and Development in the Middle East and North Africa. 

Washington, DC, World Bank. http://documents.

worldbank.org/curated/en/338381468279877854/

pdf/751810PUB0EPI002060130Opening0doors.pdf

World Bank. 2016. Digital Dividends: World Development Report 

2016. Washington, DC, World Bank. http://documents.worldbank.

org/curated/en/896971468194972881/pdf/102725-PUB-

Replacement-PUBLIC.p

World Economic Forum. 2015. Expanding Participation and 

Boosting Growth: The Infrastructure Needs of the Digital Economy. 

Cologny, Switzerland, World Economic Forum. http://www3.

weforum.org/docs/WEFUSA_DigitalInfrastructure_Report2015.

pdf

World Wide Web Foundation. 2015. Is the Web Really Empowering 

Women? Geneva, Web Foundation. http://webfoundation.org/

docs/2015/10/WROinfographic.png

World Wide Web Foundation. 2015. Women’s Rights Online: 

Translating Access into Empowerment. Geneva, Web Foundation. 

http://webfoundation.org/docs/2015/10/womens-rights-

online21102015.pdf

World Wide Web Foundation. 2016. Digital Gender Gap Audit 

Scorecard Toolkit. Geneva, Web Foundation. http://webfoundation.

org/docs/2016/12/WRO-Digital-Gender-Gap-Audit_Toolkit.pdf

World Wide Web Foundation. 2016. Women’s Rights Online 

Report Cards. Geneva, Web Foundation. http://webfoundation.org/

docs/2016/09/WRO-Gender-Report-Card_Overview.pdf

Wynn, A. T. and Correll, S. J. 2018. Puncturing the pipeline: Do 

technology companies alienate women in recruiting sessions? 

Social Studies of Science, Vol. 48, No. 1, pp. 149–64. https://doi.

org/10.1177/0306312718756766

Yoo, T. 2014. Why Women Make the Best Tech Investments. 20 

January 2014. Cologny, Switzerland, World Economic Forum. 

https://www.weforum.org/agenda/2014/01/women-technology-

world-economy/

Youth Can Do IT (YCDI). 2018. Women in IT Mentorship Program. 

Kingston, YCDI. http://www.ycdi.io/mentorship-program/

Zhao, J., Wang, T., Yatskar, M., Ordonez, V. and Chang, K. W. 2017. 

Men also like shopping: reducing gender bias amplification using 

corpus-level constraints. Proceedings of the 2017 Conference on 

Empirical Methods in Natural Language Processing, pp. 2979–89. 

DOI: 10.18653/v1/D17-1323.

https://unesdoc.unesco.org/ark:/48223/pf0000265537
https://unesdoc.unesco.org/ark:/48223/pf0000265537
https://blog.totaljobs.com/
https://blog.waze.com/2018/05/
https://slate.com/technology/2018/04/i-judge-men-based-on-how-they-talk-to-the-amazon-echos-alexa.html
https://slate.com/technology/2018/04/i-judge-men-based-on-how-they-talk-to-the-amazon-echos-alexa.html
https://slate.com/technology/2018/04/i-judge-men-based-on-how-they-talk-to-the-amazon-echos-alexa.html
https://www.engadget.com/2018/04/09/in-pursuit-of-the-perfect-ai-voice/
https://www.engadget.com/2018/04/09/in-pursuit-of-the-perfect-ai-voice/
https://www.engadget.com/2018/04/09/in-pursuit-of-the-perfect-ai-voice/
https://www
http://documents
http://documents.worldbank
http://www3
http://webfoundation.org/
http://webfoundation.org/docs/2015/10/womens-rights-online21102015.pdf
http://webfoundation.org/docs/2015/10/womens-rights-online21102015.pdf
http://webfoundation.org/docs/2015/10/womens-rights-online21102015.pdf
http://webfoundation
http://webfoundation.org/
https://doi
https://www.weforum.org/agenda/2014/01/women-technology-world-economy/
https://www.weforum.org/agenda/2014/01/women-technology-world-economy/
https://www.weforum.org/agenda/2014/01/women-technology-world-economy/
http://www.ycdi.io/mentorship-program/
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Economic Cooperation and Development (BMZ).

The title of this publication borrows its name from the response given 

by Siri, a female-gendered voice assistant used by hundreds of millions of 

people, when a human user would tell ‘her’, “Hey Siri, you’re a bi***.”
 

Although the AI software that powers Siri has recently been updated to reply to the 

insult more flatly (”I don’t know how to respond to that”), the assistant’s 

submissiveness in the face of gender abuse remains unchanged since the 

technology’s wide release in 2011. 

Siri’s ‘female’ obsequiousness – and the servility expressed by so many other digital 

assistants projected as young women – provides a powerful illustration of gender 

biases coded into technology products, pervasive in the technology sector and 

apparent in digital skills education.
 
This publication seeks to expose some of these biases and put forward ideas to 

begin closing a digital skills gender gap that is, in most parts of the world, wide and 

growing. 

Today, women and girls are 25 per cent less likely than men to know how to leverage 

digital technology for basic purposes, 4 times less likely to know how to programme 

computers and 13 times less likely to file for a technology patent. At a moment when 

every sector is becoming a technology sector, these gaps should make 

policy-makers, educators and everyday citizens ‘blush’ in alarm.

The publication explains the role gender-responsive education can play to help reset 

gendered views of technology and ensure equality for women and girls. 

Broken into a policy paper and two think pieces, this work aims to: 

put forward rationales and recommendations for implementing gender-equal 

digital skills education; 

share evidence of the ICT gender equality paradox, UNESCO’s finding that 

countries with the highest levels of gender equality such as those in Europe 

also have lowest proportions of women pursuing advanced degrees needed to 

work in the technology sector; and

call critical attention to the proliferation of female-gendered AI digital 

assistants and the stereotypes they reflect on a global scale.
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