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Preface

This book contains the papers and posters presented at the twenty-eighth Safety-
Critical Systems Symposium (SSS°20), held in York, UK. This year, like SSS’19,
the symposium had a special focus on Autonomy and Machine Learning. The
presenters produced important material covering topics relevant to safety-critical
systems practitioners; we are very grateful to them for their contributions.

The first day themes were: Autonomy, Al and Machine Learning Part | and
New Techniques. Dewi Daniels opened the symposium with a topical and highly
relevant keynote covering the tragic air crashes in 2018 and 2019: “The Boeing
737 MAX Accidents”. The second keynote of the day, looking at the evolution of
satellite navigation was given by John Spriggs, a long-time supporter of the club,
“Satellite Navigation ~ Where Are We Going? ”. The third and final keynote of
the day was given by Emma Taylor from SaRS entitled “Safety in Space: A
Changing Picture”. The day finished with a “reverse panel” session led by Cath-
erine Menon where the audience were asked to vote interactively on various top-
ical issues related to system safety.

The two themes of the second day were Assurance and Security Informed
Safety, including talks covering modular assurance cases and SACM. After the
afternoon social activities in York there were drinks followed by a Poster Session.
The day concluded with a fabulous symposium banquet with guest after-dinner
speaker, Tim Kelly, a past Director of the club.

Data Safety, Human Factors and Autonomy, Al and Machine Learning Part
I were the themes of the final day. The first two keynotes covered major infra-
structure projects: Reuben McDonald gave the first talk of the day on the new
high-speed rail link HS2. Alastair Crawford gave a fascinating talk about the con-
struction and safety systems of the Hinkley C nuclear reactor. Jack Weast closed
the symposium with a captivating talk related to his work on autonomous vehi-
cles: “An Open, Transparent, Industry-Driven Approach to AV Safety ”.

We are grateful to our sponsors for their valuable support and to the exhibitors
at the Symposium’s tools and services fair for their participation. And we thank
Alex King at York for the detailed event organisation.

Mike Parsons and Mark Nicholson



A message from the sponsors

BAE Systems and Jaguar Land Rover are pleased to support the publication of
these proceedings. We recognise the benefit of the Safety-Critical Systems Club
in promoting safety engineering and value the opportunities provided for contin-
ued professional development and the recognition and sharing of good practice.
The safety of our employees, those using our products and the general public is
critical to our business and is recognised as an important social responsibility.
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Safety-critical systems and the accidents that don’t happen

When a plane crashes, it makes headlines. That thousands of flights each week
do not crash is accepted as routine. Infusion pumps, railway signalling, security
vetting systems, automatic braking functions, water treatment systems, radiation
monitors and ambulance despatch systems are some of the critical systems in use,
on which life and property depend. New autonomous systems, including road
vehicles, maritime vessels and delivery drones will soon be with us; and they will
be dynamically learning and adapting as they go. Safety and security are now
intimately connected; it is a fact that you cannot be safe if you are not secure.
Services are the way that many safety-critical systems are now delivered, mean-
ing that people, processes, continuous change, service-level agreements and sub-
contractors must be included in the safety picture. Data, particularly training and
testing data, is crucial in ensuring safety, especially in validating the new breed
of autonomous vehicles arriving the next few years.

That safety-critical systems and services do work is because of the expertise
and diligence of professional engineers, regulators, auditors and other practition-
ers. Their efforts prevent untold deaths and injuries every year. The Safety-Crit-
ical Systems Club (SCSC) has been actively engaged for over 27 years to help to
ensure that this is the case, and to provide a “home” for safety professionals.

What is the Safety-Critical Systems Club?

The SCSC is the UK’s professional network and community for sharing and de-
veloping knowledge about safety-critical systems and services. It brings together
engineers and specialists working across a wide variety of industries, academics
researching in the field, providers of the tools and services that help develop the
systems, and the regulators who oversee safety. It provides, through working
groups, publications, seminars, tutorials, a website, and at this annual Safety-
Critical Systems Symposium, opportunities for them to network and learn from
each other’s experience in working hard at the accidents that don’t happen. It
focuses on current and emerging practices in safety engineering, software engi-
neering, human factors, safety data and standards and guidance.
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What does the SCSC do?

The SCSC maintains a website (scsc.uk), which includes a diary of events, work-
ing group areas and directories of tools and services. It publishes a regular news-
letter, Safety Systems, three times a year. It organises seminars, workshops and
training on general matters or specific subjects of current concern. Since 1993 it
has organised the annual Safety-Critical Systems Symposium (SSS) where lead-
ers in different aspects of safety from different industries, including consultants,
regulators and academics, meet to exchange information and experience, with the
content published in this proceedings volume. The SCSC supports industry work-
ing groups. Currently there are five active groups covering the areas of: Assur-
ance Cases, Security Informed Safety, Data Safety, Autonomous Systems Safety
and Service Assurance. These working groups provide a focus for discussions
within industry and produce new guidance materials. Three new working groups
are planned for 2020: (i) Safety Culture, (ii) Multi-core and Manycore and (iii)
Systems of Systems (SoS). The SCSC carries out all these activities to support
its mission:

... to raise awareness and facilitate technology transfer in the field of
safety-critical systems ...

Origins

The SCSC began its work in 1991, supported by the UK Department of Trade
and Industry and the Engineering and Physical Sciences Research Council. The
Club has been self-sufficient since 1994.

Membership

Membership may be either corporate or individual. Membership gives full web
site access, the hardcopy newsletter, other mailings, and discounted entry to sem-
inars, workshops and the annual Symposium. Membership is often paid by em-
ployers.

Corporate membership is for organisations that would like several employees
to take advantage of the benefits of the SCSC. Different arrangements and pack-
ages are available. Contact alex.king@scsc.uk for more details.

More information on membership can be obtained at: http://www.scsc.uk/
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The Boeing 737 MAX Accidents

Dewi Daniels

Software Safety Limited

Abstract On 29 October 2018, a Boeing 737 MAX aircraft departed from
Soekarno-Hatta International Airport, Jakarta, Indonesia. The aircraft was less
than three months old. Twelve minutes later, it had crashed, killing all 189 pas-
sengers and crew on board. On 10 March 2019, another Boeing 737 MAX air-
craft departed from Addis Ababa Bole International Airport, Ethiopia. This air-
craft was less than four months old. Six minutes later, it too had crashed, killing
all 157 passengers and crew on board. This paper presents an analysis as to why
these two accidents happened.

1 Introduction

In October 2018, a Lion Air Boeing 737 MAX aircraft crashed in Indonesia. Less
than five months later, in March 2019, an Ethiopian Airlines Boeing 737 MAX
crashed in Ethiopia. These two accidents killed 346 passengers and crew.

The two Boeing 737 MAX accidents came as a shock to the worldwide aircraft
industry, which had hitherto enjoyed an outstanding safety record.

Modern airliners are exceptionally safe. Boeing’s own Statistical Summary of
Commercial Jet Airplane Accidents (Boeing 2017) reports that the 10-year aver-
age fatal accident rate for scheduled commercial passenger operations is 0.16 fa-
tal accidents per million departures. Until these two accidents, the recent variants
of the Boeing 737 had achieved an accident rate of 0.08 fatal accidents per million
departures. A pilot or passenger could expect to experience 6.25 million flights
on average before becoming involved in a fatal accident.

Everyone was shocked that a new aircraft design from a highly respected air-
craft manufacturer could be involved in two fatal accidents so soon after entering
service. The second accident resulted in the worldwide Boeing 737 MAX fleet
being grounded. They remain grounded at the time of writing.

© Software Safety Limited 2019.
Published by the Safety-Critical Systems Club. All Rights Reserved
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2 Abbreviations and Acronyms

Table 1. List of Abbreviations and Acronyms

AD

AF 447
AMS
AND
ANU
A0A
ARR
ATC
ATSB
BEA
CVR
DFDR
DOA
EASA
ETH302

FL

GPWS
HAAB
HKJK
IAS
KNKT
kt
LNI1610
MCAS
MEL
MHz
NNC
NTSB
ODA
OomMB
PAN PAN

PFD
PIC

RAeS
RCAF
SIC
SOl
TAB

TK1951
uTC
Vec/Mec
Vo
VNAV
WIII
WIPK

Airworthiness Directive

Air France Flight 447

Amsterdam Airport Schipol

Aircraft Nose Down

Aircraft Nose Up

Angle of Attack

Avrrival

Air Traffic Control

Australian Transportation Safety Bureau
Bureau d’Enquétes et d’Analyses

Cockpit VVoice Recorder

Digital Flight Data Recorder

Design Organisation Approval

European Aviation Safety Agency
Ethiopian Airlines Flight 302

Federal Aviation Administration

Flight Level

Feet

Ground Proximity Warning System

Addis Ababa Bole International Airport, Ethiopia
Jomo Kenyatta International Airport, Nairobi, Kenya
Indicated Airspeed

Komite Nasional Keselamatan Transportasi
Knots

Lion Air Flight 610

Maneuvering Characteristics Augmentation System
Minimum Equipment List

Megahertz

Non-Normal Checklist

National Transportation Safety Board
Organizational Design Approval
Operations Manual Bulletin

The radiotelephony urgency signal

Pilot Flying

Primary Flight Display

Pilot in Command

Radar Altimeter

Royal Aeronautical Society

Royal Canadian Air Force

Second in Command

Stage of Involvement

Technical Advisory Board

Terminal East

Turkish Airlines Flight 1951

Coordinated Universal Time

Maximum speed for stability characteristics
Maximum operating limit speed

Vertical Navigation

Soekarno-Hatta International Airport, Jakarta
Depati Amir Airport, Pangkal Pinang
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3 Lion Air Flight 610

Fig. 1. Lion Air Boeing 737 MAX 8 PK-LQM. https://commons.wiki-

media.org/wiki/File:Lion_Air Boeing 737-MAXS8: @CGK 2018 (31333957778).jpg. This
file is licensed under the Creative Commons Attribution-Share Alike 2.0 Generic license.

3.1 Accident Flight

Lion Air Flight 610 (LNI610) was a scheduled domestic flight from Soekarno-
Hatta International Airport, Jakarta (WIII) to Depati Amir Airport, Pangkal
Pinang (WIPK). The accident flight on 29 October 2018 was operated by a Boe-
ing 737 MAX aircraft registered PL-LQP. This was a new aircraft whose Certif-
icate of Airworthiness had been issued on 15 August 2018.

The aircraft departed at 06:20 local time, which is 23:20 Coordinated Univer-
sal Time (UTC). The left control column stick shaker activated during rotation
and remained activated for most of the flight. The following table shows the time-
line of the flight.
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Table 2. Lion Air Flight 610 Timeline
Time
(UTC) Event
23:21:22 The Second in Command (SIC) made initial contact with the Ter-

23:21:28

23:21:53

23:22:05

23:22:31

23:22:48

23:22:56

23:24:51

23:25:05

23:25:18
23:25:27

23:26:32

23:26:59

23:27:13
23:27:15

23:28:15

minal East (TE) controller. The TE controller instructed LNI610
to climb to 27,000 ft.

The SIC asked the TE controller to confirm the altitude of the air-
craft as shown on his radar display. The TE controller responded
that the altitude was 900 ft., which was acknowledged by the SIC.

The SIC requested approval “to some holding point”. The TE con-
troller asked what the problem was. The pilot responded, “flight
control problem”.

The Digital Flight Data Recorder (DFDR) recorded automatic

Aircraft Nose Down (AND) trim active for 10 seconds followed
by flight crew commanded Aircraft Nose Up (ANU) trim.

The TE controller instructed LNI610 to climb and maintain 5,000
ft and to turn left heading 050°. This was acknowledged by the
SIC.

The flaps extended to 5 and the automatic AND trim stopped.

The SIC asked the TE controller the speed as indicated on the ra-
dar display. The controller responded that the ground speed was
322 kt.

The TE controller annotated “FLIGHT CONTROL TROB” on his
display.

The TE controller instructed LNI610 to turn left heading 350° and
to maintain 5,000 ft. This was acknowledged by the SIC.

The flaps retracted to 0.

The automatic AND trim and flight crew commanded ANU trim
began again and continued for the remainder of the flight.

The TE controller instructed LNI610 to turn right heading 050°
and to maintain 5,000 ft. This was acknowledged by the SIC.

The TE controller instructed LNI610 to turn right heading 070° to
avoid traffic. LNI610 did not respond. The controller called
LNI610 twice.

LNI610 acknowledged the instruction to turn right heading 070°.

The TE controller instructed LNI610 to turn right heading 090°,
which was acknowledged by the SIC. A few seconds later, the TE
controller revised the instruction to stop the turn and fly heading
070°, which was acknowledged by the SIC.

The TE controller provided traffic information to LNI610, which
responded “Zero”. About 14 seconds later, the controller in-
structed LNI610 to turn left heading 050° and maintain 5,000 feet.
This was acknowledged by the SIC.
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Time
(UTC)
23:29:37 The TE controller questioned LNI610 whether the aircraft was de-
scending. The SIC advised the controller that they had a flight
control problem and were flying the aircraft manually.

23:29:45 The TE controller instructed LNI610 to maintain heading 050°
and contact the Arrival (ARR) controller. The instruction was
acknowledged by the SIC.

23:30:03 LNI610 contacted the ARR controller and advised that they were
experiencing a flight control problem. The ARR controller ad-
vised LNI610 to prepare for landing on runway 25L and in-
structed them to fly heading 070°. The instruction was read back
by the SIC.

23:30:58 The SIC requested, “LNI650 due to weather request proceed to
ESALA”, which was approved by the ARR controller.

23:31:09 The Pilot in Command (PIC) advised the ARR controller that the
altitude of the aircraft could not be determined due to all aircraft
instruments indicating different altitudes. The pilot used the call
sign LNI650 during the exchange. The ARR controller acknowl-
edged then stated “LNI610 no restriction”.

23:31:23  The PIC requested the ARR controller to block altitude 3,000 feet
above and below for traffic avoidance. The ARR controller asked
what altitude the pilot wanted.

23:31:35 The PIC responded, “five thou”. The ARR controller approved the
pilot request.

23:31:54 The DFDR stopped recording.

Event

3.2 Previous Flight

The previous flight on 28 October 2018 had also experienced a problem with the
Angle of Attack (AoA) sensor, which had been replaced immediately before the
flight. The stick shaker activated during the rotation and remained active through-
out the flight. The IAS DISAGREE warning appeared on the Primary Flight Dis-
plays (PFDs). This warning indicates that the airspeed has differed by more than
5 kt between the left and right PFDs for more than 5 seconds. The PIC handed
over control to the SIC, cross-checked the PFDs with the standby instrument and
determined that the left PFD was in error. The PIC noticed the aircraft was auto-
matically trimming AND. The PIC declared PAN PAN. This is the radioteleph-
ony urgency signal, which indicates a condition concerning the safety of an air-
craft or other vehicle, or of some person on board or within sight, but which does
not require immediate assistance. He moved the STAB TRIM CUTOUT switches
to CUTOUT, which resolved the problem.
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The PIC followed three Non-Normal Checklists (NNCs), none of which con-
tained an instruction to land at the nearest suitable airport. The PIC therefore
elected to continue to his destination. This decision seems surprising given that
the stick shaker presumably remained active throughout the 1.5-hour flight. The
aircraft landed at Jakarta at 15:56 UTC.

3.3 Response to the Accident

On 6 November 2018, Boeing issued Operations Manual Bulletin (OMB) TBC-
19 to emphasize the existing procedures provided in the runaway stabilizer NNC.
This OMB stated:

In the event an uncommanded nose down stabilizer trim is experienced on the 737-8 /-
9, in conjunction with one or more of the above indications or effects, do the Runaway
Stabilizer NNC ensuring that the STAB TRIM CUTOUT switches are set to CUTOUT
and stay in the CUTOUT position for the remainder of the flight.

Note: Initially, higher control forces may be needed to overcome any stabilizer nose
down trim already applied. Electric stabilizer trim can be used to neutralize control
column pitch forces before moving the STAB TRIM CUTOUT switches to CUTOUT.
Manual stabilizer trim can be used after the STAB TRIM CUTOUT switches are
moved to CUTOUT.

On 7 November 2018, the Federal Aviation Administration (FAA) issued Emer-
gency Airworthiness Directive (AD) 2018-23-51. This Emergency AD stated:

Runaway Stabilizer
Disengage autopilot and control airplane pitch attitude with control column and main

electric trim as required. If relaxing the column causes the trim to move, set stabilizer
trim switches to CUTOUT. If runway continues, hold the stabilizer trim wheel against
rotation and trim the airplane manually.

Note: The 737-8/-9 uses a Flight Control Computer command of pitch trim to improve
longitudinal handling characteristics. In the event of erroneous Angle of Attack (AoA)
input, the pitch trim system can trim the stabilizer nose down in increments lasting up
to 10 seconds.

Initially, higher control forces may be needed to overcome any stabilizer nose down
trim already applied. Electric stabilizer trim can be used to neutralize control column
pitch forces before moving the STAB TRIM CUTOUT switches to CUTOUT. Manual
stabilizer trim can be used before and after the STAB TRIM CUTOUT switches are
moved to CUTOUT.

The preliminary accident report (KNKT 2018), the OMB and the AD did not
mention the Maneuvering Characteristics Augmentation System (MCAS), which
was a new system fitted to the Boeing 737 MAX, but not to earlier variants of the
Boeing 737. The AD alludes to MCAS when it states, “Note: The 737-8/-9 uses
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a Flight Control Computer command of pitch trim to improve longitudinal han-
dling characteristics”.

4 Ethiopian Airlines Flight 302

Fig. 2. Ethiopian Airlines Boeing 737 MAX 8 ET-AVJ. https://commons.wiki-

media.org/wiki/File:Ethiopian_Airlines ET-AVJ takeoff from TLV (46461974574).ipg.
This file is licensed under the Creative Commons Attribution-Share Alike 2.0 Generic license.

4.1 Accident Flight

Ethiopian Airlines Flight 302 (ETH302) was a scheduled international flight from
Addis Ababa Bole International Airport, Ethiopia (HAAB) to Jomo Kenyatta In-
ternational Airport, Nairobi, Kenya (HKJK). The accident flight on 10 March
2019 was operated by a Boeing 737 MAX aircraft registered ET-AVJ. This was
another new aircraft, which had been delivered to Ethiopian Airlines on 15 No-
vember 2018.

The aircraft departed at 08:38 local time, which was 05:38 UTC. The follow-
ing table shows the timeline of this flight.
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Table 3. Ethiopian Airlines Flight 302 Timeline
Time
(UTC) Event

05:37:34

05:38:44

05:38:46

05:38:58

05:39:00
05:39:01

05:39:06

05:39:22

05:39:29

05:39:50

05:39:55
05:39:57

05:40:00

05:40:03

05:40:05

05:40:06

Air Traffic Control (ATC) issued take off clearance to ETH302
and to contact radar on 119.7 MHz. The takeoft roll began at ap-
proximately 05:38. The takeoff roll appeared normal.

Shortly after liftoff, the left stick shaker activated and remained
active until near the end of the recording. Also, the airspeed, alti-
tude and flight director pitch bar values from the left side deviated
from the corresponding right side values.

At about 200 ft radio altitude, the Master Caution parameter
changed state. The First Officer called out Master Caution Anti-
Ice on the Cockpit Voice Recorder (CVR).

At about 400 ft radio altitude, the flight director pitch mode
changed to VNAV SPEED, the Captain called out “Command”
(the standard call out for autopilot engagement) and an autopilot
warning is recorded.

The Captain called out “Command”.

At about 630 ft radio altitude, a second autopilot warning is rec-
orded.

The Captain advised the First Officer to contact radar and the First
Officer reported SHALA 2A departure crossing 8400 ft and
climbing Flight Level (FL) 320.

At about 1,000 feet the left autopilot was engaged and the flaps
were retracted.

The radar controller identified ETH302 and instructed to climb FL
340 and when able right turn direct to waypoint RUDOL and the
First Officer acknowledged.

The Captain asked the First Officer to request to maintain runway
heading

Autopilot disengaged

The Captain advised again the First Officer to request to maintain
runway heading and that they are having flight control problems.
The DFDR recorded an automatic AND trim activated for 9.0 sec-
onds. The climb was arrested, and the aircraft descended slightly.
Ground Proximity Warning System (GPWS) “DON’T SINK”
alerts occurred.

The First Officer reported to ATC that they were unable to main-
tain SHALA 1A and requested runway heading which was ap-
proved by ATC.

The column moved aft, and a positive climb was re-established
during the automatic AND motion.
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Time
(UTC)

Event

05:40:12

05:40:20

05:40:23

05:40:27
05:40:28

05:40:35

05:40:41

05:40:44

05:40:50

05:40:56

05:40:42

05:41:20

05:41:30

05:41:32

Approximately three seconds after AND stabilizer motion ends,
electric trim (from pilot activated switches on the yoke) in the
ANU direction is recorded on the DFDR and the stabilizer moved
in the ANU direction to 2.4 units. The Aircraft pitch attitude re-
mained about the same as the back pressure on the column in-
creased.

Approximately five seconds after the end of the ANU stabilizer
motion, a second instance of automatic AND stabilizer trim oc-
curred, and the stabilizer moved down and reached 0.4 units

From 05:40:23 to 05:40:31, three GPWS “DON’T SINK” alerts
occurred.

The Captain advised the First Officer to trim up with him.

Manual electric trim in the ANU direction was recorded and the
stabilizer reversed moving in the ANU direction.

The First Officer called out “stab trim cut-out” two times. Captain
agreed and First Officer confirmed stab trim cut-out.

Approximately five seconds after the end of the ANU stabilizer
motion, a third instance of AND automatic trim command oc-
curred without any corresponding motion of the stabilizer, which
is consistent with the stabilizer trim cutout switches were in the
“’cutout’” position.

The Captain called out three times “Pull-up” and the First Officer
acknowledged.

The Captain instructed the First Officer to advise ATC that they
would like to maintain 14,000 ft and they have flight control prob-
lem.

The First Officer requested ATC to maintain 14,000 ft and re-
ported that they are having flight control problem. ATC approved.

From 05:40:42 to 05:43:11 (about two and a half minutes), the
stabilizer position gradually moved in the AND direction. During
this time, aft force was applied to the control columns which re-
mained aft of neutral position. The left indicated airspeed in-
creased from approximately 305 kt to approximately 340 kt
(Vmo). The right indicated airspeed was approximately 20-25 kt
higher than the left. The data indicates that aft force was applied
to both columns simultaneously several times throughout the re-
mainder of the recording.

The right overspeed clacker was recorded on CVR. It remained
active until the end of the recording.

The Captain requested the First Officer to pitch up with him and
the First Officer acknowledged.

The Captain asked the First Officer if the trim is functional. The
First Officer replied that the trim was not working and asked if he
could try it manually. The Captain told him to try.
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Time
(UTC)
05:41:54 The First Officer replied that manual trim is not working.

05:43:04 The Captain asked the First Officer to pitch up together and said
that pitch is not enough.

Event

05:43:11 Two momentary manual electric trim inputs are recorded in the
ANU direction. The stabilizer moved in the ANU direction.

05:43:20 Approximately five seconds after the last manual electric trim in-
put, an AND automatic trim command occurred, and the stabilizer
moved in the AND direction. The aircraft began pitching nose
down. Additional simultaneous aft column force was applied, but
the nose down pitch continues, eventually reaching 40° nose
down.

4.2 Response to the Accident

The day of the accident, 10 March 2019, Ethiopian Airlines decided to suspend
operation of the Boeing 737 MAX. The following day, 11 March 2019, China,
Indonesia and Mongolia grounded all Boeing 737 MAX aircraft in their coun-
tries. On 12 March 2019, Singapore, India, Turkey, South Korea, Europe, Aus-
tralia and Malaysia also grounded the Boeing 737 MAX. On 13 March 2019,
Canada, the United States of America, Hong Kong, Panama, Vietnam, New Zea-
land, Mexico, Brazil, Colombia, Chile and Trinidad and Tobago all grounded the
Boeing 737 MAX. The Boeing 737 MAX remains grounded at the time of writ-
ing.

The preliminary report was issued on 4 April 2019 (Ethiopian Civil Aviation
Authority 2019). Again, the preliminary report does not mention MCAS.

The accidents have been widely reported and discussed in the general and spe-
cialist press. For example, the Seattle Times has published several newspaper
articles on the two accidents (e.g. Seattle Times 2019a and Seattle Times 2019b).

5 The Role of MCAS

The prototype Boeing 737-100 made its first flight in April 1967. The Boeing
737 has undergone continuous evolution over the past 50 years. The Boeing 737
MAX is the latest variant, superseding the Boeing 737-700, -800 and-900.

The Boeing 737 MAX uses bigger engines, which are mounted further for-
wards than on previous variants of the Boeing 737. During wind tunnel testing,
Boeing found that the Boeing 737 MAX tended to pitch up during certain flight
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conditions. This violated Federal Aviation Regulation (FAR) 25.143(g), which
states:

When maneuvering at a constant airspeed or Mach number (up to Vrc/Mrc'), the stick
forces and the gradient of the stick force versus maneuvering load factor must lie
within satisfactory limits. The stick forces must not be so great as to make excessive
demands on the pilot’s strength when maneuvering the airplane, and must not be so
low that the airplane can easily be overstressed inadvertently. Changes of gradient that
occur with changes of load factor must not cause undue difficulty in maintaining
control of the airplane, and local gradients must not be so low as to result in a danger
of overcontrolling.

Boeing tried to fix the problem by changing the physical design of the aircraft,
but no effective aerodynamic solution was found. Boeing decided to introduce a
new system called MCAS. MCAS would push the aircraft’s nose down at high
A0A to compensate for the pitch up, resulting in a more linear control response.
MCAS was developed by Rockwell Collins, now Collins Aerospace (Washing-
ton Post 2019).

MCAS is activated by a single AoA sensor. On the accident flights, failure of
this A0A sensor resulted in a high AoA being reported to MCAS, which led to
MCAS pushing the nose down to try and prevent a stall. The pilots applied elec-
tric trim to counter the effect of MCAS, but as soon as they stopped applying
trim, MCAS reactivated and applied more nose down trim. This eventually re-
sulted in MCAS applying so much nose down trim that both aircraft ended up
diving into the ground despite the pilot pulling back on the yoke. This ratcheting
effect does not appear to have been anticipated by the developers of MCAS nor
was failure of the AoA sensor considered during simulator testing or flight test.

6 Fallacies About the Accidents

Several fallacies about the accidents have been widely reported in the news and
on internet forums.

6.1 Fallacy #1: The Accidents Were the Result of Reduced FAA
Oversight

Several commentators blamed the FAA for the Boeing 737 MAX accidents be-
cause they were alleged to have delegated oversight to Boeing (e.g. Politico

1 Vec/Mec means the maximum speed for stability characteristics.
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2019). In fact, the current FAA system of Organizational Design Approval
(ODA) is very similar to the European Aviation Safety Agency (EASA)’s Design
Organisation Approval (DOA), which has worked very successfully since EASA
was created in 2002.

Furthermore, MCAS was determined to be DO-178C Level C. DO-178C de-
fines 6 software levels, from Level A for software that can cause or contribute to
a Catastrophic failure condition to Level E for software that has no safety effect.
Level C software is software that can only cause or contribute to a Major failure
condition.

FAA Order 8110.49A (FAA 2018) specifies how to determine the level of
certification authority involvement in a software project. Even under the previous
regulatory regime before Boeing was given ODA, the FAA would not have par-
ticipated directly in Stage of Involvement (SOI) audits for a Level C software
project by an established supplier such as Rockwell Collins. In this instance,
Boeing ODA would have performed the independent oversight.

6.2 Fallacy #2: Pilots Trained in the United States Would Have
Successfully Handled the Situation

This claim was made by Congressman Sam Graves in a hearing of the Subcom-
mittee on Aviation on 15 May 2019 (United States House of Representatives
2019).

FAA Emergency AD 2018-23-51 reads, “Disengage autopilot and control air-
plane pitch attitude with control column and main electric trim as required. If
relaxing the column causes the trim to move, set stabilizer trim switches to CUT-
OUT. If runway continues, hold the stabilizer trim wheel against rotation and trim
the airplane manually”.

The crew of ETH302 attempted to carry out all the actions required by the Emer-
gency AD. The autopilot was disengaged at 05:39:55 UTC. The column was
moved aft at 05:40:06. The main electric trim was used at 05:40:12. The stabilizer
trim switches were set to CUTOUT at 05:40:35. The First Officer attempted to
trim the aircraft manually at 05:41:32.

It appears that the main electric trim was not used for long enough and it is not
clear how hard the First Officer tried to trim the aircraft manually. The difficulty
experienced in turning the trim wheel and holding back the column suggests that
the aircraft was considerably out of trim when the stabilizer trim switches were
setto CUTOUT.
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On 10 May 2019, Aviation Week had reported that a US-based Boeing 737 MAX
crew tried to replicate the ETH302 accident in a simulator (Aviation Week 2019).
The crew found that keeping the aircraft level required significant aft-column
pressure by the captain, while aerodynamic forces prevented the first officer from
moving the trim wheel a full turn. The crew were eventually able to recover the
aircraft by using a technique known as the roller coaster procedure, which is not
described in the Boeing 737 MAX flight manual. The pilot said he had only
learned of the roller coaster procedure from excerpts of a Boeing 737-200 manual
posted in an online pilot forum following the two Boeing 737 MAX accidents.
Aviation Week concluded that “the Ethiopian crew faced a near-impossible task
of getting their 737 MAX 8 back under control”.

On 17 May 2019, the New York Times reported that “Boeing recently discovered
that the simulators could not accurately replicate the difficult conditions created
by a malfunctioning anti-stall system, which played a role in both disasters. The
simulators did not reflect the immense force that it would take for pilots to regain
control of the aircraft once the system activated on a plane traveling at a high
speed” (New York Times 2019). This suggests that the task faced by the Ethio-
pian crew was even more difficult than had been suggested by the Aviation Week
article.

A puzzling aspect is that the DFDR shows that at 05:43:11, about 32 seconds
before the end of the recording, two momentary manual electric trim inputs were
recorded in the ANU direction. This follows the Captain asking the First Officer
to pitch up together at 05:43:04. The most likely explanation is that the crew re-
engaged the stabilizer trim in an unsuccessful attempt to regain control of the
aircraft.

Congressman Graves criticized the pilots for reactivating the automated system.
He said, “No operating procedures that I know of direct a pilot to reactivate a
faulty system”. I think this criticism is unfair. The crew had already followed the
procedure described in Emergency AD 2018-23-51. They were still struggling to
control the aircraft, even with both pilots pulling back on the yoke.

Congressman Graves also criticized the pilots because they “never pulled back
the throttles after setting them at full thrust for takeoff”. This is a valid criticism,
although the Emergency AD makes no mention of the throttles. However, the
nose down attitude would have caused the aircraft to accelerate regardless of the
throttle setting.
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6.3 Fallacy #3: The Accidents Were Due to Outsourcing

On 28 June 2019, Bloomberg published a news article claiming that much of the
work on Boeing 737 Max had been outsourced to workers making as little as $9
an hour (Bloomberg 2019).

There is no evidence that the Boeing 737 MCAS software development was
outsourced or that the system safety engineering and system engineering failings
that led to the accidents were caused by low-paid, outsourced workers.

7 Reasons for the Accidents

7.1 Reason #1: Failure of System Safety Engineering

The system safety review presented to the FAA assumed that MCAS was limited
to commanding 0.6 degrees nose down from the trimmed position. The Boeing
submission to the FAA included a safety analysis of the effect of possible MCAS
failures. Boeing analyzed what would happen if, in normal flight, MCAS trig-
gered inadvertently up to its maximum authority and moved the horizontal stabi-
liser the maximum of 0.6 degrees. Boeing also analysed what would happen if
MCAS kept running for three seconds at its standard rate of 0.27 degrees per
second, producing 0.81 degrees of movement, thus exceeding its nominal maxi-
mum authority. Three seconds was selected because this is the time that FAA
guidance says it should take a pilot to recognise what’s happening and begin to
counter it. Boeing assessed both failure conditions as Major.

Boeing did not consider the possibility that MCAS could trigger repeatedly,
therefore far exceeding its nominal maximum authority. This is what happened
on the accident flights. Such a failure condition would have been considered Cat-
astrophic.

Initially, it was thought that MCAS was only necessary at high AoA at high
airspeeds. This original version of MCAS required two conditions — high AoA
and high G-force — to activate.

During flight test, it was discovered that MCAS would also be required during
certain low-speed flight conditions. Because at low speed, the stabilizer needs to
be deflected more to achieve the same effect, the maximum authority of MCAS
was increased from 0.6 degrees to 2.5 degrees each time it was activated.

Because there would be little G-force present during these low speed maneu-
vers, high G-force was removed as a condition for MCAS to trigger, meaning
that MCAS would now be activated by a single AoA sensor.
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The safety analysis was revisited after this change. However, Boeing consid-
ered that the effect of MCAS failure would be less at low speed than at high
speed, so they assessed that the worst-case failure condition remained unchanged
at Major.

7.2 Reason #2: Failure of Requirements Engineering

It is apparent from both preliminary accident reports that MCAS trimmed the
aircraft nose down. On both accident flights, the Pilot Flying (PF) tried to counter
MCAS using the electric trim. MCAS repeatedly reactivated, applying more nose
down trim as soon as the PF stopped applying electric trim.

There is no evidence that the MCAS software failed to satisfy its requirements.
It appears that the MCAS software behaved correctly according to its require-
ments, but that those requirements specified unsafe behaviour.

It seems that the requirements author only considered a single activation of
MCAS. Like the system safety engineers, he or she does not appear to have con-
sidered the possibility that MCAS could activate repeatedly, eventually driving
the stabilizer to a fully nose down position.

It is remarkable that the requirements were not validated in the simulator or
during flight test. There is no evidence that Boeing ever flight-tested the accident
scenario where a faulty AoA sensor caused an unintended activation of MCAS.

8 Further Thoughts about the Accidents

8.1 Thought #1: Procedural Mitigation Was Ineffective

Following the Lion Air accident, the FAA issued Emergency AD 2018-23-51.
The Emergency AD revised the Operating Procedures Chapter of the airplane
flight manual (AFM) to include:

Disengage autopilot and control airplane pitch attitude with control column and main
electric trim as required. If relaxing the column causes the trim to move, set stabilizer
trim switches to CUTOUT. If runway continues, hold the stabilizer trim wheel against
rotation and trim the airplane manually.

These instructions look reasonable but failed to anticipate the high control
forces required in the situation in which the Ethiopian Airlines crew found them-
selves. The crew of ETH302 tried to follow the steps described in the Emergency
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AD. The high forces required to move the stabilizer trim wheel led the First Of-
ficer to conclude, incorrectly, that manual trim was not working. The force re-
quired to pull back the yoke was so high that the aircraft pitched nose down 40°
despite both pilots pulling back on the yoke.

A YouTube video (Mentour 2019) shows the control forces required to coun-
ter nose down trim at high airspeed.

The loss of ETH302 suggests that procedural mitigation cannot be relied upon
to compensate for inadequate design integrity in a complex, software-intensive
system.

8.2 Thought #2: Failure to Learn from an Earlier Accident

Sidney Dekker gave a keynote speech at the Safety Critical Systems Symposium
2019 on the earlier loss of a Boeing 737-800 (Dekker 2019). Turkish Airlines
Flight 1951 (TK1951) crashed at Amsterdam Airport Schiphol (AMS) on 25 Feb-
ruary 2009. Failure of the left Radar Altimeter (RA) resulted in the auto throttle
believing that the aircraft had landed and entering retard flare mode. The aircraft
crashed short of the runway, resulting in the death of nine passengers and crew,
including all three pilots. Sydney Dekker identified two factors in the loss of
TK1951 that were also present in the two Boeing 737 MAX accidents:

1. Dependence on a single sensor. The Boeing 737-800 auto throttle uses
a single RA even though two RAs are fitted to the aircraft. The Boeing
737 MAX MCAS uses a single AoA sensor even though two AoA sen-
sors are fitted to the aircraft.

2. Relevant technical detail withheld from the flight crews. Sydney Dekker
explained that the Boeing documentation did not make it clear that the
auto throttle always uses a single RA and implied that it could use either
RA, just like the autopilot. The pilots were aware that the left RA had
failed but believed that the auto throttle was using the right RA. Like-
wise, the Boeing 737 MAX documentation did not mention MCAS. The
pilots were not even aware of the existence of the system.

It seems that Boeing repeated two mistakes on the Boeing 737 MAX that could
have been avoided by learning from the loss of TK1951 in 2009.
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8.3 Thought #3: Erosion of Airmanship Skills

8.3.1 Incidents Involving Exceptional Airmanship Skills

There have been several incidents where the flight crew demonstrated excep-
tional airmanship skills to save the lives of their passengers. Such incidents in-
clude, but are not limited to:

1.

Air Canada Flight 143, also known as the “Gimli Glider” (Canadian
Government 1985). On 23 July 1993, an Air Canada Boeing 767 ran out
of fuel over a remote part of Canada. The aircraft’s fuel gauges were
inoperative due to an electronic fault, but the Minimum Equipment List
(MEL) allowed the aircraft to take off provided enough fuel was loaded
to reach the destination. However, due to a mix-up between pounds and
kilograms by the ground crew, only half the amount of fuel required had
been loaded. When the engines stopped, the crew decided to land at a
former Royal Canadian Air Force (RCAF) base at Gimli, which had
been converted into a racetrack. Ironically, the pilot, Captain Robert
(Bob) Pearson was an experienced glider pilot, while the co-pilot, First
Officer Maurice Quintal, had been stationed at Gimli while serving with
the RCAF. Captain Pearson side-slipped the Boeing 767 on final ap-
proach and landed successfully at Gimli.

United Airlines Flight 232 (NTSB 1990). On 19 July 1989, a DC-10
flying from Denver, Colorado to Chicago, Illinois suffered a cata-
strophic failure of its tail-mounted engine. This resulted in total loss of
the hydraulic flight controls. The flight crew, commanded by Captain
Alfred Clair Haynes, discovered they could regain limited control of the
aircraft by using only the throttles for the two remaining engines. The
flight crew decided to attempt a landing at Sioux City, lowa. They were
unable to land the aircraft normally. The right wing touched the runway
first, spilling fuel, which ignited. Sadly, 111 people died in the impact
and subsequent fire. Remarkably, 185 people survived, including the
four pilots, which was a testament to their remarkable determination and
flying skills.

Qantas Flight 32 (ATSB 2013). On 4 November 2010, an Airbus A380
flying from London to Sydney via Singapore suffered an uncontained
failure of one of its four engines. The aircraft was badly damaged by
flying debris. In fact, Airbus had never flight-tested an A380 with so
many systems inoperable because they believed it to be impossible that
the aircraft would continue to fly after sustaining so much damage. The
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flight crew, commanded by Captain Richard Champion de Crespigny,
landed successfully at Singapore. The firefighters were reluctant to
come near the aircraft because of the risk of fire! The Australian flight
crew ‘encouraged’ the firefighters to come closer, which they did (RAeS
2010).

8.3.2 Accidents Involving Poor Airmanship Skills

However, in recent years, there have been a worrying number of avoidable acci-
dents where the flight crew showed poor airmanship skills. Accidents where the
flight crew’s poor airmanship skills contributed to, rather than prevented, the ac-
cident include:

1.

Colgan Air Flight 3407 (NTSB 2010). On 12 February 2009, a Bom-
bardier Dash-8 Q400 was being flown from Newark, New Jersey to Buf-
falo, New York. While flying on autopilot, the aircraft had encountered
icing conditions, which had caused the autopilot to push the nose down
to compensate. When the aircraft was slowed down for landing, the au-
topilot disconnected, and the stick shaker activated. The aircraft pitched
up and stalled. The pilot failed to push the yoke forward sufficiently to
recover from the stall. He tried to stop the aircraft from rolling by using
the aileron, which caused a wing drop that resulted in a steep descent.
The aircraft crashing into a house, killing all 49 passengers and crew on
board and one person on the ground.

Air France Flight 447 (BEA 2012). On 1 June 2009, an Airbus A330 en-
route from Rio de Janeiro to Paris suffered icing of the pitot tube, which
is used to measure air speed. The pilot should have been able to fly the
aircraft using attitude, but instead pulled the stick back and caused the
aircraft to stall. Rather than pushing the stick forward to recover from
the stall, the pilot pulled back on the stick in a vain attempt to regain
altitude. The pilot held the stick fully back nearly all the way to the
ground. The aircraft crashed into the Atlantic Ocean, killing all 228 pas-
sengers and crew on board.
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8.3.3 Airmanship Skills in the Boeing 737 MAX Accidents

The crew of ETH302 did follow the checklist but failed to save the aircraft and
their passengers. However, they could have saved the aircraft by setting the
STAB TRIM CUTOUT switches to CUTOUT before the aircraft had got too far
out of trim or the air speed had increased to the point where they could no longer
apply manual trim, or by using the electric stabilizer trim to neutralize the control
column pitch forces before they moved the STAB TRIM CUTOUT switches to
CUTOUT. They could also have retarded the throttles to reduce the rate of accel-
eration.

9 Conclusion

Airworthiness regulations have often been criticised for being too onerous, plac-
ing an undue burden on airframe manufacturers and equipment suppliers and re-
sulting in unnecessary expense.

Critics point out there are over 26,000 certified jet airplanes in service world-
wide, that scheduled commercial passenger operations enjoy an excellent acci-
dent rate of 0.16 fatal accidents per million departures and that not a single fatal
accident in passenger service has been ascribed to software failure.

The Boeing 737 MAX was designed by a well-respected manufacturer (Boe-
ing) and certified by a well-respected certification authority (the FAA). Never-
theless, this new design resulted in two fatal accidents resulting in the deaths of
346 people within two years of entering service.

This experience suggests that the airworthiness regulations are not too strin-
gent after all.

Disclaimers This paper is based on the information publicly available at the time of writing.
It is expected that more information will become available when the FAA Technical Advisory
Board (TAB) report is published. Fresh information could affect the conclusions presented in
this paper.
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Abstract The idea that systems are safe because humans can adapt their be-
haviour is a key tenet of Safety Il (proposed by Erik Hollnagel). But what happens
when humans in a system are largely replaced with Al components? This adapt-
ability for safety must come from the system, and it requires engineers to encode
people’s ability to succeed under great uncertainty and complexity. This require-
ment drives a fundamental change in the competencies an engineer must possess.
Similarly, there are competence profile changes for other stakeholders such as
regulators, safety and security practitioners, and system operators. Using sup-
port from the literature and experience on the Assuring Autonomy International
Programme (AAIP), this paper aims to enumerate some differences in compe-
tence, training and education for assuring system with Al components, discuss
the difficulties of doing this and propose a way forward. In this way we can start
to build a picture of what good practice is. It is argued that creating practical
theories and training tools for Al systems in a safety-critical context is not just
an exercise in intellectualism, but an integral part of the safety of future systems.
A systematic approach for identifying competencies and creating training to
match those competence requirements is proposed.
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Abstract The Boeing 737 MAX - Manoeuvring Characteristics Augmentation
System (MCAS) accidents have demonstrated how cumulative factors may lead
to accidental autonomy. Accidental autonomy emerges when differences in
models compete over resources and control. In the operational domain, one
manifestation is failure at the human-machine interface. Subtle, incremental
changes in technology allied with downward economic pressures encourage
reuse to create the system safety property of ‘additionality’. Cumulative incre-
mental changes occur that when taken together, are safety significant. Reuse of
process, product or both gives rise to inappropriate design trade-offs. Assump-
tions about the completeness of process, design, implementation or context may
lead, in extreme circumstances, to the creation of accidental autonomy - systems
without human oversight that implement safety-related functionality or services.
Oversight, assessment and approval of systems dependent on reuse are reliant
on the familiarity of the assessor with the reused elements within their opera-
tional and use context. Incomplete, inadequate understanding and failures of
comprehension, along with the allure of fast software development, create the
potential for accidental autonomy

1 Introduction

Systems engineering is subject to several capability and economic pressures. This
has driven Systems Engineers to create systems from generic components. To
become generic components are designed to depend on data to be configured,
characterised and parameterised to the required behaviour. This data dependency
is also evident in the broader system, its subsystems, interfaces and shared over-
lapping datasets.

Our collective understanding of autonomy [1] is bound to context [2] and era.
It is context that gives legitimacy to a person or systems actions, the facts or pro-
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cesses of doing something, typically to achieve an aim. [3] Automation often first
appears as an aid to support existing practice. These aids are developed and
evolve to support and reinforce changes — driving uniformity and consistency,
but not necessarily improving reliability, performance or resilience. [4] The
overall impact on the working environment is a dramatic increase in the volume
of digital data and flow of that digital data around system elements and a con-
comitant decrease in understanding of the context and limitations of this auton-
omy. [5]

The potential for accidental autonomy arises when changes are implemented
as ‘islands’ of functionality to support identified activities. We use the word ac-
cidental [28] as happening by chance, unintentionally, or unexpectedly. Existing
system interfaces characterise the boundaries of these new functionalities. Op-
erators become reliant on the autonomous actions of systems (and its assumed
functional model). Even if they can intervene, they often do not, as they tend to
trust the technology.

At the same time, a reliance on automated decision-making increases. At the
lowest level of autonomy, [6] computers offer no assistance; they facilitate in-
formation acquisition. Later, they offer a set of decision alternatives, facilitating
analysis. They provide increasing amounts of support for the decision-making
process itself. The operator has a restricted time to overrule the autonomous de-
cision before an action. Finally, the highest levels of autonomy provide imple-
mentation with no capability for the human to overrule and little, if any, infor-
mation provided on what actions the autonomy has undertaken.

Safety risk arises where the operators understanding of the system and the role
of autonomy is incomplete. A classic human-machine interaction failure may
result. Clean design and efficiency are frequently used to justify autonomy. Au-
tonomy may correct an underlying instability in the system model or design. It
becomes accidental autonomy when its actions arise from incomplete design, im-
plementation or its use is outside an acceptable design envelope with respect to
safety. Further, it may induce additional human failures due to mismatches be-
tween the human mental model, the goals of autonomy, and what is detected, by
both parties, of the real-world context.

Systems Engineering has progressed to the point where machines have the
capability to undertake high-level decisions and enact consequent actions without
recourse to direct human input. As a result, we should not assume the presence
of a user; instead, we employ the term actor as ‘an individual, entity, or combi-
nation of product (including autonomy), people, and process’. This raises the
question of supervision [11], and to what extent humans remain involved in op-
erational decisions.
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2 System as the Fundamental Concept

A system is a (purposeful [7]) set of things working together as part of a mecha-
nism or an interconnecting network; a complex whole. [8] Systems operate in
increasingly open environments. These environments and the data exchanged
within them are homogeneous or heterogeneous or a mixture of both. The nature
of the environment influences the formation of the system boundary (porous or
secure (as defined by an appropriate security model)). For modern complex sys-
tems, it is common to present several views of the system either across many
sheets (possibly in a hierarchy) or to separate physical realisations from abstract
(logical) models. Therefore, reviewing any classification system requires an ap-
preciation of the context, including the role of the actors within each viewpoint.

Systems of Systems (SoS) bring together a set of systems for a task that none
of the systems can accomplish on its own. Each constituent system keeps its
management, goals, and resources while coordinating within the SoS and adapt-
ing to meet SoS goals. [9] Interconnected SoS give rise to accidental tasks asso-
ciated with the mapping and representation of abstract entities and mapping of
those entities onto the constraints of the solutions. [10] One implementation uses
Internet of Things (10T) devices as generalised platforms, enabling them to be
adapted and configured to a range of solution areas. Often these include a highly
capable Operating System (OS) that can provide a full range of communication
and computational services. They are configured (and characterised) to a partic-
ular task (or range of tasks) through data. An additional dimension to SoS would
be to add (joiners) or remove (leavers) to the system. A joiner introduces addi-
tional capabilities, capacities and tasks. A leaver removes them. The system is
modified (adapted) to reflect these changes in the service catalogues.

There are several interrelated models at play here for a complex system.

e  Security — one starting point requires all system entities to be assigned an
identity so that an actors access privileges can be assigned (and revoked).
This leads to consideration of the relative authorities between the system and
the actors that use and are served by the system.

e Maintenance — it is common to use Permit to Work (tickets) as part of a
formal maintenance procedure to isolate physical plant and equipment. How
should autonomy and their respective services be controlled while mainte-
nance is being enacted? How will the system be reconfigured to manage
reduced capability whilst one or more systems (and their associated (and
(mutually) dependent services)) are maintained?

e  Operational — how big, complex or complicated should a system be before
the risks associated with its failure demand the creation of an operational
model? It is common to consider operational modes during system safety
management activities. An operational strategy should be used to direct and
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inform the creation and maintenance of the operational model. Issues asso-
ciated with size and complexity require that a decision model is constructed
and maintained over the operational model.

e Safety - In an ideal world, control and protection function differentiation
would be applied universally to function, flow and service. The desirable
safety features of hardware and software are well established. It is not clear
that such requirements are applied to services. Issues associated with size
and complexities require that a services model is constructed and maintained.

e Risk - in systems which are dependent on autonomy, the form and nature of
risks are multi-dimensional, crossing many discipline and system bounda-
ries. Many of these boundaries are indistinct. The risks associated with re-
liance on autonomy require the reappraisal of existing risk models.

e  Supervision — the action of supervising someone or something. [11] A su-
pervisory model is a scheme for specifying and enforcing supervisory poli-
cies.

The use of SoS and IoT technologies means that an integrated risk model across
these models is required to address residual and unsecured functionality.

3 Autonomy

Autonomy [1] is not new. It is used to describe human political activity, for a
region ‘having its own laws’. In the modern sense, autonomy is readily adapted
to address systems capable of operating without direct human control [12] but
varying degrees of human supervision or oversight. At one extreme automaton
[13] is confined to actions described by a predetermined set of coded instructions.
At the other are learning systems that adapt their behaviour in response to changes
in the operating environment — its context. [2]

It is context — ‘the circumstances that form the setting for an event, statement,
or idea, and in terms of which it can be fully understood’ [2], that provide the
basis of this paper. Context is not limited to the operational environment. For
the engineered system, it reflects the designer’s expectation of the operational
environment. This position is further complicated by what learning systems ‘un-
derstand’ as the basis for the formulation of its response.

Consider an automatic [14] washing machine; it works by itself with little or
no direct interaction. The use or introduction of multiple automatic devices into
an existing context creates automation. [15] These definitions contain an implicit
expectation of a static context. That, the context is known, and if it changes at
all, it changes slowly under controlled conditions. What if, a new generation of
automatic devices, providing a form-fit-function [16] replacement, are intro-
duced based on I0T. Suppose the system has unused capability and capacity. An
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unsecured ‘discovery’ function recognises other IoTs and connects to this resid-
ual and unsecured functionality. Taking a SoS perspective, this represents one
or more emergent properties [17], possibly with unintended consequences.

Autonomy becomes multi-dimensional under Industry 4.0: [18, 19]

e The vertical integration of flexible and reconfigurable systems within busi-
nesses;

e The horizontal integration of inter-company value chains and networks;

e The product life-cycle integration of digital end-to-end engineering activities
across the entire value chain of both the product and the associated systems.

3.1 Accidental Autonomy

In a connected system, automation creates a dramatic increase in the volume of
digital data and flow of that digital data around system elements and a concomi-
tant decrease in understanding of the context and limitations of that data. Change
is a crucial factor in creating the potential for accidental autonomy. At one ex-
treme are revisions of an existing product or model, as with an aircraft. At the
other are a series of incremental changes in the pre-existing operational context.
Existing boundaries may not constrain these new functionalities. An actor may
become reliant on data produced by another actor (passed across one or more
boundaries), with little ability to influence the data stream they have become re-
liant on. At the same time, reliance on automated decision-making increases.

Accidental autonomy results when differences between models of use, and
context of use, are not sufficiently well understood in all operational modes. This
includes misuse. The true nature of its inclusion in the system is omitted, or
downplayed, in the safety ensurance and assurance process. As a result, insuffi-
cient safety mitigations are provided, and poor human-machine interactions may
occur. We can conceive of accidental autonomy arising between two or more
elements of a system, perhaps as a complete system, or SoS. Within any given
context, these elements, systems or SoS have different responsibilities, of which
some will be safety-related. The accidental autonomous system could co-exist
with people-centered activities reliant on a predefined set of processes. A funda-
mental assumption is that the people within the system are trained, competent and
experienced enough to deliver the required operation (including its safety man-
agement); this implies a maturity of definition and application. Therefore, the
provision of the product or process is dependent on context.

Extending the concept of emergent properties [17] gives rise to the concept of
emergent autonomy. Emergent autonomy is a consequence of the interactions
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and relationships between system elements rather than the behaviour of individ-
ual elements. [7] The nature of emergent autonomy is linked to robustness and
resilience and is a critical contribution to safety. Accidental autonomy is a subset
of emergent autonomy and may be a result of incomplete development activities.
Consider an existing design. This design has been in production and operation
for many years undergoing successive revisions. Each revision ‘refreshes’ the
technology, typically the control systems. The effects of seemingly minor
changes become cumulative, giving rise to the safety property of ‘additionality’.
Budgetary, time and project management constraints limit the safety analysis to
a subset of changes. Given these conditions, it is easy to see how the effects of
automation and increasing levels of autonomy are overlooked. For example, an
aircraft design will be revised over many generations of the airframe. It is not
unusual for the aircraft model to evolve over 40 years as with Nimrod (as an
extensive modification of the de Havilland Comet). We await, with interest, the
two accident reports for the Boeing 737 MAX.

For visualisation, we reuse elements of [4]. Fig. 1 illustrates the footprint of
accidental autonomy.
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Fig. 1. A layered model for a hierarchy of systems and the footprint of accidental autonomy

How far up the hierarchy could accidental autonomy reach? Potentially, all the
way to the top. Decision support systems are ever more reliant on data analytics,
data science, data engineering and autonomy. Fig. 1 also illustrates the supervi-
sion within the hierarchy.

As autonomy moves through the hierarchy of abstraction, its responsibilities
and authorities change. Similarly, the ability of humans to provide Safety-I [20]
mitigation procedures needs to be addressed. Improved diagnostics, monitoring
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and higher-level response, are required. This challenges the ability to design ef-
ficient procedures. Furthermore, it impacts on the ability of humans to execute
Safety-I1 [20] dynamic mitigations, as their mental model of the system and how
they interact with it is flawed.

The implementation strategy must include a means to impose a boundary to
the propagation of the actions of the system and the impact of failures on the
availability and safety of the system. Fig. 2 illustrates how Interface Agreements
(IA) [5] provides that functionality for new and legacy systems.
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Fig. 2. Implementation Model for Interface Agreements

A series of interfacing elements can be envisaged. Transformations occur as the
sequence is progressed. One or more actors supervise this series of transfor-
mations. These chains, and associated transformations can occur at multiple lev-
els of abstraction. As a result, a number of different aspects to Autonomy can be
identified. Any one of these organisational aspects may lead to developers cre-
ating accidental autonomy.

3.2 Vertical Autonomy

Vertical expansion is used to describe an organisation that grows through the ac-
quisition of companies that produce the intermediate goods needed by the busi-
ness. Economic pressures create management and organisational structures that
become more rigid and inflexible. These companies become monolithic, often
creating closed implementations in silos. Over time this inflexibility makes it
difficult for a company to respond to changes in the marketplace. Implementa-
tions based on SoS and loT offer an opportunity to break free from vertical silos.
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This requires vertical integration of flexible and reconfigurable systems within
businesses.

These structures also apply to systems. Consider a basic control system that
consists of input-controller-output. In past implementations, the input would be
wholly dependent on the physical properties of the sensor. For example, a bi-
metallic strip is used to implement the function of a thermostat where specific
temperature causes the differential expansion to deflect enough to close (or open)
the contacts. These devices, once physically co-located, are now implemented
using 10T on remote networks. They may even be replaced by more generic de-
vices that sense a number of properties. The required data is then mined from the
output of these sensors.

Here we use the following classifications of vertical autonomy:

e backward (upstream)
o forward (downstream)
e balanced (both upstream and downstream)

Fig. 3 illustrates vertical integration; supplier, manufacturer and distributor:
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Fig. 3. Supplier, Manufacturer and Distributor

3.2.1 Backward (Upstream)

A manufacturer implements upstream expansion by purchasing a parts supplier.
Upstream autonomy provides more data, command and control of the upstream
systems. For example, accidental upstream autonomy contains an operational
model, that when a candidate production schedule is interpreted, causes it to re-
order stock for a future production run without seeking authority (or confirma-
tion) that the production run would take place. Therefore, accidental upstream
autonomy is consumption-led and may lag demand. In our control system exam-
ple, upstream autonomy is where the controller reduces the frequency of updates
from the sensor becoming less responsive.
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3.2.2 Forward (Downstream)

A manufacturer implements downstream expansion by purchasing the distribu-
tion and sales network. Downstream autonomy allows the manufacturer to only
produce what can be sold. Accidental downstream autonomy might misinterpret
demand to produce too much or too little. Therefore, accidental downstream au-
tonomy is demand-led. Sudden (step) changes in demand may create instability
and lead to over and under production. In our control system example, down-
stream autonomy is where the controller checks the actuator (output), continually
monitoring the energy required to assert the output has occurred. The demand is
the energy (effort) required to assert the output.

3.2.3 Balanced (both Upstream and Downstream)

A manufacturer implements balanced expansion by purchasing a supplier’s, dis-
tribution and sales network. Balanced autonomy contains a balance of consump-
tion, demand and ‘damping’ (stabilising) elements. Accidental balanced auton-
omy may implement complex functions analogous to the Proportional-Integral-
Derivative (PID) pattern in control theory. [21] Other patterns also apply. In our
control system example, balanced autonomy is where the controller adapts to the
operational requirement adjusting the input sensor rate to the best fit to the PID
set point and deviations from it. At the same time, the controller calculates a
predictive output anticipating the effort required to apply the output.

3.3 Horizontal Autonomy

A manufacturer implements horizontal integration through changes in capacity
and capability. For example, the introduction of new technology replaces fixed
function machines (manufacturing cells) using reconfigurable workstations clus-
tered in super-cells into a production line. This creates higher capacity and re-
quires integration of the value chains and networks. In our control system exam-
ple, horizontal autonomy combines an array of identical balanced autonomy con-
trollers. Horizontal autonomy uses sensor fusion over the input devices and load-
balancing across the outputs. This implies the use of supervision [11] over the
array of controllers.

The above characterisation implies that horizontal data transformation and
vertical abstraction transformations (along the lines of fig. 1) need to be consid-
ered when identifying Critical Control Points (CCP) to ensure that development
processes do not introduce accidental autonomy. [22]
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Paths (physical product or data) will incorporate CCP and may involve multi-
ple sources and multiple sinks. These issues are compounded when these paths
are dynamic. This dynamism is not limited to changing numbers of sources or
sinks or processes but also changes in demand (capacity) and availability. Paths
may be transient synthesised on demand for single-use and then discarded. Inci-
dent investigation is eased where these CCPs provide controls and logged data.
Therefore, CCPs provide evidence about the actions of the system, including ac-
cidental autonomy.

To implement dynamic paths, one analogy would be to use a standardised li-
brary of elements across a node and link network. This provides one means of
implementing redundancy where nodes are unavailable. In network theory, links
can be assigned a weight; path management is used to identify a route with the
least weight. Accidental autonomy need not be persistent; it may arise from tran-
sient elements of the dynamic formation of the system. Therefore, implementa-
tion requires the definition of an Identity Model and Security Model.

3.4 Product-line Autonomy

A product line can be defined as a set of systems sharing a common, managed set
of features that satisfy specific needs and are developed from a common set of
core assets in a prescribed way. [23, 24] A product-line [25] development em-
ploys a life-cycle model and the process it contains to develop the system defini-
tion, into the system. The defined set of features can be reused within defined
fit-form-function [16] contexts.

Accidental introduction of Autonomy via product lines presents two potential
threats; that the fit-form-function replacement introduces residual and unsecured
functionality, and secondly that the system has grown organically and cannot
support digital end-to-end engineering activities with a reasonable certainty of
outcome. This may lead to the accidental autonomy being presented with a range,
sequence and timings in an ‘unfamiliar’ environment that it cannot manage
safely. The autonomy cannot rely on the human to retrieve the situation.

4 Cyber Physical System Threats

When deciding what steps to take to prevent and respond to threats, we might
immediately focus on the threat of hacking. However, the range of threats sys-
tems face is much broader than this, encompassing anything that can adversely
affect their operation, including theft, destruction, disclosure, modification or un-
authorized access.
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We modify the definition of threat [26] to be ‘an actor likely to cause one or
more hazards.” This definition includes autonomy within the actor. Changes in
system context require resilience and robustness from the autonomy to withstand
threats arising from identity, security and sneak attributes.

4.1 ldentity

‘Identity’ should be a unique labelling of attributes of the object (system re-
source) being accessed and of the actor requesting access in a given context.
Threats arise from identity error, duplicate and missing identities. A malicious,
deliberate identity-based (spoofing) act could be used as a means to gain control
of the system. One means to counter identity-based threats is the use of a for-
malised and managed ‘identity model’. An identity model is a scheme for spec-
ifying and enforcing identity policies. An identity model is a key aspect of the
security model.

Both emergent and accidental autonomy are sensitive to error, omission or
duplicate identities, especially in dynamically reconfigurable systems as changes
in system behaviour presents significant system safety management challenges.
These issues are compounded where a system uses joiners and leavers as one
means to satisfy operational demand, including capability and capacity. It cannot
be assumed that identity theft applies only to users as it applies equally to actors,
systems, assets, data and data paths.

4.2 Security

A security model is a scheme for specifying and enforcing security policies. A
security model uses a formal model of access rights. Authorisation is imple-
mented using identity and enforced through authentication. Potentially, failures
of cyber-security provide the intruder with unbridled access to a system. Identity
and its management is a critical feature of both Data Safety and information se-
curity.

Should each instance of autonomy be required to be assigned its own unique
identity? Low-level systems often do not implement a security or identity model.
Autonomy in such systems can act without authorisation, often acting with ‘su-
per-user’ rights. More extensive systems required security models, and therefore,
each actor or autonomy requires one or more identities.
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4.3 Sneak Attributes

Systems may contain sneak (or hidden) attributes that may cause unwanted action
or inhibit desired functions [27]. Sneak attributes arise where the physical reali-
sation contains many more characteristics than the logical representation. Exam-
ination of simple network switches reveals capabilities to separate network traffic
using configuration data. Errors in the configuration may permit ‘mixed net-
work’ traffic, compromising the intended separation, and creating additional
paths between entities.

These may include:

e Sneak paths: unintended paths within a system and its external interfaces.

e Sneak timing: unexpected interruption or enabling of a [function or service]
due to timing problems which may cause or prevent the activation or inhibi-
tion of a function [or service] at an unexpected time.

e Sneak indications: undesired activation or deactivation of a [status] indica-
tion which may cause an ambiguous or false display of system operating
conditions.

e Sneak [identity]: incorrect or ambiguous identity of a [function or service]
which may cause actor error through inappropriate control activation.

As complex networks of autonomous actors embedded within systems emerge
the ability to create accidental autonomy via a sneak, increases.

5 Discussion

There are many examples of automatic systems, from the washing machine to
automobile automatic transmissions. The degree of possible automation in-
creases by using SoS and 0T technologies. Economic pressures to increase ef-
ficiencies, such as fuel economy, drive change to the foundations of existing de-
signs and the organisations that develop and operate them. The increased relia-
bility, availability, capability and real-time response of control systems allow the
designer to explore inherently unstable designs. These unstable designs offer
potential operational efficiencies. This involves a design change from stable to-
wards the edge of instability, where additional means are required to stay within
the stability envelope. One means to achieve this is autonomy. Accidental au-
tonomy contributes to the emergent property of incremental additionality. It may
be unintentional, or unexpected, but it does not happen by chance. These emer-
gent properties and autonomies are systematic. Their behaviours are repeatable
and may be inclusions (impurities) from an incomplete development.
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This paper has outlined how autonomy is multi-dimensional. It follows that
accidental autonomy is also multi-dimensional. The system safety question,
‘how could this possibly go wrong?’ is more relevant than ever. Early indicators
of the Boeing 737 MAX accidents show how organisational structures can inter-
act with economic and engineering factors to create the potential for accidental
autonomy. They illustrate how changes to a pre-existing model create a change
in context where the users (pilots) are unaware of the underlying nature of
change. One approach to addressing accidental autonomy is to increase the abil-
ity of pilots to address the unexpected. This will require them to become experts
in diagnosing and addressing such issues. This higher competency is required to
detect, diagnose and formulate a course of action during the operational event.
This assumes that the actions of the user can result in a positive outcome. The
more dimensions autonomy occupies, the more extensive, the more difficult -
real-time - diagnosis becomes. We can no longer rely on the steady-state being
a safe condition. Economics and human factors knowledge imply that this is not
a credible approach. As a result, organisational and technical means must be
found to identify and address potential accidental autonomy issues.

For all forms of autonomy, the permutations of threats, failures and latent haz-
ards may be extensive but are foreseeable. Accidental Autonomy may result in
unintended consequences. Merton [29] asserts that these are outcomes that are
not the ones foreseen and intended by a purposeful action. The operational do-
main includes maintenance. What provision should autonomy make to include
the statutory requirements for ‘Permit to Work’ (PtW) and its required ‘Safe Sys-
tem of Work’ (SSoW) based on one or more ‘Safe Method of Work” (SMoW)?

Its hidden nature characterises accidental autonomy. Its use to manage the
properties of an underlying design without adequate annunciation and user in-
volvement contributes to the confusion of an ongoing incident. Its actions cannot
be assumed to be benign or malevolent; they will be incomplete, in accidental
autonomies pursuit of ill-defined, unknown goals.

6 Conclusion

No single approach resolves the difficulties associated with the essence [9] of
engineered and accidental autonomy - those parts concerned with the fashioning
of abstract conceptual structures of high complexity. Greater scale, scope and
complexity give rise to an urgency to create strategies to manage the large-scale
application of techniques and measures. In part, this urgency arises from the
reliance placed on these systems and safety risks associated with their failure.
Many systems are reliant on this connectivity and provide substantially reduced
functionality when the interconnectivity fails. In contrast, previous generations
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of system implementations operated as islands, separated and protected from ex-
ternal influences — and in that sense, self-reliant.

The first step in addressing accidental autonomy is recognition of its potential
scale, scope and complexity. It will introduce new failure mechanisms due to
differences in its required and the actual context. It is a multi-dimensional prob-
lem occupying vertical, horizontal and product-line axes. Its management will
require many interrelated approaches and their associated techniques and
measures. Its independence also provides new forms of latent failures. For ex-
ample, two or more learning autonomous elements may adapt in different ways
to changes in their operational environment. The new behaviours may introduce
conflict and cause instability over many learning cycles. There is no guarantee
that these differences will resolve into a stable state. Such variations will only
be manifest in an incident.
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Abstract Autonomous systems make use of a suite of algorithms for understand-
ing the environment in which they are deployed. These algorithms typically solve
one or more classic problems, such as classification, prediction and detection.
This is a key step in making independent decisions in order to accomplish a set
of objectives. Artificial neural networks (ANNSs) are one such class of algorithms,
which have shown great promise in view of their apparent ability to learn the
complicated patterns underlying high-dimensional data. The decision boundary
approximated by such networks is highly non-linear and difficult to interpret,
which is particularly problematic in cases where these decisions can compromise
the safety of either the system itself, or people. Furthermore, the choice of data
used to prepare and test the network can have a dramatic impact on performance
(e.g. misclassification) and consequently safety. In this paper, we introduce a
novel measure for quantifying the difference between the datasets used for train-
ing ANN-based object classification algorithms, and the test datasets used for
verifying and evaluating classifier performance. This measure allows perfor-
mance metrics to be placed into context by characterizing the test datasets em-
ployed for evaluation. A system requirement could specify the permitted form of
the functional relationship between ANN classifier performance and the dissim-
ilarity between training and test datasets. The novel measure is empirically as-
sessed using publicly available datasets
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1 Introduction

Verification and validation (V&YV) are vital parts of the development of any en-
gineering system. These processes are well-established in more mature sectors of
engineering such as aerospace and automotive. However, they are not as well
developed in areas such as autonomy and machine learning (ML), and the broader
field of artificial intelligence (Al). Since ML technologies are being more widely
adopted, questions will be asked as to whether they will behave in an expected
manner, and whether any people they might interact with during their operation
will be safe.

The focus of this paper will be the verification of artificial neural network
(ANN) systems, which lie within the field of ML. More specifically, ANN clas-
sifiers will be considered. ANN classifiers have played a key role in the progress
made by commercial ML systems in recent years, and so their verification is vital,
especially for safety-critical systems. An ANN classifier is verified by acquiring
evidence that it operates as expected.

Systems are verified with respect to the specified requirements. The obvious
requirement for a classifier is: a given level of classification performance; the
requirement can be verified by dynamic testing. However, this unelaborated re-
quirement does not refer to the test dataset. An unspecified test dataset could be
interpreted as being any arbitrary input set, in which case it might be inappropri-
ate for the system incorporating the classifier. An additional requirement needs
to be specified: the properties of the test dataset used to evaluate the classification
performance. The test dataset might be characterised, for example, in terms of its
relation to the dataset used to train the classifier, or in terms of its noise content,
or in terms of the intrinsic separability of its component classes. System require-
ments addressing discriminative capability could then state the permitted form of
a function mapping test dataset properties to classifier performance. If these re-
quirements are specified and verified, we can have a degree of confidence that
the classifier will perform at a certain level in an operational mode when applied
to input instances of a certain type. Different classifier use cases might require
different requirements to be drafted in terms of the stated test dataset properties.

This paper introduces a measure. This is a measure of the dissimilarity be-
tween a training dataset and a test dataset, and is formulated in terms of the sep-
aration of points in a representational space. This dissimilarity will henceforth be
termed ‘dataset dissimilarity’. It can be used to quantify the properties of real-
world classification datasets. Classifier performance for a particular test dataset
might itself be measured in terms of say, accuracy. If so, classifier accuracy can
then be given as a function of our dataset dissimilarity measure: each test dataset
is assigned a dataset dissimilarity value, and this is mapped to an accuracy value.
This in turn allows requirements to be formulated in terms of the necessary rela-
tionship between performance and the test dataset dissimilarity measure. If this
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requirement is verified, evidence has been gathered that the classifier will per-
form at a certain level, in terms of classification accuracy for example, when pro-
cessing test datasets which return particular values for the dataset dissimilarity
measure.

The remainder of this paper is structured as follows. We briefly introduce
some important verification and validation concepts derived from software engi-
neering in section 2, and then review the relevant literature in section 3. We then
discuss our contribution to the field in section 4, before presenting and analysing
initial experimental work in section 5. Section 6 examines how the approach de-
scribed could be extended. In the final section, we draw conclusions.

2 Key V&V Concepts Relevant to Machine Learning
Algorithms

Verification methods can be defined to be: ‘methods by which confidence can be
gained in the correctness of a system with respect to its specification’ (Hond, et
al. 2018). These methods can be divided into formal verification and dynamic
testing. Formal verification attempts to prove at least some degree of correctness
of the system model with respect to requirements; dynamic testing employs test
instances to gain confidence in the correctness of the actual, trained ML system.

ML training and test dataset instances correspond to points in an input space,
the space in which all possible inputs can be represented, or, after feature extrac-
tion, as points in some feature space (as explained further in section 4). Some-
times it is assumed that the test data is distributed, in input or feature space, in
the same way as the training data (Chung et al 2019). Often, this assumption will
be incorrect. The form of these distributions and the identification of outliers rel-
ative to a distribution are significant for the evaluation or verification of ML sys-
tems.

In traditional software engineering, corner cases are a key aspect of verifying
the correctness of a program’s behaviour. A corner case is a state in which several
factors reach the edge of their operating or behavioural range (each being an edge
case) simultaneously (e.g. when several program inputs achieve their maximum
or minimum values) (ChicoState, 2016). Such states might only occur rarely, and
might also be difficult to generate or simulate. These situations are important,
because in some sense they represent a high-stress scenario for the designed soft-
ware: if the behaviour observed under such a set of inputs is correct or within
expectations, then the designer derives confidence - at least for the range and
number of corner cases tested - that the program they have written is robust.

The idea of a corner case naturally transfers to ML input data. Here, corner
cases can be considered to be outliers with respect to training data. If each factor
influencing or operating within a system corresponds to an axis, and there are a
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large number of axes, then co-occurring factor values would correspond to points
in a high-dimensional space, and could be modelled by some probability density
function. A point in this space corresponding to some corner case combination of
factor values, would tend to return very low values for such a probability density
function relative to the values returned for more likely combinations. Such a point
would therefore be an outlier, and outliers tend to pose a significant challenge for
a ML algorithm. As ML algorithms enter deployment, we need to be able to state
and verify the expected, or mandated, prediction or classification performance
for corner cases.

3 Related Work

In (Asgari, et al. 2019), a review of selected aspects of RAS (Robotics and Au-
tonomous Systems) from different sectors is covered. This review includes the
defined level of autonomy, the technological and regulatory aspects, and current
verification, validation, certification and assurance (VVVCA) aspects. The current
VVCA are mainly based on the standards and regulations for the safety and se-
curity of systems that are composed of deterministic functions. The incorporation
of ML in RAS will generally necessitate new techniques for architecting, design-
ing, developing, integrating, and testing of these systems. This includes adoption
of techniques for achieving functionality in terms of adaptation and learning, ac-
commodating reliability and resiliency, and performing verification of non-de-
terministic autonomy algorithms, using both formal verification and dynamic
testing.

The formal verification of ANN classifiers is a new, though burgeoning, sub-
ject which has only established a limited range of results to date. Many studies
have examined the extent to which test instances can be perturbed without yield-
ing a change in the assigned class (Weng et al. 2018). This seam of research was
a response to the observation that images which have been correctly assigned to
a particular class by an ANN classifier, are sometimes assigned to an alternative,
incorrect class when subject to minor modifications; if an image is only slightly
perturbed, it is unlikely to be assigned a different class by a person, and so if it is
assigned a different class by a classifier, the decision is likely to be erroneous.
Such minimally modified images have been termed ‘adversarial’ (Szegedy et al.
2014) and might be produced for malicious reasons.

The field of ANN classifier dynamic testing has also been concerned with
identifying adversarial images. In (Ma et al. 2018), (Tian et al. 2018), (Pie et al.
2017), the authors propose test coverage metrics which assess the extent to which
neural networks are exercised by test datasets. It can be empirically demonstrated
that adding adversarial images to a test image dataset tends to increase neural
network coverage (Ma et al. 2018).
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4 A Novel Measure of Test Dataset Dissimilarity: The Median
Fractional Neuron Region Distance

The contribution made by this paper is the introduction of a novel measure which
gauges the dissimilarity between a test dataset and a training dataset. This meas-
ure adopts and extends some of the concepts reported in the DeepGauge paper on
testing criteria (Ma et al. 2018). DeepGauge aims to extend traditional software
V&YV dynamic testing methods to ANN architectures by defining ANN test cov-
erage criteria. We mirror the DeepGauge paper in focussing on ANN classifiers
applied to imagery.

The metrics proposed by the developers of DeepGauge are all based on the
range of values output by the neurons within the neural network architectures
under test. The paper defines a number of test coverage measures. At the core of
the formulation of these measures are two complementary concepts. The authors
term these the “major function region of a neuron” and the “corner-case region
of a neuron”, and provide formal definitions for both. When submitted to a
trained network, the images used for training will generate an output value for
each neuron. The major function region of a neuron is the interval between the
greatest and least output values generated for that neuron by the set of training
images. The corner-case region of a neuron is then defined as the complement of
the major function region: it is the set of values outside of that interval, and within
-o0 and +oo. If a test image is submitted to a network, then each neuron will pro-
duce an output value which might lie in the major function region or in the corner-
case region. The set of neurons whose output values lie in the corner-case region
can be considered to be ‘corner-activated’ (our term). This is illustrated in Figure
1. This conception is in keeping with the discussion presented in section 2, in that
a corner-case is considered an outlier. This paper further designates a neuron as
being ‘upper’ or ‘lower’ corner-activated based on whether the activation range
is violated at the lower or upper bound. A network as a whole is considered to be
located in its corner-case region, after processing some input image, if at least
one of its neuron output values lies in a (neuron) corner-case region.
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Fig. 1. lllustration of the definition of upper and lower corner activation values for a given
neuron, based on the maximum and minimum activation values (amin and amax) recorded for
that neuron over the set of training images. The green region spans the major function region,
i.e. the range of neuron output values observed when processing the set of training images. By
definition, only test images can produce neuron output values outside of the major function re-
gion and in the zone denoted the corner-case region. The axis has a zero marked to the left be-

cause it is being assumed that the neuron is a rectified linear unit (ReLU).

The DeepGauge test coverage criteria are stated in terms of statistics describing
how many neurons are corner-activated in a network, and also the pattern of these
activations, over a whole test dataset. For example, the DeepGauge paper intro-
duces the “neuron boundary coverage” which is a measure of the extent to which
a network has been exercised by a given test dataset. Given that a neural net has
been applied to a test dataset, the measure is defined as the sum of the number of
neurons which have been ‘upper’ corner-activated and the number of neurons
which have been ‘lower’ corner-activated, with this sum being normalised by
dividing by twice the number of the neurons in the network.

We have formulated a novel distance which returns a value for a given test
instance and a particular training dataset. We have also defined a normalised form
of this distance. Our novel dataset dissimilarity measure is the median of this
normalised distance over a test dataset. These measures apply to ANN classifiers.

The first distance is termed the Neuron Region Distance (NRD), which is an
extension of the DeepGauge measures, and is based on the major function and
corner-case neuron regions. The NRD can be normalised to produce a Fractional
Neuron Region Distance (fFNRD). fNRD values can be interpreted as indicating
the extent to which test instances differ from a training dataset; the values can be
used to generate a measure of test dataset dissimilarity. Each test instance in a
test dataset will return an fNRD value. Our dataset dissimilarity measure is the
median of the set of fNRD values returned for an entire test dataset: the median
fNRD. The fNRD and the median fNRD will be mainly discussed for the remain-
der of this section.



Quantifying Dataset Properties for Systematic ANN Classifier Verification 47

We show that the median fNRD relates monotonically to classification perfor-
mance, and thus helps add context to a quoted performance figure (such as accu-
racy or recall). Our novel distances and measure can also be used as additional
analytical tools for test coverage assessment, for example in addition to those
offered by DeepGauge.

When an ANN classifier is applied to imagery, each test or training instance
will take the form of an individual image. The fNRD is then a measure of the
difference between a test image and a dataset of training images. The images
comprising a training dataset can be treated as points in an input space, for ex-
ample the space of all images, where each axis corresponds to a pixel. If each
training image is mapped to a feature vector, then the dataset can also be repre-
sented in feature space, where each axis corresponds to a feature vector compo-
nent. When training a classifier to perform some classification task, the set of
training images employed will not, in general, be the optimal training set. The
optimal population of training images will be distributed in input or feature space.
The actual training set will comprise sample images drawn from this distribution.
The performance of a classifier is partly dependent on the spatial relationship
between the sample images in the actual training dataset and the optimal image
distribution. A test image might arise in a region of space where the optimal im-
age distribution has not been densely sampled. For example, the test image might
be distant (by some measure in the space) from the majority of the training im-
ages. For such a case, misclassification is more likely. Therefore, since the dis-
tances between images, or between an image and an image dataset, can influence
classification performance, the measurement of such distances has utility. There
are many ways to measure the distances between images, and several spaces in
which these measurements can be madel. The NRD and fNRD are additions to
the set of measures for determining image proximity. In line with this discussion,
a conjecture can be proposed - and ideally this notion would be theoretically and
empirically underpinned - that test images with a greater fNRD, that lie further
from the training dataset, will be more likely to be misclassified. If this were the
case, then it can be further conjectured that the median fNRD would have a de-
creasing monotonic relationship with classification performance.

Suppose that a neural network is trained with an image dataset, and also that
multiple test datasets are prepared. By finding the fNRD of each image, the me-
dian fNRD can be found for each test dataset. We suggest two potential behav-
iours in the context of object classification:

Type 1: If the performance of the network for each test dataset significantly
decreases as the median test dataset fNRD increases, then the network
is not generalising well to more distant data.

1 There is some evidence for the counter-intuitive behaviour of distance metrics in high-dimen-
sional spaces (Aggarwal, Hinneburg & Kiem, 1973).
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Type 2: On the other hand, if performance is stable across a range of median
dataset fNRD values, then classifier generalisation is good.

Having established this novel measure, the median fNRD, an experimental in-
vestigation is required to assess its effectiveness for placing performance evalu-
ation in the context of test dataset dissimilarity. The issues to be addressed in-
clude:

Issue 1: Is there a positive relationship between the median fNRD of a test da-
taset and some alternative, perhaps intuitive, measure of the dissimi-
larity of the test dataset to the training dataset? If this is the case, then
it provides evidence that the median fNRD is an effective indicator of
significant test dataset dissimilarity, that it will reflect real-world, no-
ticeable changes between datasets. This activity is intended to estab-
lish the measure’s potential as a practical tool.

Issue 2: Can the measure be employed to evaluate the ability of an ANN clas-
sifier to generalise? One approach is to determine the relationship be-
tween classification performance and the median fNRD of multiple
test datasets.

5 Experimental Investigation into the Utility of the Median
fNRD Measure

The experiments described in this section were designed to reveal how the per-
formance of an ANN classifier changes when the median fNRD of the datasets
used to test the network is varied. Specifically, we were interested in manipulat-
ing the median fNRD for a given base test set, and observing whether this was
related to any observed changes in the performance of a trained network.

5.1 Manipulating the median fNRD

Broadly, there are two approaches to preparing a collection of datasets which
exhibit a range of median fNRD values: choosing a number of varied, existing
datasets to use for testing, or applying a series of transforms to a fixed test dataset,
for example by adding noise or blurring. The former is difficult to do, as under-
standing what makes two images “different enough” to increase the fNRD by a
particular value, or to increase the chances of misclassification by a set amount,
is not obvious at the outset, and requires knowledge of both the underlying da-
tasets and how the network was trained. For example, a classifier for cars trained
on images taken from a side-perspective would likely struggle to classify a car
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from an aerial image. This probably would not be the case for a network trained
on a large dataset of images with a range of perspectives. Rather than curating
datasets which yield higher or lower median fNRD scores, we opted for the sec-
ond approach and chose to apply simple transformations to distort the images.
This was based on the knowledge that these perturbations typically reduce per-
formance for both machine-vision algorithms and humans alike (Geirhos, et al.
2018). To be specific, we systematically generated a series of test datasets from
a source dataset by adding noise of progressively greater variance to the source.

Our investigations centred around two well-known datasets: 1) the original
Modified National Institute of Standards and Technology dataset (MNIST),
which features images of handwritten digits (LeCun, Cortes & Burges 2019), and
2) Fashion MNIST (Fashion 2019), which features images of items of clothing.
We refer to the MNIST data as the “Base” dataset.

5.2 Building and Training Classifiers

The LeNet5 convolutional neural network (CNN) architecture (LeCun et al.
1998) was used to build classifiers for both the Base MNIST and Fashion MNIST
datasets. This choice was made to allow comparison of our computed Deep-
Gauge-based statistics with those reported in the original paper (Ma et al. 2018).
This architecture is also relatively lightweight, with 60k parameters, and there-
fore fast to train, even without access to intensive GPU processing.

In order to stabilise computed statistics, five class-balanced training, valida-
tion and test splits were drawn in the ratio 819: 81: 100 to create five copies of
each network. Mean values for performance metrics and median fNRD scores
were calculated over the five networks.

Training was carried out using the ADAM (Kingma Ba 2017) optimisation
routine, and all networks were implemented using Keras with a Tensorflow
backend. Hyper-parameters and learning rate schedule were set as per the original
LeNet5 paper (LeCun et al. 1998).

To standardise training for the two networks, early-stopping was implemented
based on the accuracy computed on a validation dataset. The criterion for halting
training was an inter-epoch difference in validation accuracy of < 0.5%. The
model with the highest observed validation set accuracy was then retained.

5.3 The Effect of Transformations on the Median fNRD and on
Classifier Accuracy

In line with the Issues listed at the end of section 4: in Issue 1, the potential role
of the median fNRD for assessing test dataset dissimilarity needs to be assessed
with regard to an alternative and intuitive method for measuring dissimilarity. To
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that end, a series of test datasets featuring noise of progressively greater variance
was generated from a source test dataset. A second series was also produced from
an alternative source. The median fNRD was then measured for each test dataset
to see if it rose with increasing noise variance. Such a rise would indicate that the
median fNRD has an increasing monotonic relationship with the variance of ad-
ditive noise.

Issue 2 is to investigate whether classification performance has a decreasing
monotonic relationship with median fNRD, as conjectured. Since additive noise
is known to reduce classification performance (Geirhos, et al. 2018), the same
two test dataset series used to address Issue 1 were also used to investigate the
relationship between the median fNRD and classification competence.

The two source test datasets were drawn from the Base MNIST and the Fash-
ion MNIST datasets, and derivative datasets were generated by adding noise.
Thus in addition to the two source datasets, for which the additive noise can be
considered to be zero, 14 further datasets were produced, 7 generated for each of
the two source datasets by adding noise of progressively greater variance. Figure
2 shows the effect of these 8 different additive noise variances on the recall2 for
a selection of classes (as assigned in the Base MNIST and Fashion MNIST da-
tasets). The blue trace corresponds to the Base MNIST family of datasets and the
orange trace to the Fashion MNIST family of datasets. The full results for all
classes can be found in Figure 5, 8 Appendix A.

We use recall to indicate classification success due to both source datasets
being multiclass. If the datasets had been binary, recall could have been plotted
against false alarm rate to produce a receiver operating characteristic (ROC)
curve, but this approach does not naturally transfer to the multiclass case. Each
graphed recall score is an average, calculated over 5 repeats, as discussed above.
The plots show that as the additive noise increases in strength, recall degrades
monotonically in practically all cases. There are small increases for classes 0, 2
and 9 for Fashion MNIST, though this is isolated to the least additive noise vari-
ance (for variances greater than zero), after which a decrease in recall is observed.

With the same gradated degrees of noise variance applied to the source test
datasets, i.e. using the two series of test datasets prepared as described, we calcu-
late the fNRD for each image in each dataset, and recover the median fNRD value
per dataset. According to Figure 3, the median fNRD appears to increase with
greater additive noise variance, and this is observed for both datasets. This makes
intuitive sense: adding noise shifts the distribution of the test images away from
that of the images used to train the network. This establishes, in this particular
case, that the median fNRD has an increasing monotonic relationship with addi-
tive noise variance.

2 Recall is defined as the number of true positives over the sum of the true positives and false
negatives.
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Fig. 2. Recall scores for a selection of classes in the Base MNIST (blue) and Fashion MNIST
(orange) datasets as a function of additive noise variance.

Our next step is to determine the relationship between classifier performance and
the median fNRD. The scatter plot of classification accuracy3 against the median
fNRD score (Figure 4) suggests that the relationship between the two quantities
is monotonic and decreasing. In other words, test datasets for which the median
fNRD is higher, are associated with reduced classification accuracy. This is an
example of classification behaviour Type 1 as listed in Section 4: both networks’
performance scores suffer as the median fNRD, and the additive noise variance,
increases, which indicates that they are unable to generalise well to images which
feature large amounts of added noise.

Classification behaviour Type 2, stable performance as the median fNRD var-
ies, is not observed here. In Figure 4, the scatter plots for both datasets show very
similar behaviour. If the performance curve for one dataset had deviated much

3 Accuracy as a metric is defined as the fraction of correctly classified test instances.
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less with increasing median fNRD than the curve for the other dataset, we would
have gained some evidence that the network delivering the more stable perfor-
mance would be better able to generalise to unseen, noisy data.
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Fig. 3. Variation in Median Fractional Neuron Region Distance (fNRD) per dataset against the
variance of additive noise applied to the Base MNIST or Fashion MNIST source test datasets.
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6 Future Work

We are currently undertaking a finer-grained examination of the relationship be-
tween the fNRD and classifier performance by producing results for subsets of
datasets.

So far, we have examined classic datasets, using Base MNIST and Fashion
MNIST as the source of training and test data. Applying the fNRD approach to
more extensive public or industrial datasets would be an obvious next step, and
would allow us to check whether our results hold for more useful application
areas. Although imagery and CNNs have featured in this study, the measures can
be applied to any form of input data, and other ANN architectures.

We also intend to apply other transformations to source datasets, in the same
manner that additive noise was applied in the set of experiments described. These
would include further image processing transformations that are known to de-
grade quality and perceptual performance, such as rotations, and blurring by
means of Gaussian filters. As before, the focus would be on the relationship be-
tween classification accuracy and fNRD values.

7 Conclusions

The Assuring Autonomy International Programme (AAIP) is developing a Body
of Knowledge which will serve as a reference for the safety assurance of auton-
omous systems (Hawkins 2019). Our proposed approach addresses several assur-
ance objectives within the document such as: Sufficiency of training, Verification
of the learned model, Using simulation, and Identifying ML deviations.

Novel approaches for verifying the correctness, performance, and behaviour
of ANN classifiers will raise levels of confidence in their robustness and safe
operation, and in their suitability for real-world deployment. Our contribution,
developing a measure which allows classifier performance to be given as a func-
tion of test dataset dissimilarity, is a step towards this end. The measure, and the
associated function, can be used to refine the expression of classifier require-
ments, enabling more systematic and informative verification.

In this paper, the neuron region distance (NRD) and fractional neuron region
distance (fNRD) have been introduced. They indicate the difference between a
test instance (for example a test image) and a set of training data. A statistic de-
scribing these distances, the median fNRD, has been employed as a novel meas-
ure to assess dataset dissimilarity. These distances and the measure can be used
to evaluate ANN-based object classification algorithms.

The experiments conducted have shown that classification accuracy is a mon-
otonically decreasing function of median dataset fNRD. This was established by
determining the relationship between classification performance and median
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fNRD for multiple test databases. This finding supports the conjecture made in
section 4. The result also illustrates how the median fNRD could be used to assess
the ability of ANN classifiers to generalise to test datasets of increasing dissimi-
larity.

Empirical evidence has also been presented which suggests that the median
fNRD can be expressed as a monotonically increasing function of an alternative
and intuitive measure of test dataset dissimilarity, namely the variance of noise
added to a base training set. This indicates that the median fNRD could prove to
be practical measure, where the values returned relate to significant differences
between real-world datasets.

Requirements addressing the performance of ANN classifiers could make use
of the fNRD. For example, the form of an acceptable relationship between clas-
sification performance and median test dataset fNRD could be specified in a re-
quirement. Verification would then need to provide evidence that the relationship
is in accord with the stated constraints.
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Fig. 5. Recall scores for each class in the Base MNIST (blue) and Fashion
MNIST (orange) datasets as a function of additive noise variance.
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Abstract The International Civil Aviation Organization (ICAO) only accepted
the original satellite navigation constellations (GPS and GLONASS) as a supple-
mentary source of navigation data for civil air transport. This was not because
of accuracy (although that is insufficient for some phases of flight), but because
of the lack of integrity. Position errors due to a satellite fault, for example, can
go undetected. This paper briefly summarises provisions specified by ICAO to
make a trusted Global Navigation Satellite System, and looks forward to some
new developments in providing trusted information to support the integrity of
navigation solutions, which could also be used in other domains, e.g. autonomous
vehicles.

1 Introduction

Many people will attend the 2020 Safety-critical Systems Symposium in York
having travelled by car, and assisted by a GPS-based navigational aidl. Such a
satellite navigation receiver, or “Sat Nav”, is something to check from time to
time to confirm the planned route is still being followed; it may also provide
advice such as, “Turn left in two hundred yards”. It does not automatically direct
the vehicle. Would it be ‘safe enough’ to direct the vehicle?

There is a stretch of motorway (freeway) in England that runs alongside a local
road. Drivers on that route have reported being told by their Sat Nav to “Return
to the motorway”, because the navigation receiver perceives them to be suddenly
on the local road. The navigation solution is not sufficiently accurate for follow-
ing that particular road layout.

Some commercial aircraft autopilots are informed by satellite navigation, and
so this technique is used to direct vehicles. Presumably, the pilots are not told to

1 GPS is the Global Positioning System, also known as Navstar, a satellite navigation system
developed and managed by the United States Department of Defense.

© John Spriggs 2020.
Published by the Safety-Critical Systems Club. All Rights Reserved
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“Return to the airway”, so what is different? The avionics system is not just using
GPS, it is using GNSS, the Global Navigation Satellite Service, as specified by
ICAQ, the International Civil Aviation Organization. GNSS is defined (ICAO,
2018a) as:

A worldwide position and time determination system that includes one or more satellite
constellations, aircraft receivers and system integrity monitoring, augmented as
necessary to support the required navigation performance for the intended operation.

This definition of GNSS is from an Annex to the Chicago Convention on Civil
Aviation, which established rules of airspace, and set up ICAO to become a
United Nations agency to coordinate international air travel and maintain the
rules.

Article 28
Alr navigation Each contracting State undertakes, so far as
faclilitles
and standard 1t may find practlcable, to:
systems

(a) Provide, in 1ts territory, alrports,
radlo services, meteorologlcal services and
other alr navigation facilitles to facllitate
international air navigation, in accordance
with the standards and practices recommended
or established from time to time, pursuant to

this Convention;

Fig. 1. Extract from the original Convention on International Civil Aviation (1944)

Notice that the GNSS definition does not explicitly mention accuracy. Vehicle
system designers will make provisions to obtain the accuracy needed for their
intended applications, be it keeping to a taxiway or an airway, or finding and
staying on the glidepath into an airport runway. The parameter that is important
for safety is integrity, the trust users can have that the system will provide the
required performance. This is mentioned in the GNSS definition and explored
further in Section 4.

A basic navigation service may be obtained from a single constellation of nav-
igation satellites; this is not sufficient for most civil aviation applications, which
require better accuracy and/or integrity. To establish this, the GNSS definition
states that signals from a satellite constellation, currently GPS or GLONASS?,

2 GLONASS is the Globalnaya Navigazionnaya Sputnikovaya Sistema, a satellite navigation
system originally deployed by the Soviet Union and now developed and managed by the Rus-
sian Roscosmos State Corporation for Space Activities.
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are to be “augmented as necessary”, i.e. used in combination with additional
equipment and sources of information to provide the navigation services to avia-
tion users.

The Standards and Recommended Practices of Annex 10 to the Chicago Con-
vention specify three types of augmentation system particular to aviation: space-
based, ground-based and aircraft-based (ICAO, 2018a). If you deploy or operate
equipment to implement an augmentation scheme in an aircraft, it must satisfy
the associated ICAO-promulgated requirements. Annex 10 defines:

Satellite-based Augmentation System (SBAS). A wide coverage augmentation
system in which the user receives augmentation information from a satellite-
based transmitter.

Ground-based Augmentation System (GBAS). An augmentation system in
which the user receives augmentation information directly from a ground-based
transmitter.

Aircraft-based Augmentation System (ABAS). An augmentation system that
augments and/or integrates the information obtained from the other GNSS ele-
ments with information available on board the aircraft.

Understanding these alternative augmentation systems requires some knowledge
of how position measurements are made.

2 An Aside on Position Measurement

Imagine taking a set of rulers and getting someone to use each of them to measure
your x-y position from the corner of the room; they would get a scatter of an-
swers, with errors arising from their method and from the rulers themselves. Plot
them, and the resulting map may look like Figure 2 wherein the corner of the
room is at (X, y) = (0, 0).
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Fig. 2. A Scatter of Measurement Results

Now take the set of GPS satellites that are in view and use sub-sets of them to
measure your position on a similar map. You may well get another scatter of
answers looking like Figure 2.

It transpires that one of the rulers and one of the satellites each has a significant
error. Point A in Figure 2 is obviously different from the others; it is an outlier.
We would expect that Point A was the one obtained with the ‘bad ruler’. How-
ever, Point A is very likely to be the best result obtained from the satellite meas-
urements, because it is the result unaffected by the ‘bad satellite’. This arises
because satellite navigation is not done by separately measuring Cartesian co-
ordinates with respect to an origin, like we did with the rulers; rather, it uses
multilateration. The navigation receiver measures the distances from a set of
known points, the satellites, to itself and then works out its position from there.

Now imagine that we are at a fork in the road (in a flat landscape), and the
signpost says it is four miles to village A in one direction, five miles to village B
in the other direction, and village C is six miles behind us. We could be anywhere
on a six-mile radius circle around C, but that intersects with the five-mile radius
circle around B at two points. Drawing the four-mile radius circle around A (ap-
propriately scaled of course) on our map decides which point is the right one.
See Figure 3.



Satellite Navigation ~ Where Are We Going? 61

B
The sighpost
is here

Fig. 3. The Intersecting Circles Model

The principle is the same with the satellites’ measurements, except that we would
take the solution down from a sphere to a circle, to two points, and then to one.
Alternatively, you could construct notional circles/spheres around your own po-
sition, each of which intersects with one of the villages or satellites, and then
solve for a common centre.

The problem is that in practice it does not work out quite that easily; the circles
or spheres do not intersect at a point due to measurement uncertainty. The degree
of uncertainty in the solution depends on, amongst other things, the geometry
(and it is not just that the roads to villages A, B and C are not straight, or not
knowing to which location in the village the signpost is pointing).

As with any measurement process, there will be uncertainty in the results and
so we are not intersecting perfect Euclidean circles or Platonic spheres, but some-
thing with ‘thickness’, i.e. the radius is not just R but R + e, where e is a repre-
sentation of the measurement error. In the left hand part of Figure 4 the diagonal
shading shows the uncertainty in an individual measurement, and the hash shows
the uncertainty in the location of the intersection point.
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Fig. 4. Geometric Dilution of Precision

If the geometry were to be different, we would get a larger uncertainty in the
solution as shown by the hashed area in the right hand part of the figure. This
effect is called Geometric Dilution of Precision, i.e. the uncertainty in the result
that is a function of geometry.

This is all straightforward, but glosses over a significant aspect. Irrespective
of whether you use the intersecting circles model, or solve for a common centre,
you will need to know the co-ordinates of the villages to specify the circles
needed to work out your co-ordinates. How does a navigation receiver know
where each satellite is? Furthermore, the actual distance measurement is done by
timing how long a signal takes to get from the satellite at the speed of light, so
how does the receiver know when the satellite was when the signal left it?

To look at the clock problem, we need to return to the fork in the road, where
the signpost has been refurbished, removing the distances (see Figure 5).

Fortunately, the town clocks at A, B and C are synchronised to an atomic ref-
erence clock and so, if we were to measure the times of arrival of the sounds
when they strike the hour, we would be able to work out the distances easily,
knowing the speed of sound. At least, we would if the local receiver clock were
also synchronised to the atomic reference, and it is not; giving us three equations
for four unknowns, which is insufficient. Each equation can be rearranged to
show that the distance from each point, divided by the speed of sound, is the time
the sound arrived minus the time when it started out.
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Fig. 5. The Refurbished Signpost Has No Distances

The time measurements made were arrival times against a different time-base,
which give what is known as pseudo-ranges, rather than the required distance.
There is a simple work-around; rather than working with the individual measure-
ment, we can take differences between pairs of arrival time measurements. This
cancels out the time of transmission, and gives us three equations for three un-
knowns, which is tractable despite losing us the intersecting circles model. There
is still uncertainty due to the geometry, the measurement method and variations
in the speed of sound from the cold, wet, September day on which Figure 5 was
captured to the hot, clear, high-pressure, days earlier in the Summer.

The same approach can be taken with the satellite solution, but could it be less
uncertain, because, as “everyone knows”, the speed of light is constant? In fact,
the speed of light is only a constant in free space and, unfortunately, the space
between the satellite and receiver is not free in this sense, being encumbered by
the troposphere, which slows down light (and radio waves, and sound), and by
the ionosphere, which interferes more dynamically with the signals. Conse-
quently, it is not just geometry and the method of measurement introducing un-
certainty.

In practice, there are other error sources not addressed here, as this is just an
overview. The interested reader can find them briefly discussed in the proceed-
ings of a previous Safety-critical Systems Symposium (Spriggs, 2003).

Some errors are mitigated by system design. Others can be compensated for
in the receiver using correction factors to improve accuracy. These data are pro-
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vided by the satellites in addition to the ranging signals in a “Navigation Mes-
sage”, which also includes orbital parameters (almanacs3 and ephemerides?), so
that the positions of the satellites can be calculated, as required for the solution.

3 New Frequencies

One of the new developments in GNSS is being introduced specifically to reduce
measurement errors due to the ionosphere. It has been observed that the iono-
spheric effects are a function of frequency, such that, if the ranging signals were
to be transmitted on two frequencies, the receiver would be able to apply correc-
tions largely removing the ionosphere-related error. The original GPS design
includes two frequencies for precise position measurement, but only one of these
is available for civilian use.

All navigation signals used for civil aviation are required to be within the fre-
guency bands specifically allocated by the International Telecommunication Un-
ion to the Aeronautical Radio Navigation Services (ARNS). This is to ensure
that all signals used for aviation purposes are not affected negatively by other
transmissions, which are kept out of those bands. The ARNS allocation is a sub-
set of frequency bands allocated to Radio Navigation Satellite Services in gen-
eral.

The original GPS civilian frequency, known as “L1” and centred at 1575.42
MHz, has now been joined by “L5” at 1176.45 MHz. These frequencies are in
separate ARNS sub-bands, but can both be used for aircraft navigation with a
suitable receiver. Similarly, GLONASS offers a new frequency “L3”, which is
in the same band as GPS L5.

Note, however, that the Standards and Recommended Practices of Annex 10
(ICAOQ, 2018a), which specify, in line with the GNSS definition, receiver perfor-
mance, augmentation systems, and integrity monitoring, will need to be updated
to include specification details of L5 and L3 before such a receiver can be ap-
proved for use on airliners. Such an update is currently being developed by ICAO
working groups.

3 In antiquity, an almanac was a document published annually containing predicted events, such
as sunrise and sunset times, eclipses, tide tables, etc. In contrast, a new GPS Almanac is up-
loaded for transmission by the satellites every six days; it contains information on the entire
constellation, including coarse orbit data, and various correction factors.

4 An ephemeris gives data on the trajectory of astronomical objects, and is used in astronomy
and celestial navigation, i.e. the art of observing stars, etc., and using the time of the observa-
tions with their ephemerides to work out where the stars are and, hence, estimating your own
position. The GPS Ephemeris transmitted by each satellite gives its current and predicted lo-
cations, clock corrections, etc. It is updated every two hours.
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4 Integrity

Like Safety, Integrity means different things to different people. Even in my
narrow context of international civil aviation, there is more than one definition
enshrined in annexes to the Chicago Convention. Annex 10 itself has a number
of integrity definitions specific to particular systems (ICAO, 2018a), but also has
a general “Integrity” definition, which states®:

A measure of the trust that can be placed in the correctness of the information supplied
by the total system. Integrity includes the ability of a system to provide timely and valid
warnings to the user (alerts) [when the system must not be used for the intended
operation (or phase of flight)].

Whereas Annex 15 (ICAO, 2018b) has “Data Integrity”:

A degree of assurance that aeronautical data and its value has not been lost or altered
since the origination or authorized amendment.

Note that the Annex 15 definition refers to loss, whereas that from Annex 10 does
not; this is because of the context.

Annex 15 addresses aeronautical data, for example the surveyed position of a
ground-based navigational aid. This is required to be correct, but it could have
become corrupted. Some possible corruptions are believable, and so potentially
dangerous, whilst others are obvious, in which case the data are considered lost
to the user. For example, a corruption apparently putting the navigational aid on
another continent would be obvious, and the data would be discarded.

In the Annex 10 context, it is the signals in space from our navigational aid
that are considered. It does not really matter if the system is lost, i.e. ceases
functioning, because that is obvious and other provisions (such as inertial navi-
gation) will be in place, but it does matter if the signals are believable, but dan-
gerously wrong. If a navigation aid is transmitting corrupted signals, it is re-
quired either to shut down or to provide an indication (known as an Alert) that
the signal is “false guidance”. That is why ground-based navigational aids are
specified by ICAO to have separate local monitors to detect when the signals
emitted are out of specification.

Two out of the three ICAO-specified GNSS augmentation systems extend this
monitoring principle, but with a bit more independence, because the monitor is
provided by a third party, not by the provider of navigation signals as is the case
with ground-based navigational aids.

The next section gives a brief overview of the three types of augmentation
system, and a subsequent section considers a new development that will improve
ABAS performance.

5 The text in square brackets does not appear in the original definition, but appears in
Attachment D to the Annex, wherein the definition is restated in a discussion of satellite
navigation



66  John Spriggs
5 Augmentation Systems

Now, step away from the vehicle, and set up a GPS receiver at a fixed location
on the ground. A surveyor can measure the position with greater accuracy than
that of the navigation solution (position estimate). The solution will change over
time as the various error sources change. It can be used in association with the
surveyed position to produce ‘corrections’, which can then be shared with other
users nearby so that they can derive better position estimates for themselves.

There must be some threshold over which it may be unwise to produce cor-
rections; this is when the perceived error is so great that there must be something
fundamentally wrong. In this case, the nearby users should be sent an Alert, say-
ing that they should not trust their navigation solution. This example is a very
local augmentation system; those defined by ICAQO have a wider scope.

The geostationary satellite

sends a_ugm_entation data The navigation satellites in
and ranging signals to users

view send ranging signals and
Q& navigation messages to users
The user’s receiver uses

data from the satellites to

erive a position estimate : g

Geographically-separated fixed
receivers monitor the navigation
satellites to derive data to send to
users via a geostationary satellite

Fig. 6. Overview of SBAS Operation

The SBAS uses a set of monitoring stations whose locations are specified to cover
the region of interest (as shown in Figure 6, which has most signals omitted for
clarity). Data from these is processed to provide information with which the user
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can improve their navigation solution, and this information includes ‘flags’ indi-
cating whether or not each satellite can be used to generate a solution. The aug-
mentation messages are usually passed to the users via a geo-stationary satellite
(which can also be used as an additional ranging source, thus further improving
the solution).

Other data in the messages, error estimates, can be used to improve integrity
by calculating a ‘protection volume’ around the aircraft’s true position in which
the calculated position will lie. Separate vertical and horizontal protection levels
are calculated to define this volume. Annex 10 (ICAOQ, 2018a) describe the pro-
tection levels thus:

The horizontal protection level provides a bound on the horizontal position error with a
probability derived from the integrity requirement. Similarly, the vertical protection
level provides a bound on the vertical position.

The definition is more detailed in the Minimum Operational Performance Speci-
fication for airborne receivers (RTCA, 2016). There are two definitions; the hor-
izontal protection level, stated here, and the directly equivalent vertical protection
level (WGS-84 is the co-ordinate reference system used by GPS (World Geodetic
System, n.d.)):

The horizontal protection level is the radius of a circle in the horizontal plane (the
plane tangent to WGS-84 ellipsoid), with its center being at the true position, that
describes the region assured to contain the indicated horizontal position. It is the
horizontal region where the missed alert requirement can be met. It is based upon the
error estimates provided by SBAS.

Traditionally, civil aviation addresses vertical and horizontal aircraft separation
separately, and measures vertical distance in thousands of feet, and horizontal
distance in nautical miles; the protection volume is thus more like an ice-hockey
puck (cylinder) in shape, rather than the American football (ellipsoid) that may
have been expected (see Figure 7).

______ Vertical
- _— .
b > Protection
/ N Limit
/
\\ P
- ~—_—— e ——™
*
Horizontal

Erotection LimiE

Fig. 7. A Representation of the Protection Volume
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In Figure 7, “*’ represents the computed solution, which, in this example, is a bit
low and a little behind, but still in the volume. At first glance it may seem that,
as it is in the protection volume, this solution could be used (and, if it were not in
the volume, an Alert would have been raised). This ignores two significant fac-
tors:

1. To know where the protection volume is and, hence, whether the computed
solution is inside it, we need to know the true position of the aircraft (and, if
we knew that, we would not need satellite navigation).

2. The protection volume was defined such that it will always contain the com-
puted position; it is the error bound.

Alert Limits are defined for an application as the maximum allowable position
errors in both horizontal and vertical planes. The system is declared unavailable
for that application if the protection volume extends outside the equivalent vol-
ume defined by the alert limits. The computed solution may in fact be within the
alert limits, but we only know that the error bound exceeds the ‘safe’ limits and
S0 we cannot use the solution.

The standards also specify the Time to Alert, which is the time (after the pro-
tection level breach event) in which the system shall declare an Alert. An integ-
rity failure is thus when the protection volume extends outside one or both Alert
Limits for greater than the specified Time to Alert. Some authorities use the term
Hazardously Misleading Information for the computed solutions presented dur-
ing an integrity failure.

Examples of SBAS implementation are the WAASS, covering most of North
America, and EGNOS’ covering Europe. These systems implement the ICAO
requirements and so are managed and operated, on behalf of the system owners,
by properly accredited Air Navigation Service Providers (ANSPs), the FAAS for
WAAS and ESSP? for EGNOS. Other systems are available in other regions.

It should be noted that the owners and operators of the satellite constellations
themselves, GLONASS and GPS, are not ANSPs and their services are used for
many non-aviation applications too. The requirement is that the operator writes
to ICAO a ‘Letter of Commitment’, offering their service for aviation use, and
making various undertakings. Similarly, the geostationary satellite operators and
providers of other constituent services are not ANSPs either, but are required (in
European law at least) to have formal arrangements (such as a Service Level
Agreement) in place with the augmentation system ANSP that uses them.

6 The WAAS is the Wide Area Augmentation System
" EGNOS is the European Geostationary Navigation Overlay Service
8 FAA Is the Federal Aviation Administration, a US Government agency

9 ESSP is the European Satellite Service Provider, a commercial company whose shareholders
are also ANSPs
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GBAS is similar in concept to SBAS, but operates in a smaller region, i.e.
specific to asingle airport, e.g. Frankfurt am Main (or to a local group of airports).
The augmentation information is not provided by satellite, but via VHF data
broadcasts (in an Aeronautical Communications Band specified by the Interna-
tional Telecommunication Union). Such a set-up, because of the local monitors,
can provide better (trustable) accuracy than the SBAS, and could be used for
‘blind landing’ operations if appropriate procedures were in place.

The third augmentation scheme defined by ICAO is more interesting in the
context of this paper, because ABAS is focussed on integrity, rather than on ac-
curacy. Currently, it comes in two flavours (both performed locally to the air-
craft). One, Aircraft Autonomous Integrity Monitoring (AAIM), takes benefit
from other on-aircraft data sources, such as a barometric altimeter; the other is
Receiver Autonomous Integrity Monitoring (RAIM), and does not require any
additional information or aircraft-external monitoring or signal processing.

RAIM uses GNSS satellite-derived information exclusively. It takes ad-
vantage of the navigation solution being over-determined19 (when sufficient sat-
ellites are in view), and so multiple calculations may be done to identify a ‘faulty
satellite’ (like in Figure 2). The first-generation receivers would raise an Alert,
requiring use of alternative navigation systems. More-recent designs exclude the
anomalous measurement from the solution, thereby allowing GNSS navigation
to continue with confidence and without interruption.

For an aircraft receiver to perform RAIM, signals must be received from a
minimum of five satellites (with satisfactory geometry). Users can predict satel-
lite availability and geometry for their intended flight plan, and so will know in
advance whether they can use GNSS with RAIM or not. This knowledge will
inform the choice of departure and arrival routes and procedures.

The performance standard for airborne receivers (RTCA, 2016) also specifies
a protection level for GNSS airborne equipment operating autonomously (this is
just horizontal; there is no vertical analogue, as RAIM is to be used only for lat-
eral navigation):

The horizontal protection level is the radius of a circle in the horizontal plane (the
plane tangent to WGS-84 ellipsoid), with its center being at the true position, that
describes the region assured to contain the indicated horizontal position. It is a
horizontal region where the missed alert and false alarm requirements are met for the
chosen set of satellites when autonomous fault detection is used. It is a function of the
satellite and user geometry and the expected error characteristics: it is not affected by
actual measurements. Its value is predictable given reasonable assumptions regarding
the expected error characteristics.

The ‘reasonable assumptions’ referred to here include such things as the proba-
bility of individual satellite failure, which were originally assumed for GPS based

10 |n Mathematics, a set of simultaneous linear equations is said to be over-determined if there
are more equations than unknowns.
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on reliability analyses, etc., and the predictions made then have since been borne
out by experience.

6 New Constellations, New Concepts

Another factor that will improve performance in future is the presence of addi-
tional constellations. The original American and Russian ones have now been
joined by Chinese and European examples, named BeiDou and Galileo respec-
tively. Before they can be used for civilian air transport operations, they will
need to be included in the ICAO Standards and Recommended Practices, i.e. An-
nex 10, update of which is triggered once Letters of Commitment are accepted
by ICAO. The new material will take several years to generate, validate, agree,
and publish (this work is currently in progress).

An overall concept of operations is currently being developed to enable use of
the two frequencies mentioned previously and the multiple constellations that
will soon be available (the new constellations also have additional frequencies).
The original satellite navigation receivers used a single constellation, but now
more are available, it is sensible to use more than one of them to improve accu-
racy and/or integrity of position measurements. The concept is known as Dual
Frequency Multiple Constellation operations, DFMC. Airborne DFMC receivers
are currently in development.

It is not just the Annex 10 changes (and the updated Minimum Aviation Sys-
tem Performance Standards and Minimum Operational Performance Specifica-
tion, “MASPS & MOPS”, with which to implement them) that will be required
to operate these new concepts. Each ICAO member state has to publish their
approvals for GNSS use in their airspace. This is done, in compliance with Annex
15 (ICAO, 2018b), in the state's Aeronautical Information Publication. The prin-
ciple is that approvals should be at GNSS element level, i.e. constellation by con-
stellation, frequency by frequency, and augmentation by augmentation. The
United Kingdom’s Aeronautical Information Publication, for example, currently
allows use of GPS at L1 across all the airspace, and EGNOS at L1 as notified
through individual aerodrome’s Instrument Approach Procedures. Use of RAIM
is not made explicit here, but other states include guidance on its use along with
their approvals.

As mentioned, current GPS RAIM calculations use failure rate predictions that
can now be backed by in-service performance data. Fewer such data will be
available for the new constellations, or for their supporting systems, and so ini-
tially we will have less confidence in the RAIM solutions using them, but confi-
dence will build over time as more data are collected.

New algorithms are in development (EU-US, 2016) for an advanced RAIM
concept for DFMC receivers, ‘ARAIM’. The RAIM implementations that are in
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service now for horizontal navigation address only a single GNSS measurement
failure at a time, whereas ARAIM is an improvement intended to support en-
route flight, terminal area manoeuvring, and lateral and vertical guidance for air-
port approach operations, using dual frequencies from multiple constellations.
The proposed ARAIM algorithm will have three main parts (EU-US, 2016):

1. It first checks that its satellite signal measurements are consistent with the
nominal performance assumptions. (In conventional RAIM, these were fixed
assertions regarding the nominal performance and failure rates of GPS or
GLONASS. In contrast, ARAIM has a wider scope and allows data to be
changed over time; a ground-based system will generate and provide updates,
via an “Integrity Support Message” (ISM) including, for each constellation,
the nominal performance and failure rates);

2. If those measurements were found to be consistent, it would compute param-
eters, such as the figures of merit associated with the geometry, for use in
computing the protection limits and in other parts of the navigation solution;

3. Alternatively, if the measurements were found to be inconsistent, it would re-
visit the calculation excluding a particular satellite, and then repeat this for
each satellite in sight until a consistent set is found upon which a trusted nav-
igation solution can be based.

The ISM for each constellation would need to be regenerated as things change,
e.g. as more in-service data are collected, allowing a better satellite failure rate
prediction to be adopted. Readers may think that the ISM generator is just a
(trusted) computer program that generates the ISM. In reality it may well be, but
it also needs a resilient organisation wrapped around it to ensure continuity and
integrity.

If it were just for failure rate updates, the ISM would not change very often,
and could actually be done in updates to Annex 10, with updates to the avionics
made as a ground maintenance activity. However, the ISM needs to be updated
more often than that for some applications, which require, for example, frequent
updates to satellites’ ephemerides (EU-US, 2016), and so a means of in-flight
update is required. Several means of transmission have been investigated; the
current preference seems to be for the ISM to be sent to the user from the satellites
themselves with the Navigation Message.

Some may argue that, for added confidence, the provision of the ISM should
be entirely separate from the constellation provider, but it is a valid trade-off to
reduce the complexity of using independent means of transmission. It has been
proposed, however, that the ISM Generator organisation be kept independent of
the constellation provider. In Europe, there is an existing incentive for this sep-
aration of concerns, regardless of whether you consider it a provider of GNSS
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Signals or of Aeronautical Datall, by law the ISM Generator has to be certifi-
cated as an ANSP (to ensure continuity and integrity). The incentive for separa-
tion is that the legal requirements for gaining and maintaining certification apply
to the whole organisation, not just to the department providing the service in
question, and they would be considered too onerous to apply to a complex satel-
lite constellation operator organisation.

Work is still on-going in this area, but it can be assumed that the eventual ISM
Generator(s) will set up formal arrangements with the satellite providers, and will
develop a secure means of providing ISM updates with appropriate integrity.
These updates may be in the form of Aeronautical Data, complying with the data
quality and integrity requirements of Annex 15 (ICAO, 2018b). It is also as-
sumed that the data required to generate the updates will be obtained from other
organisations, e.g. monitoring stations, with appropriate service level agreements
in place. To give more confidence to the user, these agreements and the internal
operations will be audited by the pertinent state regulator, or other competent
authority (in Europe, it will be the authority that issued the ANSP certificate).

7 Conclusion

Returning to the original question: would satellite navigation be ‘safe enough’ to
direct a ground vehicle? We have established that it is appropriate for civil air
transport, because they are required to use augmentation schemes to ensure the
integrity of the navigation solution, and there are other techniques, such as inertial
navigation, available if the solution is not good enough for use.

The ground vehicle problem is more difficult, and not only because motor-
ways are much narrower than airways. Fewer satellites are likely to be in view
at one time due to occlusion by buildings, etc. However, the same principles can
be applied. There is the question of who establishes and maintains the rules, as
there is no United Nations organisation to co-ordinate autonomous ground travel
(yet). A reasonable argument could be made for the use in ground vehicles of
augmentation systems that are intended for aircraft, but the usage and regulatory
environments are different, so it is not as easy as it may look. Formal arrange-
ments are likely to be needed, for example a Service Level Agreement with an
SBAS supplier; but who shall agree, the manufacturer of the vehicle, its owner,
its operator, its insurer, or even a governmental highways agency?

The new features discussed will also provide advantages to the ground-based
user of satellite navigation services. In particular, taking advantage of more than
one constellation will, to a degree, alleviate the ‘urban canyon’ problem, because

11 The current view is that the ISM is Aeronautical Data, and so the ISM Generator would be
certificated as a Data Services Provider
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more usable satellites will be in view at one time. Using the new frequencies
should improve accuracy, such that we would no longer be told to “Return to the
motorway”’.

We can generalise (and for any service, not just satellite navigation):

o Establish the performance requirements, and how they can be achieved; can
they all be satisfied consistently in practice?

o Can sufficient Continuity of Service be guaranteed for the application, or are
fall-back provisions needed?

o Ifthere isa fall-back (and the vast majority of vehicle applications should have
at least one), what is the recovery time objective to get back to the original
service; can it be achieved in practice?

e Most importantly, can the integrity of the service be established; will it alert
in a timely manner when it is providing false data that must not be used?

If all these questions have been answered with a “yes”, and compelling assurance
arguments have been developed (Spriggs, 2019), then it will indeed be ‘safe
enough’ — probably...

Disclaimers All sources used in the preparation of this paper are in the public domain, but
note that some of the topics covered were proposals at the time of writing, and may subsequently
not be taken up by ICAO and/or the member states. It should also be noted that this is just an
overview, intending to highlight some common misconceptions, whilst glossing over much of
the complication. The reader is urged to check the current official documentation if planning
to deploy new systems based on these concepts.
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Abstract Major accidents that have impacted society, whether in aviation,
healthcare, oil and gas, maritime, nuclear, defence or rail have all had a services
element that played a part in the accident. This work utilises formal accident
reports to identify and analyse these service aspects that contributed to recent
accidents. Service elements include the people, training and procedures. These
can both cause an accident or help recovery from it. Reference is made to the
emerging Service Assurance Guidance produced by the SCSC Service Assurance
Working Group (SAWG). The paper shows that service failures can cause acci-
dents; often with fatal consequences.

1 Introduction

This paper describes some recent accidents in the maritime, aviation, healthcare
and rail sectors and identifies specific service aspects that are relevant to the ac-
cident and its aftermathl. It then ties these service elements to guidance being
developed by the SCSC Service Assurance Working Group (SAWG).

The term “Service” is much overloaded; its definition is much discussed. This
paper does not aim to provide a precise and constraining definition, instead it
refers out to the Service Assurance Guidance (SAWG, 2020) which presents sev-

1 The analysis presented in this paper has no legal standing whatsoever. The purpose of this
paper is not to discredit, contradict or challenge any existing accident analysis; the aim is simply
to view these incidents through the lens of service assurance. The analysis is the author’s inter-
pretation; they are not speaking on behalf of their employers.

© Kevin King, Mike Parsons and Mark Sujan 2020.
Published by the Safety-Critical Systems Club. All Rights Reserved
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eral standard definitions, but more importantly, identifies characteristics of a ser-
vice that may make the Service-Based approach to safety assurance appropriate.
For more details on what constitutes a safety-related service, the reader is directed
to the Service Assurance Guidance (SAWG, 2020).

A civil aviation example (AAIB, 2016) explains this Services perspective:

On 30 January 2016 at 1712 hrs, after take-off from London Heathrow Airport,
the flight crew of a Boeing 747-436 G-CIVX passenger aircraft (figure 1) re-
tracted the landing gear but were unable to move the landing gear lever in the
cockpit from the UP to the OFF position. Concerned the landing gear may not
be safely secured for their planned flight, the crew chose to return to Heathrow,
where a safe landing was enacted with the nose and body landing gear lowered
using the backup extension system.

Subsequent investigations identified that this was the first flight since the air-
craft’s Landing Gear Control Module (LGCM) had been replaced during a pe-
riod of maintenance. The lever jamming was attributed to the omission of a rig
pin during the installation of the replacement LGCM.

Fig. 1. Boeing 747-436 G-CIVX

Four significant service-related events were identified as the main causal factors:
1. Inadequate handover between night and day shifts;
2. Deficiencies in the task card system used by the maintenance organisation;

3. An engineer noticing the missing rig pin but being “seduced” by an overdue
rest period and not warning his colleagues and:

4. Anomission of the need to re-insert the rig pin in the Operator’s Temporary
Revisions to the Aircraft Maintenance Manual.

Combined these could have, were it not for the prompt actions of the flight crew,
led to a far worse outcome for the 293 passengers and 17 crew on-board.

With this example it is worth identifying the specific services that could be
considered as key factors in the chain of events that led to the near miss (note that
these may or may not be explicitly identified as such in the actual situation):

1. “Staffing” service which supported the staff handover with suitably fresh
and qualified staff;
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2. “Tasking” service utilising cards and other procedures;
3. “Staff Monitoring” service, presumably run by managers/supervisors, and:

4, “Maintenance Documentation” service, either from within the maintenance
organisation or further back down the supply chain.

These can all be usefully viewed as services as they are activities which do not
produce any tangible “product” but do involve people, processes, etc. in main-
taining a conforming “product”.

Safety-related and safety-critical services are becoming the dominant way of
delivering safety functionality to users, covering diverse services such as emer-
gency medical response, air-traffic control and building maintenance. The key
aspect is that there may be no specific delivery of hardware or software in-
volved (however safety-critical and safety-related systems may be utilised by the
overall service). It is essential that these services maintain conformance with the
customer’s requirement for safety to be assured.

These ‘safety-related services’ range from the initial provision of design ex-
pertise right through to disposal at the end of life, and include procurement and
manufacture, in-operation maintenance and repair, such as in the Boeing 747 ex-
ample, and all activities in-between. If the services work as intended, they can
provide mitigation for potential threats and consequences of hazards, especially
if they include highly trained and professional staff such as aircraft pilots or clin-
ical staff who can recognize and adapt to evolving serious situations.

However, failure of such services can “pull the trigger” and cause an accident,
potentially with fatal consequences and a significant time after the service was
actually provided (e.g. a specialist radiographer missing indications of cancerous
growth on a medical scan, leading to a diagnosis of cancer some weeks or months
after the scan was analysed).

It should be noted that in many cases services can be highly robust and resili-
ent, and accidents avoided or reduced in severity by suitable service design or
staffing.

1.1 The Service Assurance Working Group

Aware of the importance of safety-related services and consequences of their fail-
ures, the Safety-Critical Systems Club saw a need for industry wide direction on
the subject and formed the Service Assurance Working Group (SAWG, 2017) in
2017. This group has the aim of developing appropriate guidance that could aid
providers in assuring their services in a safety context.

Armed with a greater understanding of the issues that services present and the
characteristics that make up a safety-related service the SAWG has progressed to
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the development of a pan-industry set of cogent principles for Service Assurance,
set out in the Service Assurance Guidance (SAWG, 2020). That guidance is
aimed at supporting safety-related service providers; in both reducing the contri-
bution to safety risk of service failures, and in the development of failure mitiga-
tion approaches.

This paper supports that guidance by reviewing accidents that have occurred
where the failure of one or more safety-related services can be considered to be
a significant causal factor.

1.2 Sectors Considered

For this review, industry sectors have been chosen that have detailed and formal
accident reports in the public domain, specifically: Marine, aviation, healthcare
and rail.

The main sections of this paper consider these sectors in turn, providing anal-
ysis of accidents in the sector that have occurred since January 2017 where ser-
vice failings could be considered significant factors.

Central to the review is a consideration of the benefits the developed Service
Assurance Guidance may have provided in helping the service providers or sys-
tem owners mitigate some or all of the outcomes for the accidents assessed.

The authors see service malfunctions as being significant across industrial ac-
cidents through history. The sample of accidents analysed herein was chosen to
illustrate the continuing issue of service failures in contemporary society.

1.3 The Service Assurance Principles

The Six Service Assurance Principles devised by the SAWG are listed in table 1,
together with further information. See the Service Assurance Guidance document
SCSC-156 (SAWG, 2020) for more details.

Table 1. Service Assurance Principles

1 | Service assurance requirements shall be defined to address the Service-
Based Solution’s (SBS) contribution to both desirable and undesirable
behaviours

There must be an overall definition of what the service is trying to achieve
(formulated as requirements) and this must be within an expected usage sce-
nario (e.g. concept of operations). There must be requirements addressing
known behaviours that are unwanted or unsafe.
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The intent of the service assurance requirements shall be maintained
through the service definitions, service levels, the service architecture
and the agreements made at service interfaces

This relates to the way the service hierarchy and service decomposition is
constructed. It is saying that the intent of the assurance requirements must be
shown to be met by the service elements comprising the service, and that the
overall service architecture or hierarchy supports this flow down (i.e. that all
service elements together meet the overall intent, and nothing is missing).
Service elements can be of various types, including other services, systems,
subcontracts, and agreements.

Service assurance requirements shall be satisfied

Service requirements must be satisfied, i.e. verified as-is or decomposed into
further requirements which are subsequently verified in some way. The meth-
ods by which service requirements are verified are wider than traditional sys-
tems, often including extensive use of proven-in-use (service history) and
commodity-usage arguments, and also some specific contractual mecha-
nisms. This principle (together with (4) below) creates the need for assurance
“wrappers”. (A wrapper is an assurance augmentation which addresses the
assurance deficit inherent in the consumed service in some way.)

Unintended behaviours of the SBS shall be identified, assessed and
managed

All undesired or unintended behaviours which may impact safety properties
or safe behaviour of the overall system must be identified and assessed within
the usage context. They must be appropriately managed (e.g. mitigated,
avoided or accepted in some way). This is not always possible to the extent
desired, especially when commercial “commoditised” services are involved.
Hence this may create the need for additional wrappers to make up the assur-
ance gaps (see also principle (3) above).

The confidence established in addressing these principles shall be com-
mensurate with the level of risk posed by the SBS

This is the proportionality principle: the level of (safety) risk must be used
to determine the amount of effort (resources, time, etc.) put into assurance
and mitigation activities. This principle can be used to underpin a set of lev-
els of service assurance, where applicable activities are defined in bands de-
rived from the risk level.

These principles shall be established and maintained throughout the
lifetime of the SBS, resilient to all changes and re-purposing
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Services may have a long lifetime and the service offering may evolve sig-
nificantly over this time. These principles must be established and main-
tained throughout life: through e.g. usage change, technical change, subcon-
tractor change, supplier or process and personnel change. This principle
must also hold in service failure scenarios (contingency situations) where
the service might temporarily employ manual or procedural activities to
achieve its aims. It might be thought that this principle is implied by the
others, but continuous evolution and change is a key property of services; in
this they are different to (largely) static systems.

2 Marine

Marine accident reports covering the United Kingdom (UK) are publicly availa-
ble from the UK’s Marine Accident Investigation Branch (MAIB) website
(MAIB, 2019). Accidents that have occurred since January 2017 were analysed
to consider service failings and what positive benefits the Service Assurance
Guidance could have bestowed to mitigate the incident. We consider here one
such accidents in more detail.

2.1 Accident 1 — Catastrophic engine failure, resulting in a fire
and serious injuries to the engineer on board Wight Sky, off Yar-
mouth, 12 Sep 2017

2.1.1 Accident Summary

According to MAIB Report 14/2018, at 21:33 on 12 September 2017, while ap-
proaching Yarmouth, Isle of Wight, the “ro-ro” passenger ferry Wight Sky (fig-
ure 2) suffered a major fire as a consequence of a catastrophic failure in one of
its main propulsion engines. Although the fire was promptly contained, the ves-
sel’s engineer, who had been close to the event, was briefly engulfed in a ball of
fire resulting in serious burns to his face and hands requiring 7 day’s hospitalisa-
tion. He was also subsequently diagnosed with post-traumatic stress disorder.
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Fig. 2. Wight Sky

Following investigation by the engine OEM, Volvo Penta UK, debris in the en-
gine’s oil channel following a recent rebuild was identified as the most probable
trigger for the failure and subsequent fire. The MAIB determined:

1. “The engine had been completely rebuilt and failed after only 5% hours of
operation;

2. The vessel’s soft patches? had not been removed, necessitating the engine
to be lowered piecemeal into the engine room.

3. Debris could have entered the engine’s oil channels in the rebuild or during
the 3 days that the partially assembled engine had been exposed to the ele-
ments.

4. Analysis of oil samples from the engine indicated that accelerated wear had
commenced before the engine failure;

5. The power supply to the essential services switchboard, which distributed
power to critical equipment including the fixed fire-extinguishing system,
was lost 27 minutes after the accident.” (MAIB, 2018)

2.1.2 Analysis of Service Failures

The maintenance or the delay in re-installing the engine was the likely cause.
“Maintenance” and “re-installation” are clearly service activities, and the sug-

2 Soft patches: steel plates bolted down and sealed flush with the vehicle deck, that can be
removed to allow large pieces of ship’s machinery or equipment to be removed/inserted
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gestion is that these were carried out in such a way to leave the engine oil con-
taminated. Hence the “engine maintenance” service can be considered to have
operated deficiently.

The engine oil samples indicating accelerated wear were not acted upon — this

can be considered a failure of the “oil monitoring” service.

2.1.3 Application of the Service Assurance Principles

Table 2 highlights where the service assurance principles could have mitigated
the ensuing incident with the Wight Sky.

Table 2. Service Assurance Principles applied to the Wight Sky Incident

Service assurance requirements shall be defined to address the Service-
Based Solution’s (SBS) contribution to both desirable and undesirable
behaviours

The overall Service Based Solution in this case can be considered to be “Engine
Maintenance”. There were likely to have been detailed engine manufacturer replace-
ment/installation instructions (effectively forming requirements) applying to this ser-
vice. These likely included mechanisms to ensure the engine was kept in a clean en-
vironment during maintenance, again this was likely not followed.

There were two earlier incidents with the engine on the Wight Sky, but these were
probably unrelated to this failure. Three earlier incidents involving the same engine
type were identified in the report. It is not known if the crew of the vessel were aware
of these incidents.

The intent of the service assurance requirements shall be maintained
through the service definitions, service levels, the service architecture
and the agreements made at service interfaces

There were competence requirements on the vessel crew, and experience needs were
met: “The master and engineer held STCW4 certificates of competency appropriate
to their ranks. The master had 7 years’ experience and the engineer 26 years’ experi-
ence in their respective roles on board Wightlink ferries”

Leaving the engine partially assembled would have left the possibility of ingress of
foreign debris, hence the requirements flowed to each part of the maintenance pro-
cess (involving method of reinstallation and cleanliness) were likely not complied
with “However, ME2’s short block had been exposed to the elements for 3 days with
only a loose plastic sheet for protection, and debris could have entered the oil chan-
nels during this time”

The way the maintained engine was lowered into position was likely against manu-
facturer recommendations “The soft patches were not used to move the engines in or
out of the engine rooms due to the disruption their removal would cause. Therefore,
RKM planned its work around the use of the emergency hatch. This required the en-
gines to be partially disassembled and rebuilt in the engine room, transporting the
majority of the components in the short block.”

Service assurance requirements shall be satisfied
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There was a log book for the engine in use, but it is not mentioned how this was used
except for “...the engineer went down to the forward engine room...to note the ma-
chinery running parameters for the loghook” .

There was no recorded evidence that the correct process for replacing the engine was
followed, hence the service assurance requirements were not explicitly satisfied. It
would be expected that there would be (at least) formal test records and sign-offs.

Unintended behaviours of the SBS shall be identified, assessed and
managed

The possibility of dirt or particle ingress into the engine should have been consid-
ered. This would have led to this issue being monitored as part of the continuing
maintenance service. The report mentions that “As the engine was not fitted with a
particle detector or other means of detecting rapidly progressing wear, there was no
possibility of receiving an early warning before the engine failed”.

The possibility that the power supply to the essential services could be lost should
have been considered as credible failure scenario “It shut down just after 2200 after
the electrical power supply automatically switched over to the aft switchboard. As a
result of an earlier oversight, the ES circuit breaker for the aft switchboard had been
left in the manual mode, so the ES switchboard was left without power. This caused
the loss of all essential services...”

The confidence established in addressing these principles shall be com-
mensurate with the level of risk posed by the SBS

There was some testing of the engine: “The crew of the morning shift had tested ...
off load and had verified that all alarms and shutdowns were functioning correctly.
During the afternoon shift, the vessel’s engineer tested the engine on load, and on
departure from Lymington that evening all four main engines were sharing the sea
load”, but clearly these tests were not sufficient to reveal the problem, i.e. they were
not of the necessary duration type to reveal the contamination problem.

These principles shall be established and maintained throughout the life-
time of the SBS, resilient to all changes and re-purposing

It is hoped that the ferry operator will follow the recommendations in the report,

learn the lessons and improve the overall engine maintenance service accordingly.
The engine manufacturer, Volvo Penta has written to all dealerships providing guid-
ance on good practice (effectively changing the specification of the maintenance ser-
vice):

“Where appropriate, soft patches are removed to allow removal and reinstallation of
complete engines.

o Engine assembly is completed in a clean environment to prevent debris being built
into an engine.

o Following rebuilds, engines are load-tested on a dynamometer and certificates is-
sued confirming the required performance.

o Records of component measurements are kept to confirm that they are within tol-
erance and fit for reuse”
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There was an explicit recommendation on the engine manufacturer: “Consider offer-
ing wear particle detection technology for Volvo Penta marine engines that cannot
be easily serviced on board”

2.1.4 Discussion

This incident can be viewed as involving several services from different service
providers. The overall service is considered to be the “Engine Maintenance Ser-
vice”, which can be considered to consume services from:

1. The engine maintenance operator (RKM), “Engine Rebuild and Rein-
stallation”,

2. The engine manufacturer (Volvo Penta), “Engine Maintenance Instruc-
tions and Guidance”, and

3. Those services provided by the vessel staff, including “Staffing”, “En-
gine Testing” and “Vessel Operation”.

It can be seen that all of the sub-services failed in some way, so contributing to
the incident. The lack of explicit documentation makes it hard to establish what
the individual service failures were, but given the recommendations we can con-
clude that changes are required to all.

Note that the service assurance guidance goes on to suggest the use of service
“wrappers” or assurance supplements; in this case the wrappers could include:

(i) the additional “soak” testing of the engine;

(i) better manufacturer guidance;

(iii) more rigorous oversight of the engine re-installation process and

(iv) the production of additional documentation to enable more detailed
fault investigation.

3 Aviation

Aviation accident reports covering the United Kingdom (UK) are publicly avail-
able from the UK’s Air Accident Investigation Branch (AAIB) website (AAIB,
2019). When an aviation accident occurs in UK airspace it is the responsibility
of the AAIB to investigate and report findings. The analysis they provide is pri-
marily aimed not at apportioning blame but determining the causes of the acci-
dent and making recommendations directed at relevant stakeholders, from air-
craft manufacturers and operators to maintenance organisations and even air-
ports. We consider here one such accident in more detail.
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3.1 Boeing 737-4Q8 (G-JMCR), loss of electrical power en route
to East Midlands Airport, 12 Oct 2018

3.1.1 Accident Summary
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Fig. 3. Boeing 737-4Q8 G-JMCR

According to AAIB Report EW/C2018/10/03 (AAIB, 2019), at 01:55 hrs on 12
October 2018 West Atlantic were operating Boeing 737-4Q8, G-JMCR (figure
3), on a night cargo flight en-route to Aberdeen from Leipzig via Amsterdam and
East Midlands Airports. On commencing its descent into East Midlands, the
flight-crew were surprised by an abnormal assortment of sporadic electrical fail-
ures on the co-pilots display screens and indication panels. Fortunately, this oc-
curred when both the pilot and co-pilot had visual sight of the runway enabling a
manual landing to be completed without further incident or injury.

3.1.2 Analysis of Service Failures

All West Atlantic flight crews are trained to provide an ‘in-flight incident man-
agement’ service to analyse abnormal and emergency situations in line with Boe-
ing’s Quick Reference Handbook (QRH) and their employer’s decision-making
strategy. At no time leading up to the incident did the crew of G-JMCR seek to
enact such a service. The AAIB determined that the flight-crew had sufficient
time without impacting negatively on a safe landing.

For G-JMCR an Acceptable Deferred Defect (ADD) was in place for a faulty
generator (Gen 1). This was permissible under European Union Aviation Safety
Agency (EASA) Minimum Equipment List (MEL) rules provided a fully func-
tional second generator (Gen 2) was available and an Auxiliary Power Unit
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(APU) was operated during flight. EASA rules also allowed for the operator to
approve a Rectification Interval Extension (RIE)3. Incorrectly, the operator saw
the MEL and RIE as means of supporting continued operational commitments
rather than prioritising defect resolution. Consequently, partial fault finding, and
defect resolution occurred with aircraft wrongly pressed into operation with un-
resolved defects. Alas, the underlying fault in Gen 1 remained extant as the air-
craft operator continued to overlook opportunities to fully enact a ‘defect man-
agement’ service.

Pertinent to this incident there were also instances of failings in the service of
‘record keeping’. GCUs were swapped out during defect rectification work on
Gen 1 in support of addressing the ADD in the days prior to the incident. These
were recorded in the Operator’s Flight Status Reporting system (FSR) but not the
records specific to G-JMCR.

3.1.3 Application of the Service Assurance Principles

Considering the identified service failings, Table highlights where the various
service provider organisations (both internal and external to West Atlantic) could
have benefited from application of the service assurance principles to direct focus
onto the assurance of their service provision. This could in turn have mitigated
the Boeing 737-400 (G-JMCR) near miss incident.

Table 3. Service Assurance Principles applied to the Boeing 737-4Q8 (G-JMCR) Incident

1 | Service assurance requirements shall be defined to address the Ser-
vice-Based Solution’s (SBS) contribution to both desirable and unde-
sirable behaviours

West Atlantic had an SBS in place. However, there is no evidence that
they recognised it as such, with no formal record of service assurance
requirements. Examining their activities from the perspective of the
safety-related services they are accountable for would have provided
valuable insight into their SBS and where it was deficient from an as-
surance perspective. Improving their SBS to provide clarity of the ap-
propriate behaviours across all stakeholders within and beyond their or-
ganisation would have alleviated the issues of weak or non-existent
communication that contravened their Part 145 approvalFollowing
Principle 1 in developing a related set of service assurance requirements
we believe would have re-focussed their priorities away from opera-

3 The operator’s procedures allow a one-time RIE where a defect cannot be cleared within MEL
time limits. RIEs should only be used in ‘exceptional circumstances’ and must only be approved
when °...it was not reasonably practical for the repairs to be made.’
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tional commitments and into a view where conformance of their ser-
vices and regulatory compliance were seen as primary to ensure their
continued safe operation.

The intent of the service assurance requirements shall be maintained
through the service definitions, service levels, the service architecture
and the agreements made at service interfaces

Sadly, without clarity of service requirements and the characteristics
(both desirable and undesirable) of their service portfolio, West Atlantic
lacked perception of their service accountability leading to poorly de-
signed ‘tasking’, ‘defect management’ and ‘record management’ ser-
vices which we have shown were weak or failed in some way driven by
a culture where operational commitments were prioritised over defect
resolution. Refocus onto service assurance through a structured service
architecture across the service provider organisations, including
through West Atlantic’s supply chain, would almost certainly have
flipped that priority. Importantly, although aircraft downtime may have
increased, we believe this service assurance centred approach would
have impacted positively on West Atlantic’s relationship with their cus-
tomers, a ‘safety first’ message. In this incident the diversity, geo-
graphic spread and potential language issues across all stakeholders
(e.g. Part M, LMC) would also have benefited had West Atlantic main-
tained a logical approach to service assurance with clear service hand-
shaking across interfaces within their organisation and through their
supply chain, what we call assurance ‘Wrappers’ (Durston et al, 2019).

Service assurance requirements shall be satisfied

With a workable SBS and ‘Wrappers’ in place through its service hier-
archy, we would like to think G-JMCR would not have been allowed to
take off from Amsterdam as the ground engineer would not have been
able to completely satisfy the requirements for his ‘defect resolution’
service and cleanly hand-back to the LMC. Equally the LMC would not
have been able to conclude their ‘defect management’ and ‘tasking’ ser-
vices and allow the flight-crew to safely continue their journey.

Unintended behaviours of the SBS shall be identified, assessed and
managed

Incidents like this occur in an evolving service landscape populated by
varying players at any one time. Overlaying the drive to meet opera-
tional commitments means unintended behaviours are more likely to
occur. This makes an SBS architecture, service assurance requirements
and ‘wrappers’ across all assurance boundaries invaluable assets.
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Key facets of service provision include evidence of regulatory compli-
ance and clearly defined service procedures, both of which were lacking
to some degree in this incident leading to unintended behaviours. For
example, the ‘defect management’ service was deficient with records of
GCU swap outs not documented due to time pressures to return the air-
craft to service.

Another factor where this principle could have helped is related to the
commander of G-JMCR who, new to West Atlantic, held working prac-
tices from his previous employer that may have been incongruent to the
West Atlantic handbook. These should have been addressed during the
design/enactment of the ‘staff training’ service for the commander role,
highlighting that contributory service failings can occur within in-direct
support organisations and potentially sometime in the past.

The confidence established in addressing these principles shall be
commensurate with the level of risk posed by the SBS

The evidence available in the AAIB report leads us to believe that none
of the service provider organisations were fully cognisant of the contri-
bution to safety risk posed by the services they were accountable for.
Certainly not an understanding commensurate with their contribution to
the level of risk associated with their service provision.

These principles shall be established and maintained throughout the
lifetime of the SBS, resilient to all changes and re-purposing

Air freight is a fast-paced environment with prompt turnaround of air-
craft being the norm. Consequently, this leads to pressures to deliver
safe ‘defect management’ and ‘maintenance’ services in tight time-
scales. Without maintaining a structured focus on the assurance of the
services being provided through life West Atlantic could easily find
themselves delivering unsafe services in the future.

3.1.4 Discussion

The fast paced, low cost world of civil aviation in the 21 Century is putting
pressures on aviation organisations to keep pace or perish. Even though standards
and regulation are in place to promote a culture of safety management (e.g. ICAO
Annex 19 to the Chicago Convention, 2019), incidents such as G-JMCR are still
occurring with service failure a significant causal factor. Research over the past
20 years has also focused on safety in aviation maintenance organisations (e.g.
McDonald et al., 2000 and Patankar and Taylor, 2016), but that too has not con-
sidered assurance of the service provision.
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A service assurance thread needs to be woven into the approach aviation or-
ganisations take to developing their safety cases. We believe the Service Assur-
ance Guidance, if publicised appropriately will support that aim. However, the
guidance must not be flavoured too heavily towards a particular sector of industry
to comply with that sectors regulation and standards, to the detriment of others.

4 Healthcare

Healthcare accident reports covering the United Kingdom (UK) are publicly
available from the UK’s Healthcare Safety Investigation Branch (HSIB) website
(HSIB, 2019). We consider here one such accident in more detail.

4.1 Investigation into the transition from child and adolescent
mental health services to adult mental health services,18 Oct
2017

4.1.1 Accident Summary

According to HSIB Report 12017/008, 18-year old Ben (not the person’s real
name) committed suicide during the period of transition from child and adoles-
cent mental health services (CAMHS) to adult mental health services (AMHS).
Ben had been diagnosed with Autism Spectrum Disorder (ASD) during child-
hood, and already had a documented history of attempted suicide. Owing to
Ben’s low moods, anxiety and suicidal tendencies, Ben was referred by his GP
to CAMHS. Ben was put on medication and a care plan was established. Sub-
sequently, Ben was seen by different professionals.

After about 3 months Ben’s care coordinator went on sick leave, and Ben was
allocated a new care coordinator. As Ben was approaching his 18™ birthday, a
transition request to AMHS was put in. The referrer noted in the transition re-
quest that Ben had expressed the intention of ending his life once he turned 18.
Ben expressed great anxiety about the transition to AMHS, which was explained
in part by his dislike of change associated with his ASD.

Over the next few months Ben’s low moods and negative thoughts increased,
and Ben’s medication was increased further. Ben’s mother informed his care
coordinator that he had self-harmed. Ben met with his care coordinator, and he
expressed again his anxiety about transitioning to AMSH, and his desire to con-
tinue to remain with CAMHS. Ben was told that he needed to transition to
AMHS at the age of 18, but that a handover would be put in place.

The same night, Ben died by suicide.
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4.1.2 Analysis of Service Failures

When a child or young person dies by suicide it is, by default, a failure of the
health service that was supposed to look after and care for that person. This is
especially true in Ben’s case. Ben had a history of suicidal episodes and low
moods, and had been in frequent contact with mental health services. There were
many warning signs, and Ben had even announced his intention to end his life on
his 18" birthday. And yet, it is hard — and misleading — to point, in hindsight, the
finger at any one individual and assign blame or identify their actions as the cause
of this tragic event.

However, adopting a service perspective might provide further insights that
can help explain this death, and from which we might be able to identify lessons
for improvement. The service element, which crucially failed in this case, is the
‘transition’ service provided by CAMHS and AMHS in collaboration. This tran-
sition period is recognised as being critical, and it is known from the literature
that young adults often disengage from the health service (not just mental health)
during transition, which leads to suboptimal health outcomes, or death as in this
case (Griffiths et al, 2017). The HSIB reports emphasises that Ben’s case is not
an isolated example, but that similar issues linked to failures in transition have
occurred throughout England.

Even though CAMHS and AMHS are providing this transition service to-
gether, they are each very different services, and the transition is complex. This
is further exacerbated by variability in practice, with some CAMHS providing
care flexibly up to the age of 25, while others transition more rigorously to AMHS
at the age of 18.

The transition request was initiated by CAMHS quite close to Ben’s 18" birth-
day, and this was, in part, caused by the 3-months absence of Ben’s initial care
coordinator due to sickness. As a result, plans for handover and shared care ar-
rangements were not in place, and this caused Ben significant additional anxiety.
Ben’s ASD diagnosis and his struggle to deal with change were known and doc-
umented, and the HSIB report suggests that a longer and better planned transition
period would have supported Ben.

Shared care arrangements between CAMHS and AMHS are facilitated by
joint meetings, but frequently these do not take place due to high workload, dif-
ficulties in managing and aligning diaries, and the young person’s and their fam-
ilies” availability. This was the case with Ben, where no joint meeting was held
in the run up to Ben’s transition to AMHS.

The HSIB reports makes a range of reasonable recommendations, including
training for staff in safe transitioning, mental health service configuration and
ring-fencing budgets.
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4.1.3 Application of the Service Assurance Principles

Considering the identified service failings, table 4 highlights how the service as-
surance principles could provide a useful framework and structure to support the
organisations in reasoning about services and how they can be assured.

Table 4. Service Assurance Principles applied to the transition from CAMHS to AMHS

1 | Service assurance requirements shall be defined to address the Service-
Based Solution’s (SBS) contribution to both desirable and undesirable be-
haviours

One of the main problems with the transition service is that it was not
properly recognised as a service. As a result, there was no specification of
how the transition service would be delivered, even though each organisation
(CAMHS and AMHS, but also GP surgery) had its own procedures in place.
Principle 1 in essence stipulates that organisations reason explicitly about
services, define them, consider both desired and undesired behaviours, and
have mechanisms in place to learn from past experience. Arguably, none of
these objectives were met for the transition service, even though it was rec-
ognised as a crucial and potentially high-risk service. It might be helpful to
define explicitly how the transition service is set up and intended to work
using the Service Assurance Objectives as scaffolding, and potentially docu-
menting the arguments and evidence in a safety case (Sujan et al, 2015).

2 | The intent of the service assurance requirements shall be maintained
through the service definitions, service levels, the service architecture and
the agreements made at service interfaces

No service assurance requirements had been defined, and hence subsequent
service assurance principles were not met. Even if overall service assurance
requirements had been defined, current practice within the health sector
would make it unlikely that these would be decomposed and allocated con-
sistently to the different service elements and actors. Practice is very varia-
ble, and organisations have their own processes and procedures, which do
not necessarily align with those of other organisations. Principle 2 supports
organisations in defining with greater clarity how roles and responsibility for
meeting safety requirements are distributed among different actors.

3 | Service assurance requirements shall be satisfied

Some of the organization’s procedures include targets and assurance require-
ments, such as initiating the transition several months prior to the actual tran-
sition, and having joint meetings involving all stakeholders. However, such
requirements are routinely violated in practice, and it is unclear to what extent
this is actively monitored, and whether any learning is drawn from this unless
a serious adverse outcome necessitates investigation. Principle 3 provides
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guidance to organisations about processes and evidence for assuring that re-
quirements are met. This then links back to Service Assurance Principles 1
and 2 to provide greater transparency and a logical flow of how specific evi-
dence feeds into the overall argument for service assurance.

4 | Unintended behaviours of the SBS shall be identified, assessed and man-
aged

Arguably, healthcare organisations are very poor at identifying unintended
behaviour proactively, as there is a strongly reactive culture that considers
safety too often in response to adverse events, i.e. after patients have been
harmed (Sujan, 2015). Principle 4 suggests that organisations reason explic-
itly and in a systematic way about how services might fail and how unin-
tended behaviours might have knock-on effects further downstream.

5 | The confidence established in addressing these principles shall be commen-
surate with the level of risk posed by the SBS

Principle 5 supports organisations in reasoning about the strength of their
service assurance evidence. This type of structured thinking about services,
risk and evidence, and trustworthiness of evidence is not current practice in
health services.

6 | These principles shall be established and maintained throughout the lifetime
of the SBS, resilient to all changes and re-purposing

Constant change is a characteristic of services that need to adapt to variations
in demand and developments in healthcare brought about by medical and
technological innovation. Health services frequently are not designed explic-
itly (Principle 1), but evolve, and there is no clear understanding or system-
atic approach for managing change safely Principle 6 suggests that organisa-
tions maintain an adequate record of how changes might affect the service.

4.1.4 Discussion

Structured reasoning about safety risks is still in its infancy in many parts of the
health sector (Spurgeon et al, 2019). The Service Assurance Guidance could
support healthcare providers in gaining a better understanding of how their ser-
vices contribute to patient safety, and where the threats and vulnerabilities are.
However, there is also a learning point for the Service Assurance Guidance if it
is to be adopted in a sector like healthcare (Sujan et al, 2017). The guidelines
need to consider the different organisational, institutional and cultural context in
healthcare, and appreciate the specific norms, values and needs of healthcare
stakeholders, such as clinical and professional autonomy, the nature of what is
accepted as scientific evidence, and the particular ways in which organisations
need to demonstrate accountability (Dixon-Woods et al, 2014).
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5 Rail

Rail accident reports covering the United Kingdom (UK) are publicly available
from the UK’s Rail Accident Investigation Branch (RAIB) website (RAIB,
2019). The analysis they provide is primarily aimed at improving railway safety
through identifying mitigations that could prevent future accidents across the UK
rail net-work, they do not seek to determine liability or apportion blame but make
recommendations around safety improvements directed at relevant stakeholders.

Accidents were analysed to consider service failings and what positive bene-
fits the Service Assurance Guidance could have bestowed to mitigate the inci-
dent. Here we consider two such accidents in more detail.

5.1 Accident 2 — Members of the public struck by a flailing 240v
AC cable at Abergavenny (Y Fenni) station, 28 July 2017

5.1.1 Accident Summary

Abergavenny (Y Fenni) station sits on the Newport to Hereford line. According
to RAIB Report 06/2018, at about 18:05 on 28" July 2017, the roof of a north-
bound passenger train entering the station caught a 240V AC electrical cable
hanging below the station’s footbridge (figure 4) dragging the cable and causing
it to become detached from both its fixings and an electrical distribution cabinet.
The free end of the cable flailed in the air striking passengers climbing the foot-
bridge stairs causing minor injuries to three of them. Continuing its trajectory,
the cable also nearly struck a member of station staff on the platform. Collateral
damage occurred to other cables and station infrastructure (figure 5).

The cable provided the main power source to the adjacent Abergavenny signal
box and had become separated from the cable tray securing it over the footbridge.
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Fig 4. Detached cable tray running across the footbridge (to left of image)
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Fig. 5. Diagram showing the position of the supply cable as the train pulled it and im-
ages of the damage caused
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It was drooping down and caught an antenna on the rear carriage of the train. The
RAIB showed that nylon cable ties used to hold the cable in place had failed. The
cable had not been inspected periodically as required and regular footbridge in-
spections had not highlighted the fact that the cable was hanging loose. Further-
more, the loose cable was not reported during routine station safety checks. The
RAIB also identified the lack of controls in Network Rail protocols for the man-
agement of low voltage electrical supply cables where those cables cross over
operational railway lines via overhead structures.

5.1.2 Analysis of Service Failures

Clearly the cable being dragged by the train and pulled from the electrical distri-
bution cabinet was the immediate cause of the incident. But how the cable came
to be hanging such that it snagged on the train can be tracked back directly to
failings in safety-related services.

The primary service failure was in ‘installation’ where black nylon cable ties
were used that were unsuitable for exterior applications due to likely premature
degradation from exposure to ultraviolet, excess moisture and variations of tem-
perature. The situation was exacerbated by the tray to which the cable was fixed
being hung vertically on the side of the footbridge, meaning the black nylon cable
ties fixing the cable were also directly holding its weight. The RAIB determined
the accident occurred at least 12 years after that installation service failure that
set the trigger.

A further service failure was that of ‘inspection’. A clear requirement of the
wiring regulations (BS 7671) is periodic inspection of all electrical installations,
with periodicity influenced by among other things the environment. In this case,
there was a split of responsibility with Network Rail accountable for inspecting
the signalling and the signal box, and Arriva Trains Wales accountable for in-
specting the stations electrical infrastructure. The last set of inspections in 2013
recorded that the cable in this incident (from the station distribution box to the
signal box) was being inspected by the other organisation and as a consequence
it was inspected by neither.

Sadly, other ‘inspection’ service failures occurred: i) where the requirement
for annual visual inspections was overlooked post-2016, notably because the last
such inspection identified concerns with a sag in the affected electrical cable, and
ii) Monthly station safety checks which relied on an ambiguous questionnaire.
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5.1.3 Application of the Service Assurance Principles

Considering the identified service failings, table 5 highlights where the service
assurance principles could have mitigated the cable drag incident at Aberga-

venny.

Table 5. Service Assurance Principles applied to the cable drag incident at Abergavenny

1

Service assurance requirements shall be defined to address the Service-
Based Solution’s (SBS) contribution to both desirable and undesirable be-
haviours

It is well understood that rail networks are inherently high-risk environments,
exemplified by Network Rail’s Safety Vision (Network Rail, 2019). It would
seem reasonable therefore to expect safety to be the first priority in all service
activities that take place across the network. Sadly, although stakeholder or-
ganisations would like to hope that is the case, accidents such as that at
Abergavenny are still occurring. It would seem greater focus is required on
the assurance of safety-related service activities across the rail network to
determine the behaviours of those services and what unique mitigations need
to be considered. This is where Principle 1 of the Service Assurance Guid-
ance can help. Particularly of value from a services perspective would be
consideration of the impact from degraded modes of service and prior service
failings (such as a previous cable drooping incident from the same bridge in
2002) in defining a robust service architecture.

The intent of the service assurance requirements shall be maintained
through the service definitions, service levels, the service architecture and
the agreements made at service interfaces

The RAIB identified a number of service failings in this incident related to a
lack of ownership or accountability. Network Rail own the rail infrastructure
including the signal box but are not accountable for the station infrastructure,
owned/managed by Aviva Trains Wales. Presumptions were made as to
which organisation was accountable for the service of inspecting the cable
tray affixed to the bridge in which the drooping cable was meant to be se-
cured. In the end neither organisation inspected it. Had an overarching SBS
been in place with clear agreements across service interfaces we would like
to think inspections of the tray would have occurred because accountability
for it would have been clearly defined/recorded.

Service assurance requirements shall be satisfied
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Services come in many guises; equally identical services can be delivered by
different providers. The UK rail network is a classic example of this kind of
interwoven service/provider framework. Although requirements for services
exist, such as the monthly requirement for a station safety inspection, the
ambiguity over accountability for inspection of the cable tray led to that ser-
vice not being wholly enacted. Had the requirements been more explicit from
a service provision/accountability perspective in line with Principles 1 and 2
then satisfactory compliance with the service requirements would hopefully
have mitigated the drooping cable.

Unintended behaviours of the SBS shall be identified, assessed and man-
aged

Failings in the ‘inspection’ service can be seen as consequential mitigation
failures. The main service failure in this incident was that of ‘installation’ of
the cable using inappropriate nylon cable ties. The RAIB cannot be certain
of an exact date but the ‘installation’ error certainly happened at least 4 years
before the incident and potentially as far back as the early 1990s. Clearer
understanding of their accountability for the ‘installation’ service would
likely have made the engineer involved and their parent company more dili-
gent in ensuring more appropriate fixings were used.

The confidence established in addressing these principles shall be commen-
surate with the level of risk posed by the SBS

In such a high-risk industry one would like to think the service providers are
fully cognisant of the safety risks they face and have confidence in their ap-
proaches to manage them. The reason a lot of rail accidents occur is that an
equivalent level of risk understanding does not seem to exist around their
service provision.

These principles shall be established and maintained throughout the lifetime
of the SBS, resilient to all changes and re-purposing

As a service, ‘inspection’ needs to be maintained at a level commensurate
with the risk/impact of a failure of the item(s) being scrutinised. Periodic in-
spections, such as those mandated by BS7671, as detailed in the RAIB report
(RAIB, 2018), need to be held. Although Arriva Trains Wales maintained the
services they were accountable for, there is no certainty that a future franchise
operator would adopt the same level of diligence. An overarching SBS con-
sidering the Service Assurance Principles would provide an enduring frame-
work to support the assurance of extended services like ‘inspection’.

5.1.4 Discussion

It is important to recognise the complete suite of services that make up an SBS
not only those that are currently being enacted but also those provisioned earlier
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in the lifecycle of the affected safety-critical system, in this case a section of the
UK rail network. Services can fail sometime after they were first delivered, as in
the ‘installation” service at Abergavenny. Well-thought-out analysis of service
provision, both spatially and temporally can be reinforced by use of the Service
Assurance Guidance, which provides a framework to link the assurance of ser-
vices across an industry sector identifying where weaknesses exist in the service
assurance map, critical in industries where safety-related services predominate.

6 Further Work

Work has progressed to decompose the service assurance principles into a lower-
level set of objectives. If the associated objectives are met, then the principle is
deemed to have been achieved. The principles with their associated objectives
are shown in table 6.

Further work would involve establishing whether the objectives were met in
the particular accident scenarios. In some cases, the accident reports contain
highly detailed information, (although usually not related to service aspects). This
indicates an update to accident investigation methods is required.

Table 6. Service Assurance Principles and Objectives

1 | Service assurance requirements shall be defined to address the Service-
Based Solution’s (SBS) contribution to both desirable and undesirable be-
haviours

a. Context and intended use of the SBS SHALL be established

b. States of the SBS SHALL be defined including normal, abnormal and
degraded modes, as well as transitions between the states

c. Key stakeholders of the SBS SHALL be identified

d. Service assurance requirements for desirable behaviours, including ser-
vice and performance levels, of the SBS SHALL be defined

e. Service assurance requirements to mitigate undesirable behaviours of
the SBS SHALL be defined

f. A high-level service architecture SHALL be defined

g. Historical accidents and incidents related to the service offering
SHOULD be assessed and any relevant recommendations considered.
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The intent of the service assurance requirements shall be maintained
through the service definitions, service levels, the service architecture and
the agreements made at service interfaces

a. Service assurance requirements SHALL be decomposed and assigned to
service elements within the service architecture of the SBS

b. The service architecture including sub-services SHALL be defined
c. Service assurance requirements SHALL be defined for each sub-service
d. The agreements made at service interfaces SHALL be defined

e. Service assurance requirements tracing through the service architecture
SHALL be established

f. Methods and techniques used to provide service assurance within each
level of the service architecture SHALL be defined and implemented

g. Assurance wrappers SHALL be identified and defined for service ele-
ments to make good any known assurance shortfalls

Service assurance requirements shall be satisfied

a. Verification evidence SHALL be produced to show that service assur-
ance requirements are met by the architecture and the elements of the
SBS

b. Assurance wrappers SHALL be implemented and verified

c. Evidence SHOULD include proven in use and service history evidence

Unintended behaviours of the SBS shall be identified, assessed and man-
aged

a. Residual risks SHALL be identified and linked to service artefacts and
service properties

b. The residual risk of the SBS SHALL be reduced to an acceptable level

c. Unintended behaviours resulting from the service architecture and ser-
vice elements SHALL be identified, assessed and managed

d. Unintended behaviours resulting from fault-free cases SHALL be identi-
fied, assessed and managed

e. Service-service interactions SHALL be considered

f. Service assurance artefacts SHALL be identified and produced
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5 | The confidence established in addressing these principles shall be commen-

surate with the level of risk posed by the SBS

a. Service Assurance Levels (SALs) SHALL be established based on the
level of risk that the service presents to the service users

b. SALs SHALL be decomposed and assigned to service elements within
the service architecture of the SBS

c. Service assurance artefacts SHALL be produced according to the SAL

d. Activities, methods, analyses and tools used to provide service assur-
ance SHALL be appropriate for the SAL

6 | These principles shall be established and maintained throughout the lifetime

of the SBS, resilient to all changes and re-purposing

a. All changes to the SBS that impact these objectives SHALL be assessed
and managed

b. Service assurance artefacts SHALL be maintained

c. Use of the SBS SHALL be monitored for change and a safety impact
analysis shall be undertaken

d. Use of the SBS for a new purpose, or changed scope SHALL cause a re-
evaluation of the compliance with the objectives

e. Degraded and contingency modes of the SBS SHALL maintain defined
set of these objectives

f. Lessons learnt SHALL be incorporated in the SBS

7 Conclusion

Accident reports often list multiple causes or contributory factors; some of these
causes will be related to the way the services (implicit or explicit) are constructed.
Accident Reports do not currently consider service failings and the value of ap-
plying a services perspective, it is argued that they should. It can be seen from
the service analyses of the accidents:

1.

Consideration of the accident scenarios through “service eyes” can be a
useful way to consider the situation. It helps to analyse the accident if
the implicit and explicit services are identified together with the failures
of those services, (even if there are no explicit service contracts in
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place);

2. Different and varied ways in which safety-related services can fail lead-
ing to an accident (e.g. a “Lookout Service” in a marine context)

3. How some aspects of the failures could be mitigated by application of
the Service Assurance Guidance.

It should be noted that as per “Safety II” many service failures never result in
accidents because components of the service (often the staff) are resilient and
prevent the chain of events from a specific failure turning into an accident.
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Abstract The Internet-of-Things (10T) has enabled Industry 4.0 as a new man-
ufacturing paradigm. The envisioned future of Industry 4.0 and Smart Factories
is to be highly configurable and composed mainly of the ‘Things’ that are ex-
pected to come with some, often partial, assurance guarantees. However, many
factories are categorised as safety-critical, e.g. due to the use of heavy machinery
or hazardous substances. As such, some of the guarantees provided by the
‘Things’, e.g. related to performance and availability, are deemed as necessary
in order to ensure the safety of the manufacturing processes and the resulting
products. In this paper, we explore key safety challenges posed by Industry 4.0
and identify the characteristics that its safety assurance should exhibit. We pro-
pose a modular safety assurance model by combination of the different actor re-
sponsibilities, e.g. system integrators, cloud service providers and “Things” sup-
pliers. Besides the desirable modularity of such a safety assurance approach, our
model provides a basis for cooperative, on-demand and continuous reasoning in
order to address the reconfigurable nature of Industry 4.0 architectures and ser-
vices. We illustrate our approach based on a smart factory use case.

1 Introduction

The Internet-of-Things (10T) can be seen as a system of inter-connected cyber-
physical objects that collect and exchange data. More formally, 10T is defined as
“a global infrastructure for the information society, enabling advanced services
by interconnecting (physical and virtual) things based on existing and evolving
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interoperable information and communication technologies” [25]. This infra-
structure allows the Things to be sensed and controlled remotely so that their
integration into the physical world leads to different ways to utilise the Things in
various reconfigurable applications. Cloud Computing is a fundamental infra-
structural element for 10T, enabling different types of X as a Service (XaaS)!
[19], where X is a software, platform, infrastructure, etc. In this paper, we adopt
the NIST definition of Cloud Computing:

“a model for enabling ubiquitous, convenient, on-demand network access to a shared pool
of configurable computing resources (e.g., networks, servers, storage, applications, and
services) that can be rapidly provisioned and released with minimal management effort or
service provider interaction” [17].

The marriage of the 10T and Cloud services (e.g., cloud XaaS) has paved the way
towards the fourth industrial generation2, Industry 4.0, as a new trend of automa-
tion and data exchange in the manufacturing industry. This new industrial para-
digm is characterised by its ability to reconfigure and often optimise autono-
mously, particularly during the operational stages. Moving certain manufacturing
services, e.g. scheduling and data storage and analytics, to the Cloud has potential
benefits in cost reduction, energy efficiency, sharing of resources and increased
flexibility. The use of Cloud Computing in critical applications has been high-
lighted as a significant area of research, especially for production and manufac-
turing systems [3], [7], [12], [26].

However, factories are often categorised as safety-critical systems as failures
of these systems, under certain conditions, can lead to human harm or damage to
property or the environment, e.g. due to the use of heavy machinery or hazardous
substances. As such, the risk associated with the manufacturing processes and the
resulting products has to be analysed, controlled and monitored. However, the
reconfigurable, modular and dynamic nature of Smart Factories pose significant
safety assurance challenges. For example, designers or operators of factories do
not have much control over the design and evolution of the ‘Things’ or Cloud-
based services that are increasingly being used in manufacturing processes. This
potentially weakens confidence in the safety of the factory and can undermine
the overall safety case [21], i.e. due to high degrees of uncertainty about the actual
performance or behaviour of these ‘Things’ or Cloud-based services.

Most of the reviewed published literature on lIoT and Cloud Computing re-
veals focus on security in particular and dependability in general but without
much focus on safety. For example, the German automation technology supplier
‘PILZ’ [18] stated that the Industry 4.0 vision entails modular plants being recon-
figured quickly and flexibly. They view the control and decision-making process

1 Key loT terms are described in the last section.
2 aka Industrie 4.0
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in Industry 4.0 becoming more decentralised and highlight safety, in particular,
as a fundamental challenge, with emphasis on the necessary modular certification
of the individual factory devices (PILZ uses the term Safety 4.0 to indicate mod-
ular safety solutions).

In this paper, we introduce a common Industry 4.0 architectural style (Section
2) and explore its safety assurance characteristics (Section 3). We then propose a
modular safety assurance model by diffusion of the different actor responsibili-
ties, e.g. system integrators, cloud service providers and ‘Things’ suppliers (Sec-
tion 4). Our model aims to provide a basis for cooperative, on-demand and con-
tinuous safety reasoning in order to address the reconfigurable and compositional
nature of Industry 4.0 architectures. We illustrate our approach based on a smart
factory use case (Section 5) and conclude in Section 6.

2 Industry 4.0 Architecture

In this section, we introduce a generic architecture for Industry 4.0. This archi-
tecture comprises three levels, as depicted in figure 1, where the Things and
Fog/Edge levels typically represent the local part of the system, while the Cloud
represents a remote infrastructure that is usually owned by a third-party service
provider:

e The Things Level is composed of a set of Things that enable interaction
with the physical environment via different sensing/actuating devices.
We consider a Thing as an object capable of communicating with other
networked devices [2]. Due to the limited storage and processing power,
devices from this level rely on the Fog or Cloud infrastructures for stor-
age and processing services.

e The Fog Level is composed of a set of Fog/Edge devices that are directly
connected to Things or/and Cloud infrastructure. We consider Fog de-
vices to be local computational devices that offer advanced storage and
processing power to the Things and rely on remote Cloud infrastructure
for high-power computing and storage. The Fog devices receive data
from the Things and, depending on the system configuration, might for-
ward the data to the Cloud infrastructure. Moreover, the Fog devices
may perform partial processing of the data and directly instruct com-
mands to the Things.

e The Cloud Level is composed of a set of remote servers providing on-
demand capabilities. The Cloud infrastructure typically receives data
from the Fog devices, processes the data and forwards commands to the
Things via Fog devices.

The distribution of control, authority and responsibility between the Things and
the Fog and Cloud infrastructures depends on factors such as (1) performance,
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e.g. avoiding the Cloud for hard real-time requirements, (2) global and adaptive
services, e.g. Big Data analytics via the Cloud and (3) local situational awareness,
e.g. via smart loT-based devices. Understanding the behaviour and integrity of
the individual Things and infrastructural elements, and their interactions, is a pre-
requisite for assuring the safety of Industry 4.0.

Cloud Infrastructure
set of cloud servers/services

data cloud comm
command
Fog Infrastructure .
set of fog/edge devices |
fog
data command comm
h 4
Thing

sensing and actuation (raw data)

Fig. 1. Industry 4.0 Generic Architecture

3 Safety Characteristics for Industry 4.0

Considering the capabilities of Industry 4.0, in this Section, we explore key char-
acteristics of its safety assurance.

1) Modular and Cooperative: The safety assurance for Industry 4.0 will often
have to be cooperative in a sense that a safety or assurance case cannot be
built by a single stakeholder or organisation. Since the implementation of
the business models is shifting from a single company to a network of ser-
vice providers [14], so does the resulting system shift from a standalone
system to a network of devices and services, performing, cooperatively, a
number of functionalities. Each business participating in the integrated sys-
tem, e.g. as a Thing supplier (be it a “dumb” or a “smart” connected device),
should accompany the provided Thing with a set of safety assurances for
different usages. However, since the suppliers cannot provide all the needed
safety assurances out-of-context, certain properties should be assured by the
integrator in the context of the particular usage of the Thing.

2) Continuous: Safety cases are used to justify how the risk of each identified
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hazard has been eliminated or adequately mitigated. Industry 4.0 assumes
that a modular factory can be reconfigured quickly and flexibly. The safety
assurance of such a factory is expected to be in a position to accommodate
this widening of flexibility. For safety cases, they should comprise evidence
to make a convincing argument to support the relevant safety claims [15].
However, some claims and pieces of evidence might get invalidated due to
reconfigurations that commonly take place in the factory, e.g. changes to the
manufacturing processes and services. Hence, safety cases might be out of
date and no longer reflect the actual safety performance of the system. To
this end, the safety cases should be proactively reviewed and continuously
maintained in order to justify the evolving status of the factory [6].

3) On-demand: As motivated in the previous characteristic, safety cases should
be maintained after changing the associated factory to continuously demon-
strate the status of the safety performance. Sometimes, however, updating
the safety cases is not feasible because of the nature of the changes. That is,
there might be drastic changes to the factory that could introduce new and
different types of hazards that require repeating the entire safety assurance
process and generating more and/or new pieces of evidence. Here, re-con-
structing the safety cases might be necessary as a more cost-effective option
compared to updating the existing cases [22].

In this paper, we limit our focus to the modular and cooperative characteristics
of safety assurance for Industry 4.0, considering the overall safety case for Smart
Factories and future needs for continuous and on-demand assurance.

4 Industry 4.0 Safety Assurance Approach

Assurance can be defined as justified confidence in a property of interest. In high-
risk domains, assurance is typically demonstrated through the provision of an
assurance case, consisting of a structured argument, i.e. justification, supported
by evidence [15]. In this paper, the assurance case is for safety properties (aka
safety case). As discussed in Section 3, due to the co-operative nature of IoT, it
is not possible for any single stakeholder to provide the assurance case for the
entire system.

The constituent Things, and the required infrastructure elements will be de-
veloped and provided by different organisations. It is these separate organisations
that have the knowledge of the properties and characteristics of their components
(i.e. Things or infrastructure elements). However, these suppliers are only able to
reason about the assurance of their own components and can say little about the
assurance of the loT system as a whole, especially with regard to system- level
conditions such as hazards, accidents and harm. The system integrator must
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therefore consider what is required for safety assurance and then show that the
Things or infrastructure elements being used are able to support this.

Integrator's
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loT System is required at
Assurance Case system level
Module
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Contract Module
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Component provider’s responsibility - defines what is achieved

Fig. 2. Proposed loT Assurance Case Architecture

This leads us to propose a modular approach to assurance for 10T-based sys-
tems as indicated in figure 2. The figure shows the overall assurance case struc-
ture for the loT-based system, split into a number of modules, where each module
reasons about a different aspect of the system. There are assurance modules for
each of the Things and infrastructure elements, and modules dealing with the
assurance of the integration of these into an 10T system. The different stakehold-
ers have assurance responsibilities within the structure in figure 2 in order to en-
sure that a compelling overall assurance case for the 10T system can be created.
These responsibilities are discussed below.

4.1 Responsibilities of Things or Infrastructure Providers

Each of these providers must define an assurance contract. This contract defines
the set of properties that they are able to assure and a definition of potential failure
behaviour of their Things or infrastructures. In order to be usable as part of the
integrated assurance case for the 10T system, each of the identified properties
should be defined with the following assume-guarantee reasoning form:
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if {condition} then {Thing or infrastructure} shall provide {property} with
confidence of {confidence}

The condition and property represent the assumptions and guarantees of an as-
sume-guarantee contract [23]. The condition and confidence of this assume-guar-
antee contract specification is crucial to our approach. For any Thing or infra-
structure, there exist limitations on the circumstances under which it can perform
its function. For example, an assurance contract for a pressure sensor may in-
clude:

If temperature is greater than -20°C then pressure sensor shall provide air
pressure value with accuracy of 0.001% with confidence of 99%.

It should be noted that, unless some failure has occurred, the pressure sensor is
expected to provide an air pressure value. However, at temperatures below -20°C
the confidence in that value will be reduced. If this confidence is not defined at
these lower temperatures, then the property cannot be assured outside that tem-
perature range. This may then require alternative pressure sensing capabilities (or
some other guarantee of temperature range) in order to create the assurance case.

Knowing the level of confidence with which a Thing or infrastructure can
guarantee a particular property is also crucial to the integration process as it ena-
bles the overall level of assurance for the system properties to be determined.
Further, each Thing or infrastructure provider must be able to reason about the
completeness and correctness of the failure behaviour definition provided as part
of the contract. These definitions of such failure behaviour are also taken into
account when assessing the assurance of the integrated system. It should be noted
that the information required of the Thing or infrastructure provider described
above is specific to the Thing or infrastructure, but in no way specific to the par-
ticular 10T system of which that Thing or infrastructure may become a part. This
facilitates the use of independently, commercially developed and reusable com-
ponents as part of the safety assurance framework.

4.2 Integrator’s Responsibilities

The integrator has responsibility for creating the 10T system by utilising the In-
ternet-enabled Things and infrastructure elements. The integrator therefore also
has responsibility for demonstrating the overall safety assurance of the 10T sys-
tem. As previously discussed, the integrator should have available to them infor-
mation about the assurance of the individual Things or infrastructures through
the assume-guarantee contract specifications. The integrator must show how the
assurance provided for the Things or infrastructures can be used to demonstrate
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the assurance of system- level properties. In particular, the integrator must iden-
tify the hazards, i.e. sources of potential harm, and their associated risks, posed
by the system, e.g. unsecured loads, laser radiation or heavy machines operating
in the presence of operators. For any configuration of Things or infrastructures,
the integrator must then determine the safety requirements for each of these by
identifying how the Things or infrastructures may contribute to hazards (this
could for example be done through considering deviations on the functionality or
interactions).

Once these requirements are known, the safety assurance case for the 10T sys-
tem can be created if it can be demonstrated that 1) the properties in the contracts
are able to satisfy the assurance requirements defined for the loT-based system
with sufficient confidence, and 2) the contracts of the relevant Things or infra-
structure elements are satisfied (the properties and conditions are met and the
failure modes are mitigated). As discussed, the Thing or infrastructure element
provider has responsibility for specifying the contract for that element and ensur-
ing the properties are met, however it is the responsibility of the integrator to
ensure the conditions are satisfied, and the identified failure modes of the element
are mitigated in the context of the overall 10T system (through a variety of mech-
anisms such as redundancy, monitoring, operational constraints etc.).

In order to facilitate this integration of an overall safety case, we propose the
use of assurance case contracts. Assurance case contracts provide a mechanism
for recording and justifying the agreed relationship between assurance case mod-
ules. Figure 2 shows assurance case contracts being established between the 10T-
based system assurance case module and the individual component modules. The
structure that such a contract module might have is illustrated as a pattern in fig-
ure 3, using the Goal Structuring Notation (GSN). Readers who are unfamiliar
with this notation are referred to the GSN Standard [1] for more detailed infor-

mation.
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Fig. 3. Structure of an Assurance Case Contract for 10T System

Figure 3 shows how in order to assure a safety requirement identified by the in-
tegrator, a number of the Things or infrastructure elements may need to be con-
sidered. For each of these, the contract defined for those elements is used to make
the assurance argument. In Figure 3 we show only how this is done for Things,
but a similar argument structure would be used for infrastructure elements as
well. In order to form the assurance case contract, it must be demonstrated that
the properties defined in the contract for each element are sufficient to satisfy the
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safety requirement. It must then be demonstrated that each aspect of the contract
for each element is satisfied. Claims about the satisfaction of the properties, and
the identification of failure behaviour, are supported by a safety case module de-
veloped by the provider of that element and provided to the integrator along with
the element itself.

Needless to say, establishing and justifying assurance case contracts is a chal-
lenging task. The specification of the assurance model and clear definition of the
supplier’s assurance responsibilities are merely a first step towards this. A con-
tract- based assurance approach is potentially desirable for an 10T - based system
as the contract helps to determine whether the relationship between the assurance
case modules continues to hold and the (combined) safety assurance case remains
valid when Things or infrastructures are altered or substituted in the system. This
issue is discussed further in Section 6.

5 Use Case

In this section we present a fictitious, yet representative, Smart Factory and focus
on a single part of the factory to illustrate safety assurance for Industry 4.0. We
focus on a Warning Light System (WLS) as a safety measure that includes 10T-
related elements. We demonstrate our approach by performing safety analysis of
the WLS and developing a corresponding argument for the system based on the
assurance case contract structure presented in Section 4.

5.1 Smart Factory Description

Our use case considers scenarios where the requirements and design specification
for the manufacturing of a product are provided via a Cloud-based service. Some
of the manufacturing control capabilities reside remotely on the Cloud, e.g.
scheduling and design reconfiguration. Others are managed locally either at the
Fog or Things levels. More specifically, our use case considers a manufacturing
factory in which a number of computer-based machine tools make a range of
gearbox shafts from metal blanks. The blanks, which weigh about 4kg each, are
delivered in pallets of 50, and stored in an automated warehouse until they are
required. Finished products are also packed into pallets and taken to a holding
area before being shipped to the main assembly plant.

The movement of pallets around the plant is managed using an Automatic
Guided Vehicle (AGV) system. The system consists of a number of battery-pow-
ered vehicles, each fitted with pallet handling equipment, whose movements are
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directed by an AGV Central Control Fog. This is interfaced to a Warehouse Con-
trol, Holding Area Control and Machining Control Fogs, so that stock movement
requirements can be fulfilled. Each AGV will carry only one pallet at a time. The
conceptual flow of materials is illustrated in figure 4.
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Fig. 4. Flow of Materials and Information through the Factory

To manage different automated activities in the factory, Light Imaging, Detec-
tion, and Ranging (LIDAR) sensors are positioned to cover the whole factory.
Such a setup allows the Smart Factory to “see” what is going on, i.e. in real time,
and to manage the activities accordingly. A Cloud service is used for the integra-
tion of the LIDAR inputs and for modelling the activities in the factory. This
Cloud service allows for customisable features to be implemented specific to dif-
ferent factory operations. Special docking stations are provided for the AGVs,
each weighing about 0.8 tonnes. The vehicles will normally be directed by the
central Fog to return to these charging stations when they are not required to
move pallets. The factory is not fully automated, and people cannot be excluded
from the areas where the AGVs operate.

5.2 Hazard Analysis

Since the factory employs both human workers and machines of different auton-
omy levels, there are many factory-level hazards, e.g. proximity to heavy moving
objects. One general safety measure is to define restricted areas for the different
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factory configurations to protect the human workers from both the moving ma-
chinery and the dangerous goods they transport. In this use case, we focus on a
single factory-level hazard: “Unauthorised AGV vehicle enters the restricted
area”. Due to the noise protection procedures that human workers may be using
in certain configurations, audio warning is not sufficient, so a visual warning light
system is also needed. Amongst the different safety requirements specified to ad-
dress this hazard, we focus on the following requirement: “A warning light shall
be signalled when an unauthorised AGV enters the restricted area”. This require-
ment is allocated a Safety Integrity Level (SIL) 2, based on the likelihood and
severity of the considered factory-level hazard.

To achieve this requirement, several other sub-requirements should be speci-
fied. We mention only some:

R1: The system shall distinguish between authorised and unauthorised AGVs.

R2: The scope of the restricted area shall be specified to 5¢cm degree of pre-
cision.

R3: The signalling of the warning light shall occur within 0.5sec from an un-
authorised AGV entering the restricted area.

The main objective of the proposed Warning Light System (WLS) is to monitor
restricted areas where certain types of objects (humans, robots, vehicles, etc.) are
prohibited due to safety reasons. The system is intended to trigger a warning light
if an object classified as prohibited under the given factory configuration appears
in the designated restricted area.

The high-level architecture of the WLS is presented in figure 5. WLS is im-
plemented using the Cloud service and the factory LIDARs. We focus on a par-
ticular configuration and a specific restricted area for that configuration, as pre-
sented in figure 5. The considered restricted area includes 3 LIDARS, 4 access
points and 4 warning light lamps. The gateway and local control device are lo-
cated within the factory, but outside of the restricted area. The access points fa-
cilitate wireless communication between the sensors/lamps and the gateway,
while the gateway enables connection to the cloud service that acts as a control
node.
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Fig. 5. Smart Factory Use Case: WLS Configuration

The considered WLS is composed of:

Things:
1) LIDARs 1-3 (identical)
2)  Warning Light 1-4 (identical)

Infrastructure elements:
3) Gateway/Router (local control node)

4)  Access Point 1-4 (identical)
5)  Cloud Service (control node)

The Cloud service is responsible for processing the data and commanding the
activation of the warning light via the local network. The Cloud is also responsi-
ble for monitoring all moving objects in the factory. The local controller is only
responsible for the most severe restricted area violations. As such, it only moni-
tors certain objects entering the area. The initial requirements are further decom-
posed and allocated to the 10T system elements to more clearly specify their func-
tion. For example, for the R1 requirement we specify sub-requirements such as:

R1.1: LIDARs shall detect all objects entering the restricted area.

R1.2: The cloud service shall analyse and classify all detected objects.

R1.3: The gateway shall analyse and classify only the most dangerous objects.
R1.4: The gateway shall transmit all the sensor data to the cloud service.
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Similarly, for the requirement R3, we decompose it to allocate the timing require-
ments on the operations of the different elements. For example, a sub-require-
ment R3.1 can be specified as: “The warning lights shall engage on receipt of the
engage command within 0.2sec”.

5.3 WLS Failure Analysis

So far, we have defined safety requirements for WLS without considering failures
of the individual elements. In this section we consider hazardous contributions of
all the WLS 10T system elements and their contributions to the considered haz-
ard. Some of the identified hazardous failures for the 10T system elements are as
follows:

e LIDARs
o No signal provided
o Unable to detect unauthorised object entering restricted area
o Signal reports incorrect light conditions
e Warning light lamps
o The warning light does not turn on when requested
o The warning light turns on with a delay greater than 0.2sec
e  Access Points
o Access point fails to route data to the Gateway
o Access point takes longer than intended to route data
e Cloud Service
o Cloud does not generate warning signal request
o Cloud generates an incorrect warning signal request

o Cloud takes longer than intended to generate warning signal re-
quest.

We have also derived safety requirements to address the above hazardous fail-
ures. For example, these requirements include the following:

1) “Each restricted area shall have at least two warning lamps visible from every
position in the area”,

2) “Each moving object in the factory shall have a marking detectable by LI-
DARS”, and
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3) “Human workers shall be notified of the WLS failures”.

All the derived requirements are assigned with at least SIL 2, based on the cor-
responding higher-level requirement.

5.4 Assurance Case Contract Example for WLS

The application of the assurance case contract, as defined in Section 4, is pre-
sented in figure 6.

In the presented argument we focus on the safety requirement R3 of WLS and
detail in particular the warning light lamp element. The supplier of the lamp is
able to provide an assurance case for the lamp that supports various claims about
the lamp as detailed in the assume-guarantee contract. In the example in figure 6
we see that the lamp assumes a constant power supply and working temperature
in a predefined range in order to provide assurance of maximum light intensity
within 0.2 seconds during the promised lifespan.

The confidence in this claim is provided by the lamp assurance case. In form-
ing the assurance case contract shown in figure 6, this claim about the lamp is
used to support a safety requirement as part of the higher-level factory assurance
case (in other words, the assurance case contract reasons that this lamp is suffi-
cient, from a safety perspective, for its use as part the factory operations).

Figure 6 shows how the assurance case contract also must consider the known
failure behaviours of the lamp as detailed by the supplier. The effects of the fail-
ure behaviours are shown to be mitigated by the AGV and the Smart Factory
configuration.
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Fig. 6. The Warning Light Lamp Assurance Case Contract

6 Discussion and Conclusions

We have highlighted a number of safety challenges posed by Industry 4.0 and
proposed a modular assurance approach that has the potential to address some of
these challenges, particularly with regard to the compositional and configurable
nature of loT-based architectures. In essence, our approach builds on past and
current research on assume-guarantee reasoning, contract-based assurance and
modular certification for safety-critical applications [20] [16] [8]. Historically,
these approaches formed the basis for safety cases and certification for systems
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in various domains including automotive [24] and aviation [5]. However, some
fundamental safety assurance problems remain and have to be addressed as a
prerequisite for realising the general-purpose vision of Industry 4.0. We explore,
and reflect on, these in the rest of this section.

A. Industry 4.0 Safety Validation Challenge

We discussed the potential for modular and contract-based reasoning to drive the
structure of the overall safety case for Industry 4.0 architectures and meet the
safety requirements. However, the fundamental problem does not lie in how the
configurable architectures meet the safety requirements. Rather, the issue lies in
the generation of these safety requirements in the first place. The ad hoc assem-
blage of Things and infrastructures for Industry 4.0 architectures will likely result
in new hazards and/or risk ratings and as such new safety requirements. These
emerging hazards are due to expected, yet unpredictable, reconfigurations or re-
deployments of the architecture in multiple contexts (i.e. we cannot assume that
the world is stable, and variation only lies within our system). This will often
mean that the hazard analysis, or at least a large part of it, will have to be manually
repeated for each reconfiguration or deployment and should produce an updated
set of safety requirements (i.e. each of these changes might be considered as a
new factory). This can be seen as undermining the general-purpose and reusable
nature of Industry 4.0 architectures, i.e. where rapid reconfiguration and deploy-
ment is seen as a unique selling point. In other words, modularity and contract-
based reasoning largely deal with the verification issue whereas hazard analysis
of the whole system addresses the validation problem. Safety validation, against
the intended real-world usage, is the essence of safety assurance and how risk
and harm are assessed, perceived and accepted.

B. Industry 4.0 Safety Confidence Challenge

In our example definition of assurance contracts for Things and infrastructures
within Industry 4.0 architectures, we highlighted the need to specify necessary
properties that have to be provided (e.g. measurement of air pressure values) to a
particular level of integrity (e.g. accuracy of 0.001%) and confidence (e.g. 99%).
For large socio-technical 10T systems such as Smart Factories, confidence will
inevitably be measured using different qualitative [11] and quantitative [6] indi-
cators. Propagating confidence from the different qualitative and quantitative
measures associated with the various Things in an infrastructure is necessary to
assess confidence in the safety of the overall configured system [10]. This has to
be performed dynamically and on-demand to address the particular reconfigura-
ble characteristics of Industry 4.0 architectures. This is a grand safety challenge
for Industry 4.0 (and safety engineering generally). Current approaches to speci-
fying confidence and associating it with assume-guarantee contract specification
for individual components is relatively straightforward compared to the challenge
of assessing, dynamically, confidence for the different reconfigurations.
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C. Industry 4.0 Commercial Pressure Challenge
The financial appeal of commercially available Things and infrastructures, which
appear to be dependable although they are not developed for safety-critical ap-
plications, should not be undermined. The business pressure is mounting on
safety engineers to accept the use of, relatively cheap, consumer electronics and
commercially available cloud-based services. Resistance from the safety commu-
nity on the basis of difficulty or novelty could be counter-productive. This might
result in alienating or excluding safety engineers when design decisions are made
or more likely, and sometimes rightly so, appealing to reduction in overall risk
despite increases in technological risks (e.g. a typical risk-benefit argument in
clinical applications in which clinical benefits outweigh technological risks [13]).

D. Industry 4.0 Security-Informed Safety Challenge

There is now almost a consensus on the necessity to address cyber security in
safety assurance [4]. This issue takes a greater significance for Industry 4.0 where
remote connectivity and the use of commercially available infrastructures and
Things expose the system to a wide range of cyber threats (particularly Distrib-
uted Denial of Service [9]). Security risks tend to be more dynamic than safety
risks. As such, exploring the extent to which an Industry 4.0 architecture might
have to reconfigure in the event of a security breach is a significant challenge,
particularly in how it might compromise safety assurance (i.e. a typical trade-off
between safety and security that has to be made more explicit in the safety assur-
ance case).

In conclusion, in this paper, we explored a humber of characteristics for the
safety assurance of Industry 4.0 and focused on modularity as a key aspect of the
overall assurance case for safety. We also highlighted some grand challenges that
remain and will be a focus for our future work.

Terminology

Xaa$S — Anything (X) as a Service

Internet of Things (IoT) - a global infrastructure for the information society, enabling ad-
vanced services by interconnecting (physical and virtual) things based on existing
and evolving interoperable information and communication technologies.

Thing devices — enable interaction with the physical environment via different sensors/actua-
tors.

Cloud Computing — a model for enabling ubiquitous, convenient, on-demand network access
to a shared pool of configurable computing resources (e.g., networks, servers, stor-
age, applications, and services) that can be rapidly provisioned and released with
minimal management effort or service provider interaction.
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Edge Computing — a decentralized infrastructure in which parts of applications, management
and data analytics are moved to the end devices such that computing is performed
as close as possible to the data source.

Fog Computing - a decentralised infrastructure in which parts of applications, management
and data analytics are moved into the network itself using a distributed computing
model.

Fog/Edge Devices — local computational devices that offer advanced storage and processing
power to the Things and rely on remote Cloud infrastructure for high-power com-
puting and storage.

Acknowledgments This work is supported by the Swedish Foundation for Strategic Research
(SSF) via the project Future factories in the Cloud (FiC).

References

[1] Goal Structuring Notation working group, November 2011.

[2] L. Atzori, A. lera, and G. Morabito. The internet of things: A survey.
Computer networks, 54(15):2787-2805, 2010.

[3] A. Bessani, R. Kapitza, D. Petcu, P. Romano, S. V. Gogouvitis,
D. Kyriazis, and R. G. Cascella. A look to the old-world sky: EU- funded dependa-
bility cloud computing research. Operating Systems Review, 46(2):43-56, July 2012.

[4] R.Bloomfield, K. Netkachova, and R. Stroud. Security-informed safety: if its not secure, its
not safe. In International Workshop on Software Engineering for Resilient Systems, pages
17-32. Springer, 2013.

[5] P.Conmy, M. Nicholson, and J. McDermid. Safety assurance contracts for integrated mod-
ular avionics. In Proceedings of the 8th Australian workshop on Safety critical systems and
software-Volume 33, pages 69—

78. Australian Computer Society, Inc., 2003.

[6] E. Denney, G. Pai, and I. Habli. Dynamic safety cases for through-life safety assurance. In
Proceedings of the 37th International Conference on Software Engineering-Volume 2,
pages 587-590. IEEE Press, 2015.

[7] B. Esmaeilian, S. Behdad, and B. Wang. The evolution and future of manufacturing: A
review. Journal of Manufacturing Systems, 39:79 — 100, 2016.

[8] J. Fenn, R. Hawkins, P. Williams, and T. Kelly. Safety case composition using contracts-
refinements based on feedback from an industrial case study. In The Safety of Systems,
pages 133-146. Springer London, 2007.

[9] Guardian. DDoS attack that disrupted internet was largest of its kind in history, experts
say. www.theguardian.com/technology/2016/oct/26/ ddos-attack-dyn-mirai-botnet.

[10] J. Guiochet, Q. A. Do Hoang, and M. Kaaniche. A model for safety case confidence as-
sessment. In International Conference on Computer Safety, Reliability, and Security, pages
313-327. Springer, 2015.

[11] R. Hawkins, T. Kelly, J. Knight, and P. Graydon. A new approach to creating clear safety
arguments. In Advances in systems safety, pages 3-23. Springer, 2011.

[12] W. He and L. Xu. A state-of-the-art survey of cloud manufacturing.

Int. J. Comput. Integr. Manuf., 28(3):239-250, Mar. 2015.

[13] ISO. ISO 14971: medical devices-application of risk management to medical devices. ISO,

2012.

[14] H. Kagermann, J. Helbig, A. Hellinger, and W. Wahlster. Recommendations for Imple-
menting the strategic initiative INDUSTRIE 4.0: Securing the future of German manufac-
turing industry. Forschungsunion, 2013.



124
[15]
[16]
[17]

[18]
[19]

[20]
[21]

[22]

[23]

[24]
[25]

[26]

Jaradat et al

T. P. Kelly. Arguing safety: a systematic approach to managing safety cases. University of
York, 1999.

T. P. Kelly. Concepts and principles of compositional safety case construction. Contract
Research Report for QinetiQ COMSA/2001/1/1, 34, 2001.

P. Mell, T. Grance, et al. The nist definition of cloud computing. 2011.

PILZ. Industrie 4.0 — safe and smart (white paper), June 2016.

B. P. Rimal, E. Choi, and I. Lumb. A taxonomy and survey of cloud computing systems.
In 2009 Fifth International Joint Conference on INC, IMS and IDC, pages 44-51, Aug
2009.

J. Rushby. Modular certification. Technical report, Sept. 2001.

J. Rushby. The interpretation and evaluation of assurance cases. Technical Report SRI-
CSL-15-01, Computer Science Laboratory, SRI International, Menlo Park, CA, July 2015.
Available at http://www.csl. sri.com/users/rushby/papers/sri-csl-15-1-assurance-cases.pdf.
J. Rushby. Trustworthy self-integrating systems. In N. Bjerner,

S. Prasad, and L. Parida, editors, 12th International Conference on Distributed Com-
puting and Internet Technology, ICDCIT 2016, volume 9581 of Lecture Notes in Com-
puter Science, pages 19-29, Bhubaneswar, India, Jan. 2016. Springer-Verlag.

A. Sangiovanni-Vincentelli, W. Damm, and R. Passerone. Taming dr. frankenstein:
Contract-based design for cyber-physical systems. European journal of control,
18(3):217-238, 2012.

D. Schneider and M. Trapp. Conditional safety certification of open adaptive systems.
ACM Transactions on Autonomous and Adaptive Systems (TAAS), 8(2):8, 2013.
Telecommunication standardization sector of ITU. Overview of the Internet of things,
Y.2060 edition, 6 2012.

D. Wu, M. J. Greer, D. W. Rosen, and D. Schaefer. Cloud manufacturing: Strategic vision
and state-of-the-art. Journal of Manufacturing Systems, 32(4):564 — 579, 2013.



125
Safety in Space: A Changing Picture?

Emma Ariane Taylor

Safety and Reliability Society (SaRS)
Manchester, U.K.!

Abstract Space exploration and utilisation is increasingly focussed through the
lens of private space activities. Whilst international treaties and agencies provide
the framework for access to, and utilisation of, space, the rapidly increasing ac-
tivities of private entities is leading to new challenges, both legislative and tech-
nical. Governments are responding in a range of different ways to meet the goal
of supporting this growing sector whilst ensuring that their national and interna-
tional obligations are met. Based on the review of current and near future trends,
some suggestions are made on risk assessment methodologies that may help pro-
vide clarity when assessing safety in space.

1 Introduction

With the increase in space exploration and utilisation, increasingly driven
through the growth of private space activities, it can be stated that the established
governmental-led space sector no longer acts as a standalone arbiter of space ac-
tivities. Based on that assumption, it is worthwhile evaluating what changes can
usefully be made to the way in which those activities are managed in order to
ensure that safety in space is maintained. The increasing societal interest in this
field and the increasing number of countries involved in space system manufac-
ture, launch and operations may also influence how safety in space is perceived
and so societal expectations on how it should be managed. This paper provides a
snapshot of this rapidly changing field and notes some assessment frameworks
which might usefully provide a practical perspective on safety in space. The
space sector is of course somewhat different from most other high hazard sectors.
Explosions of launch vehicle, whilst not of the same scale as oil and gas explo-
sions or nuclear containment failures in terms of potential fatalities, occur rela-
tively frequently. Some risks are international e.g. uncontrolled re-entry of large

1 safety and Reliability Society (SaRS), Albert Street, Oldham, Manchester, OL8 3QL.
info@sars.org.uk & emma.a.taylor@googlemail.com.

© Emma Ariane Taylor 2020.
Published by the Safety-Critical Systems Club. All Rights Reserved



126  Emma Ariane Taylor

satellite crossing low altitude orbits and high altitude airspace, then landing in
either international waters or national territories.

For consistency, the term safety in space is considered to apply to all elements
of a space mission i.e. an activity with the purpose of placing an object into orbit
including launcher (example in Figure 1), satellite, and all other supporting sys-
tems that may leave the surface of the Earth as part of achieving orbit. Safety in
space also considers the safety of space objects in orbit, whether manned or un-
manned, as well as safety of objects on their return to Earth, controlled or uncon-
trolled. These common definitions are made for the purposes of this paper; as a
caveat they may not align fully interpretations of current and future legal defini-
tions within national legislation. For clarity, this paper cannot be used as setting
the legal context for safety in space assessments and the contents are provided
for discussion only. Other definitions of ‘space safety’ also exist including from
the European Space Agency’s European Centre for Space Law (ESA-ECSL):
“Space Safety: Sustainability of Space Activities, Space Situational Awareness
(SSA) and Space Traffic Management”. These three areas fall under the general
category of ‘space debris’ (ECSL 2019).
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Fig. 1. Ariane 6 launcher (Wikipedia, 2019a)

2 International context

The United Nations (UN) provided the context for the first international discus-
sions on the use of space, leading to the signing of the Outer Space Treaty (OST)
in 1967 (UN 1967) (full name: Treaty on Principles Governing the Activities of
States in the Exploration and Use of Outer Space, including the Moon and Other
Celestial Bodies) by more than 100 nations. Subsequent treaties and agreements
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have been established through the co-ordination framework of UNCOPUQS (the
UN Committee for the Peaceful Uses of Outer Space). One treaty, the Liability
Convention, builds on the liability provisions articulated in the OST (Art VII). It
sets out absolute liability for physical damage suffered on the surface of the Earth,
or to aircraft in flight, and establishes a fault-based liability regime for space ob-
jects in outer space. The Registration Convention signed a few years later, also
builds on the OST (Art VIII). It requires national registries of space objects and
international registration of those space objects (UN 1971, UN 1974). Not all
spacefaring nations are signatories to all agreements (UN 2019a) although all
who have signed OST are bound by Art VII and Art VIII even if they have not
signed the respective conventions. The UN General Assembly Resolution (UN
1962) established a basis for the OST in customary international law which is
binding on all states regardless of whether or not they’ve signed up to the OST.

The two UN specialised agencies ICAQ (International Civil Aviation Organ-
ization) and IMO (International Maritime Organisation) will continue to play a
role in establishing common norms accepted by states for use of air and sea,
ICAO now acting as a hub for exchange of information on space transportation
(ICAO 2019). The International Telecommunications Union (ITU) was founded
in 1865 and is a now UN agency whose Space Services Division allocates radio
spectrum frequencies for ground and satellite use so maintaining a ‘master inter-
national frequency register’ to prevent signal interference (ITU 2019).

More recently UN have discussed the long-term sustainability of space at the
General Assembly level, as part of UN COPUOS submissions (UN 2019b). The
message provided is clear:

“The Earth’s orbital space environment constitutes a finite resource that is being used
by an increasing number of States, international intergovernmental organizations and
non-governmental entities. The proliferation of space debris, the increasing complexity
of space operations, the emergence of large constellations and the increased risks of
collision and interference with the operation of space objects may affect the long-term
sustainability of space activities. Addressing these developments and risks requires
international cooperation by States and international intergovernmental organizations
to avoid harm to the space environment and the safety of space operations”.

During the preparation of this paper, the International Institute of Air and Space
Law (IIASL) Hague International Space Resources Governance Working Group
(ITASL, 2019) published their ‘building blocks’, an international framework on
space resource activities. It evaluates concepts that are being discussed and ex-
plores how it might be ensured that associated activities meet existing treaty ob-
ligations regarding on-orbit operations and space resource rights. Space resources
“include mineral and volatile materials, including water, but excludes (a) satel-
lite orbits; (b) radio spectrum; and (c) energy from the sun except when collected
from unique and scarce locations”. Whilst the term ‘space resources’ is typically
used to refer to exploration and utilisation of minor bodies or planetary systems
in the solar system (i.e. not the Earth’s orbital regions), the statements made on
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the prevention of space debris, the use of sustainable technologies and other top-
ics may influence indirectly the Earth orbital environment, potentially through
changes in standards and interpretation and evolution of existing international
treaties and space law.

3 Earth orbital environment

A focus on preservation of the orbital environment has gained importance in re-
cent years, and space sustainability is now a recognised concept (e.g. Newman
and Williamson 2018). Due to the characteristics of the orbital environment, a
satellite may remain in orbit indefinitely, or be brought down to Earth through
planned or unplanned measures. In orbit it is vulnerable to impact from other
objects. There are of course other (natural) hazards in space, some of which also
affect high altitude air travel and impact the surface e.g. space weather, asteroids
(large objects) through to micrometeoroids, gamma radiation exposure on com-
mercial flights etc.

This problem of ‘space debris’ (also known as ‘orbital debris’) is discussed
within various international fora including the International Space Debris Coor-
dination Committee (IADC) and the International Organization for Standardiza-
tion (1SO). From the first issue in 2010 of 1SO24113 on mitigation of orbital
debris (1ISO 2019a), a further 40-plus space debris-related standards are either in
publication or preparation, including safety requirements for launch site opera-
tions (1SO 2019b). The UN have also produced space debris mitigation guide-
lines (UN, 2010). As for the master international frequency registry, there is a
launching object registry. This however only covers the initial launch, high accu-
racy in-orbit position and tracking information is not readily available to all, the
commonly used Two Line Element (TLE) sets have known limitations
(Celestrak, 2019) although additional modelling can be carried out (e.g. Racelis
and Joerger 2018). However, information about potential hazards on an orbiting
object and its configuration is not available, so leaving knowledge gaps for any
organisation dealing with an in-orbit accident, in-orbit retrieval or other manage-
ment of hazards.

The space debris standards are mapped to a number of the UN Sustainable
Development Goals, showing the greater emphasis on sustainability of space op-
erations as well as the benefits that space-based resources can bring towards com-
bating global issues (UN 2019c). Orbital debris will not only limit the lifetime of
operating orbital satellites but may also impact missions leaving Earth’s orbital
regions. The European Space Agency (ESA) have in place a comprehensive and
growing programme on Safety & Security, covering monitoring and safeguarding
of space, along with protecting our planetary environment (ESA 2019a). In-orbit
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space environment operational decision making support is available (ESA,
2019b). This builds on many years of space activities which, as they remain pri-
marily non-private sector in nature (i.e. the basis of the European Space Agency’s
remit is unchanged) have not been examined in detail in this paper.

4 Implementation of treaties

Over time States have implemented a range of interpretations and approaches to
implementation of UN treaties and other international agreements) into national
law. As an object launched into space will always carry obligations of the launch-
ing state and the state that registers it, this tailoring is not unexpected. The obli-
gations in the OST mean that states which are active in space operations need
primary domestic legislation in order to discharge effectively their obligations
under the OST. To date, governmental entities (‘states’) have in effect authorised
all national activities from launch through to operations and decommissioning as
well as international co-operative programmes. Again, this is implemented under
the obligations of the OST i.e. they must authorise such activities.

Launchers of course will be launched from either the ground or the surface of
the sea, with air launch to orbit capabilities now more available. All will travel
through airspace. The complexity of interfacing international air law and space
law, and the interface between the two remains the subject of some discussion
(Dempsey and Manoli 2017). As for space law, international agreements on air
law and maritime law are implemented as appropriate within national frame-
works. At this time, due to the limited number of space launches and the location
of some of the launch sites, the potential for tension between space operators and
air operators is limited, but clarification is likely to be needed as the situation
changes. Similarly, progress towards formulation of voluntary, non-binding in-
struments and their inclusion in national legislation is being made on the topic of
space debris (Popova and Schaus 2018).

Design and operational requirements for launchers and satellites will be de-
rived from those developed for mitigation of orbital debris and are therefore
likely to impact how safety in space is achieved. The ISO committee TC20/SC14
(1SO 2019b) publishes a wide range of relevant standards: Design engineering
and production; system requirements, verification and validation, interfaces, in-
tegration, and test; operations and support systems; materials and processes;
space environment (natural and artificial).

As noted in a system safety study of the Columbia and Challenger disasters,
“Safety considerations are especially critical during system development because
it is very difficult to design or “inspect” safety into a system during operation”
(Dulac et al. 2007). In a nutshell, once a system has been launched it cannot easily
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be inspected or modified. (A different approach may apply for reusable launch
vehicles.) Similarly, licensing of radio telecommunications frequencies (interna-
tional and national level) plays an integral part in ensuring safety in space, as
stakeholders are keen to ensure that a frequency is not blocked by a malfunction-
ing satellite nor an orbital slot (particularly in the high value telecommunications
geosynchronous orbital region) disrupted by space debris (ITU 2019) or ‘zom-
biesats’ (Weedon 2010). Note also the potential impact of recently-published in-
ternational framework on space resource activities (IIASL, 2019). These factors
set the scene for the large scale entry of private operators into the space sector,
principally over the past decade.

5 Private operators

Whilst private entities have been involved in the manufacture and launch of space
objects for a number of years, they have typically operated under direct and/or
sole supplier subcontract from government entities and are licensed under that
basis. Now that an increasing number of privately-owned launch providers are
launching space objects owned by commercial entities the picture is changing on
who is responsible for the practical steps to be taken towards implementation of
measures towards the challenge of maintaining safety in space. The US has led
the way with missions by Blue Origin, SpaceX (Figure 2) and Virgin Galactic
having a particularly high profile (Grady, 2017).

Whilst private companies ‘own’ the space assets, states are still liable for dam-
age caused. States under whose registry the objects operate retain jurisdiction and
control. As noted in OST (Art VI) authorisation and supervision of non-govern-
mental entities by states is required.

Across the globe, there is a plethora of non-governmental entities who are
recognised as currently offering (or planning to offer) equipment and services
geared towards spaceflight e.g. the number of launch vehicle makers listed is ap-
proaching 40 (Wikipedia, 2019b), with a more comprehensive list of small satel-
lite launchers also available (New Space Index, 2019). The growth of asteroid
mining companies has received a boost through 2015 US legislation “that grants
property rights to the resources on a planetary body (though not to the body itself)
to whoever “gets there first” (Weinzierl 2019).

Stepping back, it appears as if many organisations are forming and failing
within relatively short periods of time, as evidenced by the numbers of dormant
or cancelled missions (New Space Index 2019). In particular companies focus-
sing on exploiting planetary resources and deep space industries have both expe-
rienced significant financial difficulty due to the very high costs of initial infra-
structure. Funds are being raised through private sources including venture capi-
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talists (Wilson 2018); private equity holdings could supersede future public list-
ings if wider Silicon Valley trends apply, although Virgin Galactic recently
floated on the US Stock Exchange (Henderson 2019). It is unclear whether such
financial ups and downs will influence an organisation’s perspective on, or in-
vestment in, safety in space, although it is reasonable to assume that any investor
would want to be reassured that a license to launch and operate would be granted
on their investment. At its core, every mission is defined on the basis of a user
receiving some ‘value’ from a space system or service, with another organisation
providing that ‘value’ in exchange for revenue or other benefit. Ensuring safety
in space will be part of exchange.

s; \

Fig. 2. SpaceX Dragon (Creative Commons, 2019a)

6 Parallels

Some parallels can perhaps be drawn with the rapid growth of oil extraction in
the mid-1800s in the US, across states such as Pennsylvania, Texas and Califor-
nia, then moving to Alaska in the 1900s. New technologies were tried, tested and
improved and the number and size of organisations changed rapidly through mer-
gers, failures and new discoveries. Some accidents occurred, and it is fair to as-
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sume that the licensing regime (“permit to drill”’) was likely lighter than the cur-
rent day. Another more recent example, Egypt’s gas “gold rush” has led to well
in excess of 50 separate offshore gas fields now being mapped. Following a long
period of state ownership and slow growth, followed by political turbulence, a
new offshore gas development containing 30tn ft* (trillion cubic feet) has been
brought online in only three years (Stephen, 2019). These are just two somewhat
different examples of how rapid growth of a market can occur when financial
incentives, political context and technology availability combine in favourable
circumstances. With the ongoing growth in launch services providing access to
orbit (and reducing launch costs per Kg), the broadening availability and decreas-
ing costs of resources (knowhow and equipment), perhaps similar growth condi-
tions exist for the space sector. It is perhaps also remembering back to the early
stages of civilian aircraft design and test i.e. a ‘fly-fix-fly’ approach — are there
parallels to be drawn here with the growth elements of parts of the space industry?

7 New Space

Other trends to note include the use of language as part of the broader social
commentary (Varghese, 2018): “fundamentally, space has very few rules... the
relative lawlessness of space” and the delineation of “old space” (aka govern-
mental programmes) and “new space” (everything else, often called New Space)
in referring to the two types of markets (Williams, 2017). The balance between
the two continues to shift, one self-described libertarian think-tank evaluates a
future where space-based essentials, such as management of energy, materials
and waste, are developed and owned privately, along with full private ownership
of commercial orbital transportation services (Greason and Bennett, 2019). The
authors outline “three historical examples (development of the western United
States, ocean shipping, commercial aviation)” and comment on how “private sec-
tor’s entrepreneurial innovations and large-scale investments enabled sustainable
development”.

The US’s NASA would, in this scenario, shift their focus to research and ex-
ploration, and the US government could support initial infrastructure develop-
ment e.g. transcontinental railroad was developed as a public-private partnership
between the federal government and railroads. Such commentary, and the asso-
ciated drive for a more investor-friendly regime, might not have been made only
a few decades ago. The balance of influence between NASA and the US com-
mercial launch providers who stepped in to provide services after the end of the
Space Shuttle programme has already been acknowledged (in NASA’s own
words) as moving from “Contingency to Dependency” (Weinzierl 2019).
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The term “New Space” is sometimes used to describe this ongoing sea change
in the space industry’s ecosystem, with various industry fora creating open source
publications e.g. Handbook for New Actors in Space (Secure World Foundation,
2017). The strong growth in cubesats and smallsats has been a catalyst “for the
implementation of new space laws as governments seek to regulate and transfer
some of the responsibility down to the satellite operators” (Wheeler 2018). Any
satellites so designed will work on their own but thousands have been announced
that will launch in large constellations. These constellations are huge networks
of satellites flying together in relatively low orbits designed to provide global,
close-range coverage (observation or communications). It is reasonable to as-
sume that the ongoing requirement to insure and indemnify the UK government
against its obligations in the OST will perhaps influence the satellite insurance
market, given the significantly larger numbers of satellites planned for these con-
stellation launches (New Space Index, 2019).

Similarly, in the UK there is a step change in the number of space ports being
proposed (vertical and horizontal). Sub-orbital flights, whether for the purposes
of space tourism or other activity, are an increasing, as are high altitude balloons
(e.g. Red Bull Stratos) and other activities that are above commercial aircraft op-
erations. There is no clearly agreed definition of where the boundary of space
starts, although general media take a view (Gould and Kane 2017), with a more
recent in-depth discussion on this topic also available (McDowell 2018).

Taken overall it can be said that there is a sense that boundaries are being
stretched, both in new systems being designed and launched, and also perhaps a
slight strain at the regulatory constraints, as identified in a recent case study
(Wheeler 2018):

“Many technology startups in Silicon Valley adopt a business strategy of risk first,
where regulatory compliance is often not prioritized until they achieve financial
stability. This approach was seen in January when a satellite start-up, Swarm
Technologies, launched four cubesats into orbit from India after the domestic regulator,
the U.S. Federal Communications Commission (FCC), had denied Swarm’s
application for a launch licence. The FCC has granted temporary authorization
allowing Swarm to reactivate its satellites “for the sole purpose of collecting orbital
and tracking data” for six months from Aug. 24, 2018. However, the Swarm satellites
still face a continuous ban on commercial use, and the FCC is likely to use the case as
an example to deter against future breaches of regulations”.
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Fig. 3. Cubesat (Creative Commons, 2019b)

8 Legislative changes and a UK perspective

National governments are adapting to these changes through their legislative and
licensing regimes, as well as continuing to be (in some cases) key customers of
the products and services provided by these companies. For example, the US
Congress passed legislation HR2262 otherwise known as the US Commercial
Space Launch Competitiveness Act (US 2015) which limits the Federal Aviation
Administration’s (FAA) scope from issuing standards for commercial spacecraft
through to 2023 at the earliest (in contrast to its role with the commercial airline
industry) so allowing a learning period without regulatory constraints (Grush
2015). During this time the FAA continue to license launches and re-entering
spacecraft (where possible) with a focus on avoiding immediate threats to unin-
volved people and property.

Within the FAA regime, astronauts fly on the basis of ‘informed consent’ (dis-
cussed later in this paper). Further streamlining of launch licensing has recently
been proposed through a 2019 rule under consultation. It sets out a performance-
based regulatory approach, “creating flexibility for operators to meet safety re-
quirements” (FAA 2019a). It is understood that US organisations align with FAA
regulations worldwide, irrespective of the country from which they are launch-
ing. It is likely that clarification on ‘informed consent; will be required within the
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framework of the UK’s Space Industry Act (SIA), discussed below. The US ex-
port regulations ITAR are another example of how US legislation influences UK
space activities (Wheeler 2019).

The UK’s interest in launch technologies has been in flux for a number of
decades, but the practicalities of commercial implementation have only recently
been explored in more detail (CAA 2014). Noting the continued growth in com-
mercial space activities, and the established role that the UK plays in the space
sector (through its role in the European Space Agency, scientific research, spe-
cialist equipment and satellite manufacture and home to many telecommunica-
tions and Earth observation companies), the UK government issued into law the
Space Industry Act in 2018 (UK 2018). Designed to provide a legislative basis
for the authorisation and supervision of launch activity conducted from UK ter-
ritory, it allows for the first time commercial launches from the UK. Licensing
activities are assigned to either the UK Space Agency (UKSA) or the UK Civil
Aviation Authority (CAA), depending on whether the spaceport launch is vertical
or horizontal (UK 2019). The UK HSE will be the regulatory authority for ground
operations.

Balloons and sub-orbital activities will also be licensed, with balloon space-
ports under the remit of the CAA. Where multiple types of launches are under-
taken from a single location the regulatory authorities will co-ordinate. Some ac-
tivities (e.g. UK entity procuring overseas launch or operating a satellite over-
seas) will continue to be licensed under the existing Outer Space Act (UK 1986).
Further secondary legislation on “orbital and suborbital licensing regulations™ is
planned to clarify legal issues and so support further developments of spaceports
and other commercial activities (BIS 2018). This ongoing regulatory change is
also seen in other countries with geographies favourable to launch, such as New
Zealand and Portugal (Holmes et al. 2019).

The private sector drive for growth and diversification of the space sector,
combined with the ongoing high level of change, means that the question of
safety in space is likely to be considered by a broader and more rapidly changing
range of stakeholders than might be present in more mature ‘high hazard’ sectors,
such as nuclear or transportation (e.g. road, rail, aviation). These more mature
sectors are of course of public interest, with significantly different risk profiles
and legislative frameworks that are managed appropriately (including consider-
ing societal perception of risk). However, barring major accidents that end up
reframing societal views and legislation (e.g. the Nimrod aircraft disaster) these
sectors are not subject to rapid rates of change in either methodology for assess-
ment of safety or the legislative regime within which those assessments are made.

Due to the current location of many launch sites (location driven by opera-
tional needs) multi-fatality accidents impacting the public may only test the “rea-
sonably foreseeable” threshold. However, launch failures and launch successes
receive high levels of media interest, and this will increase as privately funded
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sub-orbital and orbital astronaut programmes come online. Private sector social
media and general public engagement programmes can include the narrative of
“explorer risk” (i.e. keep trying until you get it right, accidents are part of it). It
is also reasonable to assume that societal perception of risk and expectations of
safety for participants and public may yet shift, concerns on private launch safety
being raised a decade ago (Milstein 2009).

A priority for UK-based projects is that the current UK Health and Safety
(H&S) legislative regime covers a number of topic areas, all of which will need
to be considered for assessment of launch safety:

e Generic H&S legislation, including HASWA (Health and Safety at Work Act)
and MHSWR (Management of Health and Safety at Work Regulations)

e H&S legislation applicable to work environments, including DSEAR (Dan-
gerous Substances and Explosive Atmospheres Regulations) and COSHH
(Control of Substances Hazardous to Health)

e H&S legislation for specific processes and complex activities, including
COMAH (Control of Major Hazards), LUP (Land Use Planning) and HSC
(Hazardous Substance Consent)

These and other applicable legislation are summarised and referenced in (McBeth
2018), this will necessarily be supplemented by the UK Space Industry Act (UK
2018) and secondary legislation, as issued in 2020 and beyond. The delineation
between air and space regimes will require clear definition as will further clarifi-
cation on the roles played by relevant agencies (including UKSA, DfT (Depart-
ment for Transport), CAA and HSE). This is anticipated to be addressed in sec-
ondary legislation. UK legislation covers the employer’s obligation to protect
people from these risks to their safety in the workplace, and to members of the
public who may be put at risk by the work activity, which could include spaceport
passengers (assuming no legal clarification required).

For comparison, the US FAA, which licenses US spaceflights, has produced
a guidance note on informed consent for crew and space flight participants. This
clearly sets out the information to be provided and also a pro forma to be signed
by the astronaut to confirm they have received and understood the information
(FAA 2017), with the context set as follows:

“Although [US] Congress has charged the FAA with certificating aircraft, it has not
provided the agency the authority to certificate launch or re-entry vehicles...The non-
certification statement informs the crew that the FAA’s oversight responsibilities. ..are
intended to protect the public and do not extend to the safety of crew or space flight
participants...operators are encouraged to explain that the statement means the U.S.
government does not ensure the safety of flight crew, government astronauts, or space
flight participants (individually and collectively, “occupant™).

Further changes to the US legislative framework are anticipated, given President
Trump’s policy statement on streamlining regulations on commercial use of
space. The focus is on moving to simplify the licensing of launch and re-entry
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operations by relying on performance-based regulations rather than prescriptive
regulations (US Government, 2015). Over 150 submissions were received (FAA
2019b), and the publicly available position of key organisations varied as to the
value of the ‘streamlining’ achieved (Space News 2019). Some comments high-
light the aviation industry’s record levels of safety through collaboration and in-
formation sharing and suggest this as a model to follow, as well as an integrated
approach to air traffic control, including collaborative decision-making pro-
cesses. It remains to be seen how much influence the aviation sector will have on
the streamlining of regulations on the commercial use of space.

Whilst the topic of asteroid mining, and ownership of resources, is outside the
scope of this paper, recent legislative changes and the rapid growth of companies
are starting to influence the legislative context. As noted by Cheney and Newman
(2019), “space mining might be the start of the divergence of space law”, and the
international treaties and national legislation may adapt to that, thus influencing
the broader topic of safety in space.

9 Is space safe?

What do these numerous and changing factors mean when it comes to answering
the question “is space safe?”. How influential is the legal context? What tech-
niques and methodologies can reasonably be implemented by safety and reliabil-
ity professionals? The analysis presented so far influences how safety in space
can be assessed, what the context should be and what methods should be consid-
ered to help scope out the picture. The following section discusses the UK per-
spective and suggests two approaches to assessing risk which might provide a
practical basis.

No one risk analysis method can provide a complete picture. This is particu-
larly for emerging sectors such as ensuring safety in space (e.g. commercial
launch operators, for manned orbital and sub-orbital craft, and unmanned satellite
systems across a range of altitudes). What is evident from the current situation,
perhaps most readily characterised as VUCA (volatility, uncertainty, complexity
and ambiguity of general conditions and situations), is that a broad and extended
socio-technical perspective (‘socio-technical-plus’?) will need to be taken in or-
der to establish a baseline. One way to implement this will be to use a PESTLE
analysis (Political, Economic, Sociological, Technological, Legal and Environ-
mental) to identify the external factors influencing any decision making process
around a particular space activity, both by the private entity and the governmental
licensing agencies. Perhaps it might seem unusual to take such a view on what in
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essence is a technical activity, but the demographics and topics covered at a re-
cent leading UK industry space conference indicate many of these factors are
already part of the narrative (UKSEDS, 2019).

Whether it is through lack of access to suitable resources for project success
(from allocation of radio frequencies to import of specialised equipment) to com-
petitive pressures influencing the legislative process across multiple nations, it is
not readily evident that an unchanging regime (say over a decade or more) for
establishing acceptable level of ‘safety in space’ can be guaranteed. Changing
societal factors (perception or actual risk) may influence government approaches
to licensing. Previous spaceflight multi-fatality incidents that shaped US ap-
proaches to space safety should continue to influence governmental thinking
(Rogers 1986, Gehman 2003).

10 Approaches to safety in space

Whilst demonstrating compliance with some of the UK H&S legislation can be
achieved through the use of guidance (e.g. that provided to advise the UK’s
Health and Safety Executive (HSE) inspectors) the question of how to demon-
strate overall ALARP (the UK legal principle of ‘As Low As Is Reasonably Prac-
ticable’0 may be somewhat challenging. It’s reasonable to assume that full and
comprehensive quantitative risk assessment may prove to be a significant task,
due to the relative lack of prior operational data for various launch systems (par-
ticularly horizontal and vertical systems under development) and limited in-orbit
quantitative data and modelling on the likelihood of damage to systems that con-
trol satellite operations. Re-entry and breakup simulations (from aborted launch
through to end of satellite life) can be used to provide some indication on the re-
entry survivability and impact risk, but accurate simulations of impact location
can be challenging. Clearly a similar reference system approach can be taken to
bridge the gap (i.e. applying an existing quantitative risk assessment from a sim-
ilar system) but only if suitable data for a closely-related system exists.

10.1 Risk assessment

Given the limitations inherent in implementing quantitative risk assessment,
qualitative and semi-quantitative methods may be an initial way forward for car-
rying out a preliminary assessment of risk at all stages of a space mission in order
to establish the high level of objective of achieving safety in space. They can be
used for unmitigated (i.e. no control measures implemented) and mitigated (i.e.
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control measures identified and implemented) risk assessment. Care must be
taken to avoid confusion between the two.

Within this context, risk matrices to assess safety in space can be used in a
number of different ways, including:

e Torank risks in order to identify priorities for risk reduction;

e Carry out a high level screening of whether hazards are managed by existing
control measures;

o Identify where risks can be considered to be broadly acceptable i.e. no further
risk reduction measures are required.

A balanced approach will need to be taken between qualitative, semi-quantitative
and quantitative analyses.

10.2 Hazard assessment

Hazard identification is typically carried out as part of a workshop activity, and
events (realisation of the hazard) can then be assessed using a pre-calibrated risk
matrix as part of risk assessment. All reasonably foreseeable hazards should be
considered as part of the analysis, including new hazards created from innovation
and new technologies (satellites and launchers). Calibration requires clear defi-
nitions of numerical bounds for each likelihood category and avoiding terms such
as frequent (which are open to a wide range of interpretations if assumptions and
definitions not established). Guidance is available on the use of logarithmic scal-
ing on both consequence and likelihood categories (“basically (logarithmic)” as
defined in Duijm 2015). In establishing the consequence categories, several ap-
proaches can be taken (adapted from Duijm 2015):

1. “The potential event”. An event that has the potential to cause damage (worst
case); the associated probability is the probability that the event (irrespective
of the actual damage) occurs;

2. “The representative or most likely event”. The event that leads to the most
likely or most representative damage; the associated probability is the proba-
bility that the event (irrespective of the actual damage) occurs;

3. “The distribution of possible outcomes event”. Events representing a number
of alternative, discrete damage outcomes, each in another consequence cate-
gory; the associated probabilities are the probabilities that each of those dam-
ages occur.
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If quantitative modelling of scenarios which may cause fatalities, environmental
impact or reputational damage cannot readily be made and compared with exist-
ing (e.g. aborted launch trajectories or satellite breakup and re-entry paths) it may
provide a first pass approach to ranking risks requiring further assessment. Care
must be taken to avoid dividing an event into different categories, with slightly
different consequences, and then assessing the risk of each individual event, so
providing an overly optimistic picture. Some guidance can be given as follows:
“risk matrices are not seen as a complete risk analysis tool...risk matrices provide
some of the information relevant for decision making” (Thomas et al. 2013, also
Flage and Reed 2012). Clearly approach 1 is more conservative than others, using
the worst credible event is a useful starting point (ISO 2010). The standard
BS31010 also highlights the importance of communication and consultation (as
well as monitoring and review) as an integral part of risk management. Given the
many stakeholders in the space sector, this activity will likely require notable
effort, a “who’s who’ roles and responsibilities should be defined as part of es-
tablishing the context for the risk assessment.

In order to provide a suitably broad range of inputs, many people who are not
risk assessment specialists will need to be involved in the process of hazard iden-
tification and use of risk matrices for risk ranking. One example of a lightly cal-
ibrated risk matrix is given in a US MIL-STD-882B, showing provides only qual-
itative definitions of the severity and frequency of accidents for the purpose of
risk assessment (FAA 1995). (The qualitative guidance has been updated in US
MIL-STD-882E). For this to be used by a broad range of people, all must have
the same understanding of frequencies described as “frequent, probably, occa-
sional, remote, improbable” and consequences defined as “catastrophic, critical,
marginal, negligible”. With a suitably prepared risk matrix, the challenge of re-
moving unconscious bias on the part of the participants remains but the models
identified in behavioural economics may provide some guidance (Kahnemann
and Tversky 2011). Given the relatively large number of organisations and po-
tential methodologies and existing good practice being blended into a single risk
assessment, those preparing and running workshops using expert judgement in-
puts will need to take care to tease out underlying assumptions and clarify sources
of reference data.

10.3 Organisational failings

One common factor underpinning many major multi-fatality accidents is organi-
sational structure, another the notion of an ineffective ‘safety culture’ under
budget and schedule pressures. The STAMP method (Systems-Theoretic Acci-
dent Modelling and Processes) is an approach to accident causation, including
organizational and social aspects and has been applied to NASA in consideration
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of Challenger and Columbia incidents, highlighting structural factors that limited
effective intra-organisational co-operation. (Dulac et al. 2007). Organisational
failings can also occur across national and international organisational lines, in-
cluding the medical sector. As shown through a STAMP analysis, stage 1 drug
trial led to multi-organ failure in six healthy human volunteers despite having
passed regulatory approval. Interactions between a relatively small number of
national and international agencies, coupled with the use of standardised analyses
and assumptions, led to a drug trial that created a life-threatening ‘cytokine’
(auto-immune) storm response (Vacher et al. 2018). As reported by Lord Justice
Haddon-Cave (Haddon-Cave 2009), complex organisational failures are not new,
stating that “the organisational causes of the loss of Nimrod XV230 echo other
major accident cases, in particular the loss of the Space Shuttles Challenger and
Columbia, and cases such as the Herald of Free Enterprise, the King’s Cross Fire,
the Marchioness Disaster and BP Texas City”. Given the highly complex and
interactive nature of organisational structures involved in evaluating safety in
space, both at national and international level, a STAMP-based evaluation of ei-
ther the launch or spacecraft safety licensing process might identify areas requir-
ing further scrutiny, potentially at the licensing and legislative interfaces. Others
to be covered will include licensing (and safety cases as appropriate) for opera-
tors, designers and other facilities.

10.4 Further work

Consideration of risk assessment scenarios on specific space projects (e.g. verti-
cal and horizontal UK launchers) is beyond the scope of this paper, which is lim-
ited to considering factors influencing the current and changing context for es-
tablishing safety in space. Generally, the operative regulator is responsible for
the ultimate ‘Go/No’ assessment, where a licence for orbital activity will not be
granted if it will jeopardise public health or safety of persons or property.
Through the SIA, the discretionary granting of license for sub orbital and UK
launch is regulated by two agencies (UKSA and CAA), with HSE regulating
ground operations. Information on the application of the SIA is available (UK,
2019). Overall a regulator has the duty to secure public safety through the licens-
ing process.

It is reasonable to assume that an assessment of space safety will have some
element of a risk based safety regime, also and that there will be interfaces with
other national and international regulatory bodies (e.g. FAA, EASA), potentially
supplemented by international fora (e.g. ICAO, COPUOS) taking the lead. The
question of how much this approach will need to vary from the current norms of
regulation for other sectors will need to be explored. As part of this process it will
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be useful to explore how the approach to aircraft system engineering and system
safety assessment (e.g. ARP4761 and 4754A (SAE 1996, SAE 2010) will influ-
ence space safety. A safety case based approach, where the licensee is specifically
required to think about "reasonably foreseeable" scenarios (and measures to man-
age) could be well suited to anticipating the broad range of potential outcomes
for broad (not bounded) potential uses of space. (The ways in which civilian air-
liners can be used is fairly mature, the same cannot be said for the utilisation of
space). These questions will need to be considered alongside further development
of the licensing and regulatory regimes, along with the broader question of how
such a regime can best influence the further development of a safety culture and
mindset across the space industry.

Also not addressed here, but also of increasing importance is the role of space-
based and space-broadcast data products in day to day life, GPS and telecommu-
nications being two obvious examples. Those data products will also be used to
ensure intra-satellite constellation coordination and communication. The mainte-
nance of data safety, an emerging perspective on the safety of digital information,
will be key, both for information used to operate space systems safely, and the
fidelity of the information provided by those systems as input to ground-based
activities (SCSC, 2019). Safety in space may in the future have a much greater
software and data component, eclipsing the focus on maintenance of physical
integrity and functionality of launchers and satellites.

Finally, the question of how to disseminate the results of risk assessment needs
to be raised, given the importance of creating common understanding across the
space sector and an engagement to maintain a live ‘risk picture’. Bowties have
been used by the UK CAA (and referenced worldwide) to provide a common
framework for the results of their ‘significant seven’ study, which set out the
seven top safety risks. That original study provided input material to workshop-
based development of bowties (CAA, 2015). As noted by the CAA, ‘the expert
judgement of the subject matter experts was an important component for deci-
sions related to the control effectiveness ratings’, it is reasonable to assume that
factors influencing the implementation of risk matrices (e.g. in section 10.2) will
also be present. Bowties (methodology, output and tools) complement other ap-
proaches.

11 Conclusions

The increasing growth of the commercial space industry, including the diversifi-
cation of satellite manufacturers, rapid expansion of space-based operations (in-
cluding cubesat and smallsat constellations) and market-leading private launch
companies (including well known examples such as SpaceX) is driving the need
for clarity of obligations and efficiency of licensing. This fast-evolving industry



Safety in Space: A Changing Picture? 143

wave of activity, sometimes referred to as New Space, is also shaping how dif-
ferent nations are approaching their obligations under international treaties and
existing national law.

Access to space through launch services and the operation of orbital space
resources (e.g. to provide telecommunication and Earth observation services)
serve both national interests, civilian and military. Access to space is framed by
legislation, regulatory supervision and guidance (e.g. standards) and custom and
practice. It remains to be seen how this greatly increased stakeholder community,
broadening and diversifying of disciplines and sectors at the table and the greater
engagement of the public (and their views on acceptable levels of safety and sus-
tainability as applied to space) will in combination end up shaping how safety in
space is assessed and managed, preserving access to this valuable resource.
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Abstract It has long been postulated that the use of modularity in assurance
cases has the potential to bring extensive benefits through its ability to manage
technical and organisational complexity, provide a scalable solution and facili-
tate re-use in future large complex systems. Previous work such as that under-
taken by the Industrial Avionics Working Group (IAWG), has shown how a mod-
ular assurance case approach could be adopted for real systems, however despite
this, its uptake by industry has been slow. The Object Management Group,
(OMG), recently published Version 2.1 of their standard for assurance cases,
called the Structured Assurance Case Metamodel (SACM). By providing a stand-
ardised metamodel for assurance cases, SACM also supports the integration and
interchange of different assurance artifacts and controlled terminology. This
makes SACM the ideal mechanism to support modular assurance cases through
the development of assurance case packages, interfaces and integration bindings.
In this paper we describe the state of the art for modular assurance cases through
an example from the IAWG project, expressed using the modular GSN notation.
We show how this example could be developed using SACM. We go on to discuss
the key challenges that are preventing the wide-spread adoption of modular as-
surance cases and discuss the extent to which SACM may be able to help address
these challenges

1 Introduction

The Assurance Case Working Group of the Safety Critical Systems Club is cur-
rently developing guidance material which is expected to be published in 2020.
It includes a guidance paper on modularity as a way of dealing with large and
complex assurance arguments, a summary of which is provided in section 2.
Fragments of the modular software safety case developed as a case study by the
Industrial Avionics Working Group, (IAWG), (Fenn et. al., 2007) are introduced
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in section 3, which utilised Goal Structuring Notation, (GSN), (SCSC-141B
2018). We discuss some of the notational challenges identified during the IAWG
case study and potential reasons why the approach has not been more broadly
adopted. The GSN fragments are then re-expressed using the SACM notation,
(OMG - Structured Assurance Case Metamodel), and we discuss the advantages
of SACM in addressing some of this issues arising during the IAWG case study.

2 Modular Assurance Arguments

Large and complex assurance arguments can be difficult to follow and compre-
hend. A reviewer may find it difficult to determine whether all the necessary
aspects have been considered and whether their consideration is sufficient within
the context of use of the system or service. This is particularly apparent where
multiple teams, within the same organisation or in external organisations, collab-
orate to generate an assurance argument. In this scenario, the relationships be-
tween independently developed aspects of the assurance argument can be left
implicit and unstructured, leading to an incoherent overall argument where it is
not easy to determine whether the interfaces between elements of the argument
constitute complete coverage of the scope, or whether duplication or omission
has occurred.

2.1 Rationale for Modular Assurance Arguments

Modularity supports two key types of structuring, basic structuring and structur-
ing for compositional arguments, which may be used individually, or in combi-
nation.

Basic structuring allows the assurance argument author to focus the reader’s
attention on the intended part of the argument structure. For example, one mod-
ule of an argument might deal with the failure reporting mechanism for an in-
service system, or another may present an argument about the configuration man-
agement system in place. Similarly, the author may wish the reader to focus on
the main thrust of an argument whilst handling potentially distracting ‘side’ ar-
guments in a separate argument module. This is commonly referred to as ‘sepa-
ration of concerns’.

Many systems are developed by integrating new or pre-existing components,
software modules/applications or similar, which are sourced from disparate
teams. Those teams could be within or external to the organisation that is devel-
oping the overall assurance argument. When an overall system or service is to be
composed by integrating separate parts, which may have been developed by third
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parties, it would be advantageous if the assurance argument could be similarly
composed from elements of assurance arguments produced for those parts. The
independence introduced also promotes and supports re-use of the separate parts.

A necessary consequence of ‘modularising’ an assurance argument is that in-
terfaces in the argument will be created between the modules. These interfaces
need to record any needs, dependencies or shared assumptions between the linked
modules. The assurance required from the overall argument will dictate the pro-
portional response to the rigour of definition of the interface.

Interfaces should consider not only functional behaviour that needs to be as-
sured, or depended upon between modules, but also should cover other explicit
or, often, implicit information. A check of compatible assumptions and pre-
sumptions must be made at any interface when composing the overall argument.

It is very easy to overlook quite simple interface compatibility issues, such as
units of measure, “endiansim”, height reference datum, cited assurance standard
compliance, etc. Being explicit about interfaces encourages and facilitates check-
ing of these issues.

2.2 Guidance on Modularising Assurance Arguments

Use of modularisation appears to be a simple and logical decision, however, there
are a number of areas that strongly impact on the effectiveness of the approach.
As with all aspects of assurance arguments, the level of effort expended in deter-
mining and optimising the argument structure should be proportionate, not only
to the level of risk presented by the system, but also, in this instance, to the po-
tential opportunity for re-use.

The structure of an assurance argument should be considered early in the de-
sign lifecycle, and, for complex systems, is ideally considered as part of the se-
lection criteria for deciding upon the design architecture, such that mutual opti-
misation between design architecture and assurance argument architecture can
take place. A range of techniques may be used to optimise a system architecture,
such as the SEI Architecture Trade-Off Analysis Method (SEI 2000), which can
be extended to consider assurance argument architecture.

The ideas of ‘separation of concerns’ described earlier could also be achieved by
a hierarchical structure, which may hide information that is not required by the
flow of the current argument. When creating an argument composed from other
modules of argument, developed in isolation, it is necessary to consider whether
the product, in operation, also operates in an isolated way. If, say, the behaviour
of one component can interfere with the operation of another component, it may
not be valid to simply present the assurance arguments made independently. For
example, if one component can utilise resource that would then be unavailable to
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another component, that is a form of interference that would compromise the as-
sociated assurance argument. As well as being clear on resource requirements at
the interface, in this example, a high level argument and evidence would typically
be required about how resource allocation in the system would be policed and
how each component is intended to behave when it has insufficient resource
available. Other common non-interference arguments that may need to be made,
include interference from modules of different safety assurance or security ac-
creditation levels. This might be addressed by partitioning arguments from the
operating system, for example.

End-to-end system performance measures are typically difficult to handle in a
modular way. Timing properties could be handled by budgeting for each indi-
vidual component of a software system, for example, but is likely to yield a pes-
simistic outcome. Probabilistic timing analysis may be sufficient for low assur-
ance systems or higher assurance systems with soft deadlines, but will be chal-
lenging where hard timing deadlines exist. This needs to be considered as early
as possible in the design lifecycle.

3 State of Practice in Modular Assurance Argumentation

In 2006/7, the Industrial Avionics Working Group (IAWG), undertook an indus-
trial case study, developing a modular software safety case for a complex avionic
system, publishing results at a number of conferences, e.g. (Fenn et. al., 2007).
The continuing IAWG activities culminated in the publication of a public pro-
cess, the IAWG Modular Software Safety Case Process (IAWG 2012). Subse-
quently, it has been difficult to track the adoption of this approach. Although
there has been some up-take in the Defence industry, this is a domain where it is
unusual to publish material and hence meaningfully track adoption. Modular
GSN has certainly been presented at, and has appeared in presentations by those
working on Safety Case approaches and authoring standards for the European
automotive industries, (Birch, J. 2019).

Without access to more up to date examples of usage, fragments of the IAWG
case study are presented below to represent extant practice. The IAWG modular
assurance case activities were instigated to address the issues arising from the
introduction of Advanced Avionic Architectures (AAA) and the resultant need to
handle the introduction and the subsequent updates of software safety cases for
such large and complex systems. Although targeted at software safety cases much
of the process is applicable at system level and can also be applied more generally
to assurance cases. Indeed, the PETER programme, (PETER), is currently re-
cruiting for PhD students to investigate the development of modular Electro-
Magnetic Interference Safety Cases.
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Challenges with use of the process and notation were identified during the
IAWG programme, however, and recommendations were also made to improve
the process, subject to appropriate tool support.

3.1 IAWG Case Study

During 2006/7, IAWG developed a modular software safety case for a military
Integrated Modular Avionics System, (IMS), as defined by Defence Standard 00-
74. Such systems contain a ‘three-layer stack’, as shown in figure 1, comprising
an Application Layer, an Operating System Layer (OSL) and a Module Support
Layer (MSL). A ‘Run-Time Blueprint’ configures the connections in the system
to reduce the impact of change of a layer of the system.

Application
Layer (AL) =
OSL

i

Fig. 1. ASAAC IMS Architecture

As part of that study, IAWG identified an optimised architecture for the assurance
argument for the system, which is represented, in Figure 3, in modular Goal
Structuring Notation (GSN) which is summarised in Figure 2 for those unfamil-
iar. More detail is available from the GSN Standard (SCSC-141B 2018).
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Fig. 2. GSN Notation Summary

The assurance case architecture for the case study is shown in figure 3. Argu-
ments about ‘real world’ design elements are present, such as each of the appli-
cations in the Application Layer, but also integration arguments were added to
limit the impact of change, to argue over integration concerns such as the inter-
ference between parts and to address system-wide issues such as end-to-end tim-
ing. Individual applications can be changed without impacting on the arguments
made about other applications or about the OSL and MSL. The ‘Architecture
Integration’ argument integrates those from the OSL and MSL which was ex-
pected to facilitate changes to either element whilst minimising impact on the
application layer.

Safety
'Requirements|

Appllcatlon 1 Application 2 _Application 3

Application / |Operating

Integration | / System Layer
Archltecture
Integration \M
odule

RTBP | Support Layer|

Fig. 3. Assurance Case Architecture for IMS
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3.2 Example Argument Fragment from the IAWG Case Study

The specific fragment of the argument that has been selected to analyse in this
paper is focussed around a specific type of partitioning that is used in the OSL to
prevent interference between applications, ‘Temporal Partitioning’. The ‘ Appli-
cation Integration’ argument identifies a requirement for non-interference be-
tween applications which is supported by the ‘Architecture Integration’ module.
An outline of part of the argument thread within ‘Architecture Integration’ mod-
ule is shown in figure 4.

The argument has a goal which is supported by a safety case contract. The
safety case contract construct provides isolation from change when a goal in one
module requires support from argument and evidence in another module, as only
the contract needs to be updated in response to the change, rather than the safety
case modules themselves. The safety case contract between ‘Architecture Inte-
gration’ argument module and the ‘Operating System’ argument module is pro-
vided in figure 5.

Con: Sched_ltems [
Schedulable items consist
of both Processes and
Transfer Connections.
(TCs)

Goal:
Time_Partitioning

The architecture
supports time partitioning
of schedulable items

[

Con: Time
System uses a static
1>\ scheduling
mechanism

Strat:
Execution_Control
Argument over
mechanisms to control
item execution in the time
domaim

Goal; Goal: Other-
Scheduling_Support Mechnaism_2

Goal:
Other_Mechanism_1

The architecture The architecture provides The architecture

provides other a scheduling mechanism provides other

mechanism 1 that supports predictable mechanism 2
scheduling

v

Goal: Time_Allocation
The architecture supports
a guaranteed allocation of
time fo individual items
(Processes and Transfer
Connections (TCs)

j —

T

Fig. 4. ‘ Architecture Integration’ argument fragment
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Fig. 5. ‘Architecture Integration’ to ‘Operating System Layer’
Safety Case Contract

The notational form used for ‘Goal: Gtee assured’ in Figure 5 should be noted.
This is a recommendation of the TAWG work, and was described as a ‘template’.
Where an argument structure is to be duplicated across many properties of inter-
est, for notational expediency, IAWG utilised the pre-existing pattern notation in
GSN to indicate the replicated fragment of GSN, e.g. ‘Guarantee {X}’, where the
instantiation data for X is provided in the context attached to the goal. This al-
lows the reader to see a clearer, simpler GSN structure, to determine the adequacy
of the claim, but the expectation was that, with tool support, this could be ex-
tended by asking the tool to create the significantly larger, full GSN structure, by
automatically instantiating the repeated fragment with the provided instantiation
data.

These fragments provide a full range of modular GSN notational types and
were selected to provide a credible example for re-expression.

4 Challenges to Adoption of Modular Assurance Cases

As part of the evaluation of the IAWG study, a number of issues were discussed
around potential barriers to adoption of the IMSSC process, with proposals made
as future research and/or implementation requirements. Firstly, additional or
amended GSN notation was proposed, some of which was incorporated into issue
2 of the GSN standard, or is scheduled to be incorporated at issue 3. Tool support
for GSN was also seen as a barrier, and recommendations were made on func-
tionality such as dual representation of repeated Safety Case fragments created



Making Modular Assurance Cases Work Using SACM 157

from ‘Templates’, with instantiation from a provided data tables, with provision-
ing for optional use of the pattern and the data or the full GSN representation.
Interpretation of both formats by the tool is required to handle the argument,
check validity of input and to perform change impact analysis.

Anecdotally, a number of issues have also been reported to the authors regard-
ing the reasons for lack of perceived up-take. A key theme that the authors need
to reflect upon when presenting modular safety cases is the perception of com-
plexity. Although modularity, in general, is a vehicle to deal with system com-
plexity, modular approaches can, in themselves, appear complex. Many systems
in use today are characterised by attempts to minimise complexity for high assur-
ance functions, for which a way to handle complexity is not required and counter-
intuitive.

There are undoubtedly costs associated with handling the interfaces between
modules and these need to be outweighed by the benefits. Practitioners typically
have established localised procedures for handing off safety related interfaces
between parties which, it is perceived, would receive no material benefit from
recording in a more rigorous way, as necessitated through modular safety cases.
This may be a valid position for simpler systems and established programmes,
but creeping system complexity is likely to lead to a need for more rigour in the
future.

Similarly, the authors have been advised that many industries deal predominantly
with change cases rather than having the luxury of working from a ‘greenfield
site’. This can limit the ability to create an optimised assurance case architecture,
which provides the benefits of ease of change impact assessment and hence
change containment.

Other issues encountered by the authors when fostering the adoption of modular
assurance cases are:

e modular assurance cases are generally not perceived as accepted prac-
tice, accompanied by lack of awareness of state of the art in this area
and little or no access to what has already been achieved

e lack of evidential information regarding the benefits, leading to a low
acceptance levels

o for those who have seriously considered adoption, the general lack of
tool support for modular assurance cases and in particular lack of sup-
port for handling interfaces and integration, results in manual checking
and resolution

The authors have been pleased to hear from colleagues who recognise potential
benefits of modular assurance cases in the future as they begin to imagine how to
deal with design techniques such as Model-Based Systems Engineering and Ag-
ile processes. Particularly any technique that can facilitate evaluation of change
impact is welcomed. The authors agree that modular safety cases do provide this
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advantage, however, until the safety engineering ‘modelling’, by which we mean
the safety case modules, or at least safety case requirements and dependencies,
can be modelled in such a way as to be meaningfully integrated within the design
tool, we expect that the benefits will be quickly eroded under cases of rapid
change, such as one might expect with agile processes. A more recent develop-
ment that has the potential to address some of the issues raised above is the de-
velopment of the SACM. In the next section we discuss SACM and how it applies
to modular assurance cases.

5 SACM

Over ten years ago the Object Management Group (OMG) established the Sys-
tems Assurance Task Force to improve standardisation and interoperability of
assurance cases. The task force brought together the developers of existing assur-
ance case approaches (e.g. GSN and CAE) to develop an agreed standard for the
interchange model of assurance cases. This work resulted in the specification of
the Structured Assurance Case Metamodel (SACM) (OMG 2019). SACM pro-
vides a formal metamodel, and a means of exchange between different assurance
case notations (e.g. translation of CAE arguments to GSN). In addition, SACM
is more powerful than existing approaches in a number of ways, such as providing
more fine-grained modularity, support for the use of a controlled vocabulary, and
improved traceability between arguments and evidence, see (Wei et al, 2019).
The SACM notation is summarised in Figure 6.
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Fig. 6. SACM notation summary

SACM consists of a number of different ‘packages’ that can be used to create
assurance case models. An Assurance Case package can contain a number of Ar-
gumentation packages, Terminology packages and Artifact packages. The Argu-
mentation package captures the core structure of the assurance argument; The
Artifact package captures the concepts used in providing evidence to support the
arguments; The Terminology package captures the concepts used in expressing
the arguments. The relationships between the packages that make up an assurance
case are captured in the SACM model.

SACM also provides mechanisms that are particularly useful for creating modu-
lar assurance cases. Assurance case package Interfaces can be defined in order to
identify elements of an assurance case package that are exposed externally. De-
fined interfaces can then be related using an assurance case package Binding in
order to create an overall assurance case. Figure 7 illustrates how SACM inter-
faces and bindings could be used to structure a modular assurance case in SACM.
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Arch_Int_Interface

Arch_OSL_Binding

OSL_ Interface

Fig. 7. Using an SACM package Binding to link the interfaces of the Arch_Int and OSL
argument packages

Figures 8 and 9 show the example argument fragments from figures 4 and 5 as
they would be represented using the SACM visual notation. Figure 8 shows a
‘needsSupport’ claim (Claim: Time_ Allocation) within this argument. To pro-
vide support for this claim from another argument package this claim will be
included as part of an interface for the Architecture Integration package. Figure
9 shows this claim being referenced as an ‘asCited’ claim in the Interface of
Arch_Int. This is being supported by another ‘asCited’ claim in the Interface of
OSL in order to providing a binding between the two packages.
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5.1 Using SACM for Modular Assurance Cases

Clearly, the SACM visual representation seen in Figures 8 and 9 differs from
GSN as represented in Figures 4 and 5, but the authors found it reasonably easy
to transfer between the two visualisations and expect familiarity to be quickly
gained by other existing GSN users. In reality, visual presentation is not the area
where SACM provides significant advantages.

The predominant advantage of SACM is the potential for integration with
other tools. Although some GSN tools have already provisioned to link into de-
sign artifacts, their integration is limited, typically tracing to documents and re-
ports within artifact document repositories, such as in (Denney, et al, 2012).
SACM facilitates much deeper integration through linking directly to elements
in other models, such as linking to a specific gate within a fault tree analysis
model. This facilitates significantly improved traceability into the design and ev-
idence artifacts but also provides for the possibility of, for example, the assurance
case model interrogating the design models using a defined relationship or trans-
form. This brings closer the potential for real-time re-evaluation of assurance
cases.

SACM also provides the facility, through the use of the Terminology Package,
to enable the equivalent of the IAWG-requested GSN template instantiation of
‘pattern language’ elements. From the examples in Figures 5 and 9, the instanti-
ation of {Guarantee X} is related to the requirements of the OSL for the sched-
uling of processes and Transfer Connections. For the GSN example the instanti-
ation data is manually incorporated in the associated context. Using SACM,
‘Guarantee X’ could be explicitly defined as a term in the terminology package
and then related to the relevant elements of other models that provide the instan-
tiation data. Implementation constraints can be defined within SACM to specify
the rules for instantiation. An SACM tool could then automatically instantiate all
the instances of ‘Guarantee X’. The reverse would also be true, which would be
particularly useful when assessing the impact of change, through-life, e.g. query-
ing what were all instances of the generic ‘Guarantee X’ in the assurance case
model. These automated and tool-assisted options represent a significant im-
provement on what is currently a largely manually evaluated assessment of the
impact of change.
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Fig. 10. ‘Architecture Integration’ to ‘Operating System Layer’
Safety Case Contract Justification

Figure 10 shows the Justification argument that is referenced from the safety case
contract in Figure 5. This includes the solution TimePartition, which refers to a
mapping report that requires manual input. SACM can be used to generate a so-
lution by automatically relating relevant model elements, rather than having to
manually generate a report. The mapping report referred to by solution TimePar-
tition covers the functions required by Arch_Int and the corresponding ‘Guaran-
tees’ provide by the OSL. This could be automatically generated by transitioning
between a formally specified model that covers the functional requirements for
the integrated Architecture and a formally specified model that covers the func-
tional requirements for each of the services provided by the OSL that relate to
each of the ‘Guaranteed’ behaviours.

An additional benefit is that the rather crude mechanism of public and private
elements, in GSN has been superseded in SACM. In GSN, all elements that are
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marked public are visible to all users of that interface. When an interface is com-
plex, containing many elements and with many customers or providers using that
interface, this visibility may not be appropriate. In SACM, argumentation ele-
ments that are required to be shared are not marked as public, but instead are
included within an argument package interface. SACM supports the creation of
multiple interface packages, each of which may contain different elements. This
allows different interfaces to be shared with different stakeholders who may re-
quire different visibility.

6 Conclusion

In this paper we identified the rationale for the use of modular assurance argu-
ments and provided guidance on their construction. The state of practice in mod-
ular assurance argumentation is discussed and a modular software safety case
previously developed for a complex avionic system is presented as a representa-
tion of current practice.

The challenges to adopting modular assurance cases were identified using ex-
perience and anecdotal evidence. These can be summarised as:

The inadequacy of tool support for modularity in assurance cases
The perception of complexity associated with modularity

Minimal requirement for new assurance cases

Lack of understanding of accepted practice

Lack of evidential information regarding the benefits of modularity

Example GSN arguments from the IAWG case study were re-expressed using the
SACM visual notation. It was identified that the real advantages that come from
the use of SACM are not in the visual representation, but in the underpinning
capabilities, particularly:

e traceability included in the underlying models

e the ability to define implementation constraints within the SACM
models

e separation of multiple elements in multiple interfaces

Through these mechanisms, SACM provides a centralised formal interface be-
tween models. The transformations and transfers between models can be
achieved using the formal interface between those models. This means that the
relationships between the system models and the assurance case models can be
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captured to facilitate automatic generation of argument that supports, for exam-
ple, pattern instantiation and evidence generation. This also brings closer the po-
tential for real-time re-evaluation of assurance cases.

Modular assurance cases are beneficial in addressing ever increasing complex-
ity. When expressed in SACM, design techniques such as Model-Based Systems
Engineering and Agile processes can be dealt with effectively, supporting reali-
sation of the benefits of those techniques. Modular assurance cases also promote
and support re-use of the separate parts.

The authors believe that modular assurance cases and model integration of
notations such as SACM will be fundamental to dealing with the complexity of
modern systems and realising the benefits of modern design tools and methodol-
ogies.
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Abstract Single-core processors are increasingly difficult to source with micro-
processor manufacturers moving into a Multi-Core (MC) arms race for energy
efficiency and performance improvement. However, performance gains by MC
utilisation of many cores and shared resources brings challenges for qualifica-
tion; e.g. interference paths that impact Worst-Case Execution Time (WCET).
For high-integrity aviation systems (e.g. DO-178B/C level A and B) these chal-
lenges need to be re-solved for confidence to be gained to accept these MC based
systems. MC is the future and we need a way to qualify and accept MC based
safety-critical systems into service. This paper illustrates a practical implemen-
tation strategy for MCs on a safety-critical system within a UK airborne system
that is currently undergoing an external qualification assessment. This paper
documents the strategy in terms of recommendations based upon the develop-
ment, verification, and validation activities undertaken. The strategy has been
refined based upon our experiencest. The approach is based upon a diverse strat-
egy which adopts quantitative and qualitative evidence.

11t should be noted the strategy pre-dates any guidance which currently exists for MC (e.g.
CAST-32, CAST-32A, and MIL-HDBK 516¢ MC extensions).
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1 Introduction

Multi-Core (MC) Micro-processors (MCMPs) are common in the private and
commercial sector; however, in the defence sector Single-Core Micro-processors
(SCMPs) are generally used. Within large data centres (e.g. those provided by
Google, Amazon, and Microsoft) they seek energy efficiency and power-load
management. This can be achieved with load shedding between MCMP cores.
This enables significant cost savings due to energy efficiency of MCMPs. Bene-
fits such as these are resulting in SCMPs becoming obsolete due to the MP man-
ufacturers increasingly not producing them. However, in part, it is the dynamic
features (such as dynamic load shedding between MCMP cores) that reduces de-
terministic behaviour. These could be a cause of potential interference channels
(these are activities that could interfere with the function being executed cor-
rectly). They are mainly related to timing functions which therefore can have an
impact on any Worst-Case Execution Times (WCETS).

Interference channels are numerous depending on the MCMP properties. Ex-
amples include, but are not limited to: unused Peripheral Component Intercon-
nect (PCI) interrupts® and conflicts in shared cache or external memory?2. Inter-
ference channels are not the only qualification issue relating to MCMPs. Other
issues include failure modes of MCMPs, such as what occurs if a single-core or
localised cache fails? Are all cores treated equally when shared resources are
used, e.g. cache and external memory, or does core bias exist3?

Difficulties obtaining detailed design knowledge of a MP are not a new issue
due to Intellectual Property Rights (IPR); however, MCMPs increases the com-
plexity of the architecture. This leads to increased hidden lower-level registers
which are used for debugging, monitoring, and health checking. Combine this
with the increased complexity of the software architecture that the MCMP resides
in, leads to increased implementation, qualification, and accreditation complex-
ity.

This paper provides an outline qualification strategy by defining recommen-
dations that, in part, are being applied to a current military platform and subse-
quently refined based upon our experiences in the qualification of MCMP-based
systems. This paper does not go into a fine level of granularity of the technical
detail but hopefully is at a sufficient level for a non-technical reader to understand
the issues surrounding MCMP.

1 The Xilinx PCI Express Interrupt Debugging Guide contains further information which can
be generalised to other MCMPs — see Xilinx (2014).

2 ScienceDirect (2019b) contains a number of resources to gain further information on these
topics.
3 See Koufaty (2010) for an overview of core bias within MC architectures.
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While MCMPs are not new, the qualification of MCMP for safety-critical sys-
tems is, and the qualification challenges for MCMP need to be addressed. This
paper addresses these issues. This paper encapsulates the philosophy of multiple
levels of assurance and diversity of evidence. This is built from the initial selec-
tion of the MCMP to the on-target MCMP testing with a special focus on stress
testing in order to test the System-on-Chip (SoC) properties?.

2 Adopting a Diverse Assurance Approach

In order to gain a suitable level of assurance for any MCMP implementation there
is a need to gather evidence from a diverse range of sources. There is empirical
evidence that it is the combination of approaches which increases assurance con-
fidence, e.g. as demonstrated within the software testing domain (Hadley 2013).
The term diverse in this context uses a general definition, i.e. it is to have variety
(or to be assorted) and to be distinct in kind (Collins 1995). Thus, diversification
of evidence may reduce dependencies on certain evidence types and increase con-
fidence in the MCMP implementation through a number of evidential strands.
This approach assists with negating qualification shortfalls (if they exist) by
adopting equivalent, more relevant, or supporting evidence. The judgements on
any evidence (including counter-evidence) is based upon Subject Matter Expert
(SME) opinions. It should be noted that any SMEs must be Suitably Qualified
and Experienced Personnel (SQEP).

The philosophy of the diverse assurance approach is to review a broad range
of quantitative and qualitative evidence. This evidence includes, but is not lim-
ited to: process-based evidence (e.g. life-cycle artefacts and suitable develop-
ment); in-service reliability arguments (pre-deployment based upon other MCMP
implementations and post-deployment based upon the specific MCMP solution);
and testing activities of varying levels of granularity (e.g. specific MCMP testing
and system integration testing). This philosophy is in keeping with the diverse
evidence approach which can be targeted at an overall platform level. This has
been demonstrated via an assurance approach termed the Wheel of Qualification
(Hadley and Standish 2019). This paper implements an assurance approach for
MCMPs which is in keeping with the diverse evidence philosophy.

4 See Techopedia (2017) for a very brief description of a SoC.
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3 The MC Problem

A MCMP should be seen as a SoC with cores connected together by a form of
databus that links the cores to either external memory or supporting low-level
devices, e.g. Universal Serial Bus (USB), Peripheral Component Interconnect
Express (PCle), Power Management etc. Level 1 (L1), Level 2 (L2), and Level 3
(L3) are types of cache; this is a collection of memory that can be accessed more
quickly than external memory. Inshort, L1 is smaller but has quicker access times
then L2, and likewise compared to L3. L1 and L2 are sometimes local to the core,
while L3 is often external and shared between the cores. Figure 1 shows a typical
basic MCMP architecture.

Figure 1 indicates that the L3 cache is shared between the 4 cores. This is
common in all major MCMPs and for some MCMPs the L2 cache is shared be-
tween cores, e.g. the QorlQ T2080 (NXP 2018). A number of potential interfer-
ence channels and bottlenecks for conflict can be seen from the abstract hardware
view in Figure 1; e.g. L3 cache, the databus, and low-level device support.

Core () Core 1 Core 2 Core 3
L | | L2 L | [ L2 Lt | [ r2 L | [ L2
Y [ Y
L4 X v y
| Databus |
3 3
v L
L3 Cache Low Level Device Support
F Y
v

External Memory

Fig. 1. Basic MCMP Architecture

Scenario based assessment could be adopted®, e.g. Software Architecture Analy-
sis Method (SAAM) (see Bass et al. (2012)), or finer grained approaches, e.g.
Architecture Trade Assessment Method (ATAM) (see Kazman (1998)). These

5 ScienceDirect (2019a) contains a number of resources to gain further information on this tech-
nique, including a comparison and evaluation of the methods.
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would assess and evaluate possible interference channels on the MCMP architec-
ture and allow judgements to be made on any mitigation. For example, the as-
sessment could indicate a number of low-level devices that are not required and
could be disabled, e.g. by the Board Support Package (BSP)® for the USB or
PCle.

While L3 shared cache is often the concern, L1 and L2 could be sources of
interference when it is configured as Static Random Access Memory (SRAM).
Therefore, local cache could be shared between cores. However, concurrent ac-
cess to SRAM impacts WCET. If multi-threaded processing is implemented on
the core, then the L1 and L2 cache could be shared by the threads. Similarly, with
L2 and L3 cache, concurrent access could interfere and increase WCETS.

Gaining detailed design information on the MCMP is unlikely since all MP
manufacturers are protective of their IPR. Although historically some vendors,
but not many, do provide open source information and are supportive of high-
level design meetings. For example, NXP leads a consortium looking at MCMP
qualification, the Multicore for Avionics (MCFA) Working Group (WG). The
WG membership includes hardware, software, and system suppliers, e.g. NXP,
Rapita, Boeing, and BAE.

The following sections will provide an overview of some of the MCMP fea-
tures which cause challenges from a qualification perspective. A number of sug-
gestions in the form of recommendations are also stated to ameliorate such chal-
lenges.

4 MCMP Suitability Assessment and Intended Use

There is a requirement to assess the MCMP for suitability to the applied problem
domain and to understand the initial shared resources of the MCMP.

4.1 MCMP Justification

All MPs contain low-level registers for debugging and monitoring of the cores.
Design information of these registers is unlikely to be gained due to IPR limita-
tions. This is also applicable to SCMPs as well as MCMPs. These features could
increase possible interference channels and impact safety and/or security. There
are known MCMP features which could, in principle, pose a risk to scheduling
(e.g. interrupting a Real-Time Operating System (RTOS) partition) which could
impact WCETSs. Therefore, these features should be disabled or the integrator

6 See TechTarget (2012) for a very brief description of BSPs.
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who is implementing the MCMP within the architecture should justify why hav-
ing certain features are acceptable (e.g. does not cause interference) and that the
specified WCETSs are still achievable.

Another factor that needs to be considered when selecting MCMPs is core bias
where one core may have priority access to the resources. This can only be de-
termined with the low-level design of the MCMP or with discussions with the
MCMP developers. Since neither may be possible due to IPR limitations one can
only determine this by direct evaluation of the MCMP.

Other features that could also cause possible interference include PCI or USB
support which are not required for use within the system architecture. Therefore,
the integrator should determine the features that are not required based upon the
functional requirements. Other features that are not required should be disabled
at the board level.

Recommendation 1. Feasibility analysis, on target evaluation of the MCMP, and
justification for the MCMP being used should be documented. This includes, but
it not limited to: properties of the MCMP to be down-selected; identification of
interference channels (and how these are being mitigated or evidence that they
do not impact the selected solution), identification of features that are not re-
quired and will be disabled; and failures modes and failure re-configuration of
the cores (if applied). In addition, the feasibility analysis should indicate that the
selected MCMP can meet the performance requirements for the developed sys-
tem. This should include WCET requirements and any growth margin require-
ments.

4.2 Product Service History (PSH)

It is unlikely that a process (life-cycle) compliance argument could be generated
fully for MCMPs or even for a SCMP. Within the aviation domain it has been
suggested that DO-254 (RTCA 2000) could be adopted in terms of MCMP qual-
ification; however, SCMPs have normally been qualified by in-service use argu-
ments. MP manufacturers can provide vendors with usage data to support the
qualification of the MPs (including failure reports). Whilst there is no direct guid-
ance for the use (and level) of in-service hours for MCMP qualification it is likely
that the quantity of service hours will be from a range of domains (specifically
within telecommunications). Therefore, vendors need to generate a PSH argu-
ment and present it to the qualification/certification bodies.

Recommendation 2. Vendors should gain product service evidence and generate
a qualification argument for the MCMP selected.
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4.3 Errata Reviews

Corrections to the silicon often occur based upon the in-service use of the MPs.
Errata sheets are used to detail the corrections between the silicon updates. While
purchasing the latest MCMP may have little PSH, a process needs to be in place
to review the errata sheets and determine the impacts on reported failures from
the wider in-service use of the MCMP.

Recommendation 3. Errata sheets should be obtained and reviewed on a regular
basis through-life for the MCMP. A corrective action strategy should be devel-
oped if any of the errata sheets document issues that impact safety or security of
the MCMP used in the system.

4.4 Shared Resource Analysis

The majority of MCMPs include L1, L2, and L3 cache. Depending on the RTOS
and/or configurations of the MCMP the interference channels may be reduced by
static configurations of the MCMP or by partitioning the cache etc. Whilst the
latter has the benefit of reducing interference this could impact on performance
of the MCMP. For example, Cache Allocation Technology (CAT) is offered by
Intel on some of their MPs, e.g. Intel Xeon processors E5 v4 family (Intel 2016).

Recommendation 4. The vendor should identify the resources (e.g. external
memory and cache) which are shared between cores and determine how the in-
terference is mitigated and managed.

5 Symmetric Multi-Processing (SMP), Asymmetric Multi-
Processing (AMP), and Hypervisors

There are two broad configurations of MCMP in terms of RTOSs: either SMP or
AMP. In short, SMP have one RTOS managing more than one or more cores,
often a single instance of an RTOS managing all cores. This enables better use of
shared resources and is often used to maximise Central Processing Unit (CPU)
processing power. This is very similar to desktop computers.

An AMP configuration is where each core is managed by an independent in-
stance of an RTOS and therefore each software process is locked to one core.
This is very similar to legacy SCMPs. AMP is suited when legacy code is ported
and allows developers to manage each core independently. Figure 2 and Figure 3
show the AMP and SMP configurations. As an example, Figure 2 illustrates two
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instances of the WindRiver (WR) ARINC 653 RTOS on cores 0 and 1. The other
two cores are not used and could be “switched off” or held in Power On Reset by
the BSP. Figure 3 illustrates one RTOS, a WR VxWorks 6.9, that manages all the
cores.

"

Application 1
Application 2
Application 1
Application 2

WR WR

ARINC 653 | ARINC 653 B AT

Core 0 Core | Core 2 Core 3

Board Support Package and Drivers

MCMP

Fig. 2. AMP Cluster Configuration

Virtualisation enables multiple independent operating systems (OS) (often re-
ferred to as a Guest OS) to be executed concurrently on a shared hardware sys-
tem. Hypervisors are used to manage the actual physical hardware interactions
with the Guest OS. There are two types of hypervisors: Type 1 is often referred
to as “bare metal” which runs directly on the hardware; and Type 2 hypervisors
which run architecturally above the RTOS. This therefore, leads to dependencies
on the RTOS to ensure separation and increase safety and security qualification
needs.
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Fig. 3. SMP Cluster Configuration

Type 1 hypervisors are smaller in terms of functions and are specifically designed
to ensure robust partitioning; therefore the qualification needs should be less. The
major issue is obtaining the low-level implementation detail of a Type 1 hyper-
visor. Figure 4 illustrates this with three virtual machines, one for each Guest OS,
with two RTOSs in an AMP configuration (WR and Green Hills) and LynxOS in
an SMP cluster managing two cores. The RTOSs provide their own robust parti-
tioning in terms of time and space partitioning.

Recommendation 5. The hypervisor’s robust partitioning between the Guest
0OSs and the physical hardware layer should be verified.

6 RTOS, BSP, and Low-Level Device Driver Qualification

An RTOS which is certifiable for a safety-critical software application requires
analysis to ensure that the specific intended solution is appropriate. There are also
considerations for the lower-level features of the architecture.
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Fig. 4. SMP and AMP Cluster Configuration Including Hypervisor

6.1 Comply with Certification Data Packages

A range of RTOSs are provided with certification data packages; e.g. the WR
VxWorks Cert Platform (WindRiver 2019). The certification data pack provides
the life-cycle data items to demonstrate compliance against the objectives in DO-
178B/C (RTCA 1992 & RTCA 2011). These certification data packages are nor-
mally based upon a pre-defined BSP and assumptions on the use of the RTOS.
The RTOS certification data packs normally have a Software VVulnerability Anal-
ysis (SVA) document (WindRiver 2019) and a Certification Evidence Integration
Guide. SVA notes should be provided to the System Integrator. The SVA notes
define a number of additional verification steps the Integrator should conduct for
the RTOS qualification assumptions to remain valid. For example, re-running the
entire RTOS test procedures and confirming the low-level features are used in a
defined way (as defined by the RTOS certification data pack, e.g. memory allo-
cation). The RTOS certification is dependent on the BSP configuration. If no
changes are made to the BSP which is provided by the RTOS manufacturer then
no additional verification activities are required (however, this is rarely the case).
Due to this, the qualification evidence of an RTOS on one system cannot be solely
read across when applied to a different system with different BSP configurations.
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Recommendation 6. The certification data pack for the RTOS being considered
should be used and benchmarked against the appropriate standard/guideline, e.g.
DO-178C.

Recommendation 7. The System Integrator should review and assess the Soft-
ware Vulnerability Analysis (SVA) and the integration guide and re-run the cer-
tification test procedures. This will ensure the original RTOS certification evi-
dence remains valid.

6.2 Robust Time and Space Partitioning

Certified RTOSs provide robust time and space partitioning. For example, the
ARINC 653 Specification (ARINC 2015) defines the requirements for time and
space partitioning and scheduling. Space partitioning involves the memory being
allocated to each program and only that program can access their memory space.
Therefore, in Figure 5 the Tactical partition can only access the memory allocated
to it, i.e. C800 to EFFF. Time partitioning involves program threads/tasks being
separated by time. For example, in Figure 6 the Displays partition has been allo-
cated 20ms of processing time with a 10ms gap which could be used for network
related activities before the Tactical thread gets the processing time and so on.
While time and space partitioning concepts are not new they are fundamental
in laying the foundation in the partitioning of programs and reducing conflict

between programs.
— 11800

Displays

FO00/

| EFFF
Tactical

CR00/

13FF
Flight Controls

A 000
9FFF

Memory Address Space

Health Monitoring (HM)

Fig. 5. Sample Space/Memory Partitioning
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Fig. 6. Sample Time Partitioning

Recommendation 8. Robust partitioning (i.e. time and space) should be imple-
mented within MCMP systems. If this is not the case the vendor needs to provide
justification and assurance for how any interference is being avoided between
program threads on the same core (and on different cores). In addition, it should
be determined how WCET is being guaranteed.

6.3 Failure and Error Management

In Figure 5 and Figure 6 there is a Health Monitoring (HM) partition. HM can be
bespoke or used by the RTOS HM handling capability which many RTOSs pro-
vide. HM provides a framework to raise and manage alarms (errors) in a system.
How failures and errors are managed (including recovery) needs to be justified
and documented.

Recommendation 9. The vendor should determine the failure and error reporting
system and how will these failures will be managed and recovered. This should
include the whole SoC properties and the software architecture which the MCMP
resides in.

6.4 Suitable BSP and Complex Electronic Hardware (CEH) As-
surance

If the BSP and low-level supporting device drivers are amended to support fea-
tures on the MCMP hosted board then the features should be qualified to the same
level as the required Development Assurance Level (DAL). Similarly, if Com-
plex Electronic Hardware (CEH) (e.g. Field Programmable Gate Arrays (FPGAS)
or Application Specific Integrated Circuits (ASICs)) is used then DO-254 should
be applied.

Recommendation 10. The developer should ensure that any modification to the
BSP and low-level device drivers should be developed and qualified to the ap-
propriate DAL.
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Recommendation 11. If CEH is used on the MCMP hosted board then DO-254
(or in the case of non-aviation domains another CEH development guideline)
should be applied.

7 Specific MC Testing

Within the aviation domain European Union Aviation Safety Agency (EASA)
CM-SWCEH 001 (EASA 2018) and CAST-32A (CAST 2016) refer to on-target
testing with DO-178C referring to related testing requirements. However, these
requirements would appear insufficient to provide confidence in the MC proper-
ties and the shared properties of MCs. MC should be considered as a SoC. Many
of the requirements in DO-178B and DO-178C provides confidence that the func-
tional requirements/interfaces have been correctly implemented and robustness
testing provides some direct MC confidence. However, CAST-32A provides lit-
tle additional software testing guidance beyond that which already exists in DO-
178C.

We believe this is insufficient and propose the use of stress testing based upon
mission testing scenarios to stress the underlying SoC properties on the target
hardware. Stressing the underlying system properties could be achieved via
greedy algorithms that consume resources; e.g. processor, local and external
cache, and external memory. We prefer here to use stress testing as defined in the
classical testing literature in the 1980s, e.g. Bezier (1984), and use mission sys-
tem profiles to stress the system under high-load.

Stress testing is testing the System-Under-Test with high background loads
with the aim of overloading one, several, or all, of the resources. Resources could
be hardware (e.g. memory, micro-processor, network architecture, external stor-
age devices) to software (e.g. loops, interrupts, buffers). Stress testing should be
based upon the usage profile of the system (stress test use-cases should be gener-
ated). While the stress testing may not be physically feasible (e.g. concurrently
pressing each key on the keyboard), stress testing distorts the normal load order
of processing; more so when processing occurs at different priority levels. Stress
testing forces race conditions, distorts normal processing loading, and overloads
the system boundaries. In doing so it tests the control and thresholds of the system
to manage these situations and perhaps, most importantly, depletes resources in
sequences that may be undetected by manual verification and oversight activities.

Stress testing is often applied at the system level and is normally conducted
late in the development life-cycle. However, there is a preference to capture fail-
ures early in the life-cycle stages. It is essential for MCMP based systems for
stress testing to be performed to validate the interference analysis so that perfor-
mance and WCET requirements can be met under extreme stress.
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Recommendation 12. Stress testing should be conducted with test cases based
upon the requirements of the system to stress the underlying SoC properties of
the MCMP. Results can support the validation of the MCMP interference analy-
sis, performance requirements, and show how the system manages with extreme
load levels.

8 MCMP Qualification

CAST-32A and MIL-HDBK-516¢ MC extensions (Jackson 2019) provide a level
of guidance/requirements for MCMPs. CAST-32A is a position paper for MCMP
qualification and is published for educational and informational purposes only by
the Federal Aviation Administration (FAA). CAST-32A can be summarised into
the following broad technical areas:

Planning settings of resources.
Interference channels and resource usage.
Software verification.

Error detection, handling, and safety nets.

This section of the paper does not re-state or provide additional guidance already
stated in CAST-32A. Instead it provides the type of areas that should be covered
by any MCMP qualification strategy, in many ways it is the summary of the rec-
ommendations already stated in this paper. The UK Ministry of Defence (MOD)
Military Aviation Authority (MAA) has stated that the qualification of MCMP
based systems is on a case-by-case basis. A Military Critical Review Item
(MCRI) process defined in RA5810 (MAA 2018) is used to document the quali-
fication strategy for MCMP based systems.

WR and Rockwell Collins documented the qualification of a mixed criticality
DAL system which is waiting a final Stage of Involvement (SOI) assessment. A
Technical Standard Order (TSO) was to be granted in early 2019 (Radack 2019).
To date no virtualised airborne based system has been put forward for regulatory
qualification, e.g. to FAA/EASA, to the best of our knowledge.

This paper outlines a MC strategy that, in part, encapsulates some of the guid-
ance in CAST-32A:

e Characterise the on-target evaluation and select an appropriate MCMP. Gain
usage evidence to support the MCMP qualification (recommendations 1 and
2).

e Review MCMP errata sheets during the life of the MCMP (recommendation
3).

o Evaluate and design out interference paths (recommendations 1 and 4).
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¢ Design in static configurations in terms of memory and setting of resources
(recommendation 4).

o Design in robust time and space partitioning (recommendations 5 and 8).

e Design in error handling and HM (recommendation 9).

e Ensure that all layers architecturally above the MCMP have been developed
to the appropriate DAL. If the high-level supporting component is level A then
all the supporting software, including the RTOS, should be developed to that
level. Gain life-cycle data items for independent review (recommendations 6,
7,10 and 11).

¢ In addition to robustness testing (as defined in DO-178/C) the tests should
focus on the verification of the space and time partitions. If hypervisors are
used to implement virtual machines then methods of hypervisor verification
also need to be conducted (recommendation 5).

e Conduct on-target testing for all formal software acceptances.

e Conduct stress testing to stress the SoC properties (not stated within CAST -
32A) (recommendation 12).

e Use the wider qualification evidence in terms of System-of-Systems (SoS) in-
tegration, rig testing, and final acceptance of the total system evidence if that
is applicable (not stated within CAST-32A).

9 Wider MCMP Qualification Considerations

MCMP qualification should not be seen in isolation to the wider qualification
that the system may reside within. For example, many systems are integrated into
wider systems (e.g. SoS) (e.g. aircraft platforms and telecommunication sys-
tems). These systems are integrated and tested together along with the final ac-
ceptance and validation of the total SoS, e.g. flight trails. An approach is to de-
velop a solution and conduct flight trails before formalising the development of
the system. These activities; such as formal integration, rig testing and flight tri-
als, all provide additional evidence to support the qualification of the MCMP and
the system which it resides within. This adheres to the philosophy of adopting
diverse assurance evidence.

10 Summary

This paper has set out the main implementation and qualification challenges of
MCMPs within an aviation context. However, the lessons and recommendations
are transferrable to other safety-critical software domains. To overcome the chal-
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lenges and to generate evidence to support MCMP qualification a number of rec-
ommendations have been proposed (see Table 1). These have been based upon a
qualification strategy applied on an airborne system that is currently undergoing
external qualification assessment.

The strategy was derived before any guidance was available in terms of
CAST-32, CAST-32A, or the Mil-HDBK-516C MC extensions. The qualifica-
tion domain is now generating requirements for MC qualification; however, it
has been almost a decade since the introduction of MCs into an airborne based
system.

Table 1. MCMP Qualification Recommendations

# Recommendation

1 Feasibility analysis, on target evaluation of the MCMP, and justification for the MCMP be-
ing used should be documented. This includes, but it not limited to: properties of the
MCMP to be down-selected; identification of interference channels (and how these are be-
ing mitigated or evidence that they do not impact the selected solution), identification of
features that are not required and will be disabled; and failures modes and failure re-config-
uration of the cores (if applied). In addition, the feasibility analysis should indicate that the
selected MCMP can meet the performance requirements for the developed system. This
should include WCET requirements and any growth margin requirements.

2 Vendors should gain product service evidence and generate a qualification argument for the
MCMP selected.

3 Errata sheets should be obtained and reviewed on a regular basis through-life for the
MCMP. A corrective action strategy should be developed if any of the errata sheets docu-
ment issues that impact safety or security of the MCMP used in the system.

4 The vendor should identify the resources (e.g. external memory and cache) which are
shared between cores and determine how the interference is mitigated and managed.

5 The hypervisor’s robust partitioning between the Guest OSs and the physical hardware
layer should be verified.

6 The certification data pack for the RTOS being considered should be used and bench-
marked against the appropriate standard/guideline, e.g. DO-178C.

7 The System Integrator should review and assess the Software Vulnerability Analysis
(SVA) and the integration guide and re-run the certification test procedures. This will en-
sure the original RTOS certification evidence remains valid.

8 Robust partitioning (i.e. time and space) should be implemented within MCMP systems. If
this is not the case the vendor needs to provide justification and assurance for how any in-
terference is being avoided between program threads on the same core (and on different
cores). In addition, it should be determined how WCET is being guaranteed.

9 The vendor should determine the failure and error reporting system and how will these fail-
ures will be managed and recovered. This should include the whole SoC properties and the
software architecture which the MCMP resides in.

10 The developer should ensure that any modification to the BSP and low-level device drivers
should be developed and qualified to the appropriate DAL.

11 If CEH is used on the MCMP hosted board then DO-254 (or in the case of non-aviation do-
mains another CEH development guideline) should be applied.
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# Recommendation

12 Stress testing should be conducted with test cases based upon the requirements of the sys-
tem to stress the underlying SoC properties of the MCMP. Results can support the valida-
tion of the MCMP interference analysis, performance requirements, and show how the sys-
tem manages with extreme load levels.

Many of the qualification recommendations stated in this paper are now embod-
ied in CAST-32A or the MIL-HDBK-516¢ MC extensions; however, stress test-
ing and the consideration of wider qualification evidence are not. Also, we have
attempted to guide the reader into approaches to assess interference and generate
PSH to generate evidence that makes up the wider qualification argument for
MCMP.

All systems and MCMPs are different, but the recommendations and strategy
should remain valid. This paper also indicates the use of broader evidence outside
the system qualification to support the qualification of the MCMP. A system is
often part of a SoS and the wider diverse evidence needs to be considered when
making a qualification argument. This is not just true for MCMP based systems
but for all systems. The approach adopts both quantitative and qualitative diverse
evidence.

Some of the qualification challenges for MCMPs are not new, e.g. ensuring
separation of programs and external memory shared between programs. How-
ever, many are new in terms of managing more than one core and the removal of
interference channels from the SoC. We are still in the early stages in terms of
qualification of MCMP for high level DAL systems (i.e. A and B) and gaining
civil regulatory approval for aviation (e.g. FAA/EASA). However, we have lim-
ited choice but to embrace MC since MP manufacturing is heading solely down
that path. A diverse assurance approach can assist in gaining the required levels
of confidence for SQEP SMEs.

References

ARINC (2015) Avionics Application Software Standard Interface. Parts 1-3.

Bass L, Clements P, Kazman R (2012) Software Architecture in Practice. Addison Wesley.

Beizer B (1984) Software System Testing and Quality Assurance. Van Nostrand Reinhold.

CAST (2016) Certification Authorities Software Team: Position Paper CAST-32A. Multi-Core
Processors. November 2016.

Collins (1995) English Dictionary and Thesaurus. HarperCollins.

EASA (2018) EASA CM-SWCEH-001: Development Assurance of Airborne Electronic Hard-
ware. Issue 1, Revision 02. January 2018.

Hadley M (2013) Empirical Evaluation of the Effectiveness and Reliability of Software Testing
Adequacy Criteria and Reference Test Systems. PhD thesis. University of York. http:// ethe-
ses.whiterose.ac.uk/ 5861/. Accessed 23 October 2019.

Hadley M, and Standish M (2019) Using Tiers of Assurance Evidence to Reduce the Tears!
Adopting the “Wheel of Qualification” for an Alternative Software Safety Assurance Ap-
proach. High Integrity Software (HIS) Conference, 5 November 2019, Bristol, UK.



184  Mark Hadley, Mike Standish

Intel (2016) Introduction to Cache Allocation Technology in the Intel Xeon Processor E5 v4
Family. https:/software.intel.com/en-us/articles/introduction-to-cache-allocation-technol-
ogy. Accessed 23 October 2019.

Jackson C (2019) Verification of Computer Systems Utilizing Multicore Processors From an
USAF Airworthiness Certification Perspective. Multi-Core Processors Test and Validation
Workshop, April 30 — May 1 2019, Dayton, OH, USA.

Kazman R, Klein M, Barbacci M et al (1998) The Architecture Tradeoff Analysis Method. 4th
International Conference on Engineering of Complex Computer Systems (ICECCS '98), 10-
14 August 1998, Monterey, CA, USA.

Koufaty D, Reddy D, Hahn S (2010). Bias Scheduling in Heterogeneous Multi-Core Architec-
tures. 5th European Conference on Computer Systems (EuroSys '10). 13-16 April 2010,
Paris, France.

MAA (2018) Regulatory Article (RA) 5810 - Military Type Certificate. Issue 2. https://as-
sets.publishing.service.gov.uk/government/uploads/system/uploads/attach-
ment_data/file/712833/RAS5810 Issue 2.pdf. Accessed 23 October 2019.

NXP (2018) QorlQ T2080 and T2081 Multicore Communications Processors.
https://www.nxp.com/products/processors-and-microcontrollers/power-architecture/qoriq-
communication-processors/t-series/qoriq-t2080-and-t208 1 -multicore-communications-
processors:T2080. Accessed 24 October 2019.

Radack D, Tiedeman Jr H, Parkinson P (2019) Civil Certification of Multi-core Processing
Systems in Commercial Avionics. 27th Safety-Critical Systems Symposium, 5-7 February
2019, Bristol, UK.

RTCA (1992) DO-178B: Software Considerations in Airborne Systems and Equipment Certi-
fication.

RTCA (2000) DO-254: Design Assurance Guidance for Airborne Electronic Hardware.

RTCA (2011) DO-178C: Software Considerations in Airborne Systems and Equipment Certi-
fication.

ScienceDirect (2019a) Architecture Evaluation. https://www.sciencedirect.com/topics/com-
puter-science/architecture-evaluation. Accessed 24 October 2019.

ScienceDirect (2019b) Cache Conflict. https://www.sciencedirect.com/topics/computer-sci-
ence/cache-conflict. Accessed 24 October 2019.

Techopedia (2017) System on a Chip (SoC). https://www.techopedia.com/definition/702/sys-
tem-on-a-chip-soc. Accessed 24 October 2019.

TechTarget (2012) Board Support Package. https://whatis.techtarget.com/definition/board-sup-
port-package. Accessed 24 October 2019.

WindRiver (2019) VxWorks Cert Platform Product Overview.
https://www.windriver.com/products/product-overviews/vxworks-cert-product-overview/.
Accessed 24 October 2019.

Xilinx (2014) Xilinx Answer 58495 - PCI-Express Interrupt Debugging Guide.
https://www.xilinx.com/Attachment/Xilinx_Answer 58495 PCle Interrupt Debug-
ging_Guide.pdf. Accessed 24 October 2019.

Disclaimer This article is an overview of UK MOD sponsored research and is released for
information purposes only. The contents of this article should not be interpreted as representing
the views of the UK MOD, nor should it be assumed that they reflect any current or future UK
MOD policy. The information contained in this article cannot supersede any statutory or con-
tractual requirements or liabilities and is offered without prejudice or commitment.



185

Demystifying Functional Safety in Road
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Abstract Understanding the need to implement and address some challenges
posed by ISO 26262.

1 Introduction

The second edition of ISO 26262:2018 Road vehicles — Functional safety, was
released in Dec 2018 and now includes Truck, Bus and Motorcycle manufactur-
ers within its scope; Mopeds being the only road vehicles for general public use
that are excluded. The standard poses many challenges to the industry and this
paper addresses some key aspects that will enable the industry in not only adopt-
ing the standard but also leverage its compliance to deliver quality vehicles to the
end customer. Vehicles designed and developed by a process compliant with this
standard will avoid unreasonable risk to human injury, are more reliable and less
prone to failures.
Key questions addressed in this paper include:

e Need for automotive Original Equipment Manufacturers (OEM’s) and
suppliers to comply with ISO 26262

e Relationship between functional safety and product safety

e Common myths or questions concerning I1SO 26262

e Actions an organisation needs to take to deliver 1ISO 26262 compliant
products
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The rise of electronic and software content in vehicles has been exponential in
the last 10 years. Premium passenger vehicles have a few hundred Electronic
Control Units (ECU’s) and implement few thousand functions. Figure 1 shows
location of typical ECU’s in a car. Automotive electronics cost as a share of total
car cost rose from 5% in 1970 to an estimated 50% in 2030 (35% in 2010)
(Deloitte, 2019).

The factors driving this growth include regulatory requirements, emissions
control aerodynamics, CO2 footprint, sustainability, increasing customer de-
mands & expectations and market competitiveness. This explosive growth of E/E
(Electrical & Electronics (includes Software and Firmware)) in vehicles has sig-
nificantly increased the opportunities for failures and their occurrence has re-
sulted in human fatalities, injuries or adverse impact on health. For example, in
2014, faulty ignition switches in General Motors vehicle resulted in 124 deaths
and more than twice as many injuries costing the company USD 4.1 billion and
30.4 million cars to be recalled worldwide (Burrows D, 2018).

Amongst the latest known examples of an E/E failure is the grounding of the
entire Boeing 737 Max 8 Fleet worldwide after two crashes killed 346 people
primarily caused by the faulty Angle of Attack Sensor and Manoeuvring Charac-
teristics Augmentation System (MCAS) relying on a single AOA source amongst
other contributing factors (KNKT, 2019). Boeing’s pledge to support families of
victims alone has costed them US Dollar (USD) 100 million (Kent G, 2019). It
is therefore not surprising that International Standards Organisation released the
first version of 1SO 26262 in 9 parts in Nov 2011 setting the threshold of best
practices automotive OEM’s and suppliers needed to adopt to ensure Functional
Safety. This was closely behind the Toyota’s recall of their hybrid vehicles in-
cluding the bestselling 2010 Prius model due to faulty anti-lock braking software
resulting in the recall of 436,000 vehicles globally on 9th Feb 2010 — (Reuters,
2010 and Various authors in Wikipedia, 2019). This discipline is very challeng-
ing as it deals with high complexity in the presence of prevailing component-
driven vehicle design as against the required top-down systems engineering ap-
proach and this paper explains the “Why’s” and “What’s” for compliance with
this standard.
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Fig. 1. Location of typical ECU’s in a car (Magazine, 2010)

2 The rising contribution of Functional Safety related
incidents within overall Product Safety

2.1 Relationship between Functional Safety and Product safety

At the outset, let us first understand the various categories of overall Product
Safety and how Functional Safety relates to Product Safety. Safety as defined in
(ISO 26262, 2018) is ‘absence of unreasonable risk’. Safety could therefore be
broken down into three 3 components mentioned below, as further detailed in
(Ward D, 2019):

a) Functional Safety — ‘absence of unreasonable risk due to hazards caused by
malfunctioning behavior of E/E systems’ as defined in (ISO 26262, 2018)

b) System Safety — To make it mutually exclusive from Functional Safety and
make it applicable only to E/E systems to maintain a common scope of ap-
plicability with respect to engineering disciplines, ‘System Safety’ could be
defined as ‘absence of unreasonable risk due to hazards caused by intended
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behavior of E/E systems’. The following have been taken into consideration
to propose this definition:

e ‘System safety’ is mentioned in (Squires A, 2019) ‘As an engineering
discipline, system safety is concerned with minimizing hazards that can
result in a mishap with an expected severity and with a predicted prob-
ability.’

e ‘System safety’ as defined in (MIL STD 882E, 2012) is “The application
of engineering and management principles, criteria, and techniques to
achieve acceptable risk, within the constraints of operational effective-
ness and suitability, time, and cost, throughout all phases of the system
life cycle” (DoD 2012)

o ‘The absence of unreasonable risk due to hazards resulting from func-
tional insufficiencies of the intended functionality or by reasonably fore-
seeable misuse by persons is referred to as the Safety Of The Intended
Functionality (SOTIF)’ — (ISO/PAS 21448:2019)

Product Safety — If we now were to think of the overall Safety as a superset,
the two sub-sets (a) and (b) above leave only the non-E/E related engineering
disciplines of a system thus leading to this possible definition — ‘absence of
unreasonable risk due to hazards caused by non E/E systems (such as chem-
ical reactions — corrosion & explosion, mechanical vibrations, structural in-
tegrity, thermal events) OR impact of environment (Takata Airbag recall
mentioned in (Burrows D, 2018) AND any hazard resulting in harm to equip-
ment or environment that does not harm humans’. Following inputs also con-
sidered in proposing this definition:

o |ATF 16949 defines Product Safety as ‘standards relating to the design
and manufacturing of products to ensure they do not represent harm or
hazards to customers’

From the above, we infer that Functional safety is a subset of System Safety
which in turn is a subset of Product safety. The reason to explicitly differen-
tiate these subsets is different competencies required to address these disci-
plines. Further, it helps to categorize safety related failures reported so as to
better assess the root cause and remedial actions to resolve and prevent re-
currence of similar failures in the future.
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2.2 Rising contribution of Functional Safety in Vehicle recalls

In absolute terms, as of 2016, the Takata airbag recall is estimated to be the cost-
liest recall at 24 billion USD (US Dollar). This recall started in 2008 and is ex-
pected to conclude in 2023 - as of Mar 2018 (Burrows D, 2018). Although it
could be argued that this recall is outside the scope of Functional Safety, it gives
an indication of the magnitude of exponential costs of vehicle recalls that could
be attributed to Functional Safety.

The adoption of safety-related electronics systems has grown explosively.
Semiconductor components that make up these electronic systems will cost USD
600 per car by 2022 (Deloitte, 2019). Electronic systems as a % of total car cost
is estimated to rise to 50% in 2030 compared to 35% in 2010 and 10% in 1980
when Electronic fuel injection was introduced. With onset of Camera Monitoring
Systems replacing mirrors in cars and trucks and stringent Vulnerable Road
User’s (VRU?’s) regulations being introduced in EU soon, this cost per vehicle
will be much higher.

According to a study ‘The Auto Industry's Growing Recall Problem -- and
How to Fix It* referenced in (Jibrell A, 2019), the number of recalls related to
electronic and electrical systems have risen nearly 30 percent per year since 2013,
compared with 5 percent annual increases from 2007 to 2013, hence the more
sophisticated infotainment and safety systems are drawing more attention. . The
study in this reference also noted that the number of vehicles using similar sys-
tems is increasing due to adoption of global rather than local platforms, resulting
in recall notices increasingly likely to involve not thousands but millions of ve-
hicles.

The rise in Vehicle recalls related to E/E content is due to both Functional
Safety related and many other causes of failures. Amongst the two categories,
our endeavor should be to prioritize prevention of human injuries and fatalities
over vehicle or infrastructure damage and hence minimizing functional safety
related failures.

3 Can we defer 1SO 26262 compliance?

Complying with 1SO 26262 helps deliver safe and reliable products with en-
hanced quality — on time and within budget when implemented appropriately. If
this reason alone is not enough, section 2.2 above gives a quantitative indication?

! The reason being not all E/E failures resulted in a hazardous situation. For example, if a car
does not start, it results in aborting the mission but cannot cause harm, hence not a functional
safety related problem.
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of the rising costs of addressing inadequacies in functional safety. Lastly, from
a product liability perspective, if evidence of compliance with current revision of
ISO 26262 prevailing at the time of start of product development can be evi-
denced in a court by providing a robust Safety Case, the OEM and / or supplier
are very likely to be removed from any liability as they would be deemed to have
applied due diligence, reduced risk to an acceptable level and designed and de-

veloped products according to state-of-art technology2 and industry best prac-
tices. It is extremely difficult if not impossible to prove this without complying
with 1SO 26262.

Section 3.1 below lists the components of reduced costs that you will have to
incur if you choose the pro-active approach of embodying quality upfront, else,
the exponentially higher costs of not investing in quality upfront and paying later
instead of paying now.

Section 3.2 provides statistical information that evidences increased costs of
fixing failures that are rapidly rising and yet the budget for proactive vehicle
quality continues to take a hit due to cost cutting measures being adopted by the
automotive industry.

3.1 Pay now or very likely pay more later

Automotive OEM’s and suppliers will have to pay upfront (cost of proactive
quality) or pay much more later in the event of vehicle recalls, warranty claims
or law suites. It's better to build safety, compliance & quality in the product up-
front and save time money, resources aggravation and rework. The various cost
components in each of the two scenarios are listed below:

a) Pay now (Proactively planned measures to ensure quality3)
Estimation and planning of resources

Quality Assurance

Quality Control

Continuous monitoring

OR
b) Very likely, pay more later (Cost of inadequate quality)
Vehicle recalls
Liability claims
Warranty claims
Brand reputation

2 with additional supporting evidence relevant to the technology used

3 Safety is a subset of Quality!
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Reduced market share price
Ethical & social responsibility
Loss of jobs

Bankruptcy

Rework and repair

Scrap

3.2 Paradox of the need and action

The following statistics taken from (Jibrell A, 2019) indicate the magnitude of
cost of inadequate quality:

e It cost automakers and suppliers approximately USD 11.8 billion in
claims and USD 10.3 billion in warranty accruals for USA recalls in 2016.
The USD 22.1 billion total is an estimated 26 percent increase over the
previous year USD 17.5 billion

e  The number of vehicles recalled in the U.S. in 2016 rose 4.5 percent to
53.1 million, from 50.8 million in 2015 --making 2016 the highest year
on record, the study says (Almost 50% of those recalled vehicles were
attributed to Takata Corp.'s defective airbag inflators or General Motors'
faulty ignition switches, which combined for 23 million.)

e  Automotive suppliers' share on the rise:

o total recall costs have tripled from 5 to 7 percent from 2007 to
2013, to 15 to 20 percent since 2013 and

o the frequency that suppliers are named in recall notices has dou-
bled

Despite the above facts, automakers and suppliers remain focused on innovation
and cost cuts while vehicle quality takes a hit. The study mentioned in (Jibrell A,
2019) estimates that automakers and suppliers have slashed spending on quality
functions by 30 to 50 percent since the economic recession in October 2008.

To clarify, section 2.2 focuses on increased proportion of functional safety
within product safety - so increased cost of E/E systems related vehicle recalls,
increased E/E content in the vehicles etc. whereas this section is about overall
increased cost of vehicle recalls, warranty claims, and degrading quality.
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4 Some common myths around 1SO 26262

‘We can't solve problems by using the same kind of thinking we used when we
created them.’ — Albert Einstein

4.1 Root cause of E/E failures

The root cause of many of the problems# are not related to electrical, electronic
or software (even though they can only manifest here), instead, they are often
related to the effort estimation, resources deployed, organisation structure, roles
and responsibilities, competency matrix and defining, communicating and get-
ting a buy-in of an unambiguous ‘Responsible-Approves-Supports-is Informed-
is Consulted’ responsibility matrix (RASIC) for the various work products and
activities in product development, manufacturing, servicing and decommission-
ing processes.

Additional examples of root causes include, but are not limited to the follow-

ing:

e inadequate, conflicting, ambiguous or misinterpretation of requirements
e inappropriate impact analysis due to:
o notconsulting all relevant stakeholders and Subject Matter Ex-
perts (SME’s)
o notanalysing ALL changes between old and new Product
e not adhering to the correct chronology of activities
e incorrect assumptions about system behaviour

In many instances, the risk reduction phase post safety analysis either does not
happen or is performed too late and does not find its way into the design. This
results in the correct safety measures including safety mechanisms not being de-
fined and hence the violation of Safety Goals (SG’s, as defined in ISO
26262:2018 Part 1).

415 common mistakes in implementing 1SO 26262 are mentioned in (Hilderman V)
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4.2 Where is the time and money for this added rigor?

We don’t spend the money when and where it is most beneficial and pay much
more later when we are forced to, a simple example is grounding of Boeing Max
737 8 fleet almost worldwide is costing the company more than USD 1 billion
(The Guardian, 2019) whereas proactive spend on quality could have avoided
loss of human lives, equipment and money at a very small fraction of this cost.

Analysis of statistical data has revealed (Jibrell A, 2019) that most companies
do not know their real cost of quality and are therefore unable to prioritise quality
activities for product development leading to series production of components or
vehicles for use on public roads. Sections 2.2, 3.1 and 3.2 have quantified the
exponentially higher costs automotive OEM’s and suppliers have had to pay for
E/E failures. It pays rich dividends to spend a fraction of that time and money
upfront, deploy the right resources under able guidance, provide them with
enough time (enabled by proper planning) and a mandate to diligently follow a
compliant process that is also adapted to the unique circumstances of each Pro-
ject, Department or Organisation. Tailoring is most likely required for all Projects
as each is different in some way from others.

4.3 Work products are frozen at Project Gateways

It is common experience that Project Managers demand work products, e.g. Haz-
ards Analysis and Risk Assessment (HARA) to be released and remain un-
changed for the remaining duration of the Project. What is required to be done is
to baseline HARA at the end of concept phase and keep it within the scope of the
Project’s configuration and change management. Once the SFMEA (System Fail-
ure Mode Effects Analysis) is performed, to which outputs of HARA are an input,
the SFMEA may uncover new failure modes not earlier known and hence not
considered in the HARA — so the HARA will have to be updated. Later on, when
supplier of a component within the Item boundary is performing DFMEA of their
components, they identify new failure modes which may require the HARA to
be updated and vehicle level effects of failure modes of this component to be
analysed again because this is new information that was not available at the point
in time the first version of HARA was performed. The 1SO 26262 standard also
refers to this as refined XXX where XXX is a work product — it could be HARA,
Safety Plan, FSC (Functional Safety Concept) etc.
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4.4 This Project has only mechanical changes — so no need to
follow 1SO 26262!

Taking the example of a new truck series production Project where only the Cabin
(cab) external and interior dimensions are changing to make it more aerodynamic,
thus reduce drag and CO2 emission and increase internal space for the cab occu-
pants to work and move around. All E/E components are carried over from pre-
vious Truck Project with no E/E changes. If we ignore any electrical routing
changes, one could be easily tempted to assume that there are no 1ISO 26262 ac-
tivities required to be performed in this Project. Unfortunately, this is not true for
two reasons:

a) Asper I1SO 26262:2018 Part 3, Impact analysis is mandatory for all Pro-
jects and results of this activity must be confirmation reviewed according

to 139 independence as per 1SO 26262:2018 Part 2 even for ASIL (Auto-
motive Safety Integrity Level) rating of QM — this is easy to miss. This
ensures that the Impact analysis has been correctly performed by involv-
ing all relevant stakeholders and SME'’s to correctly assess the impact of
change or newness of this Project compared to existing ones and scope
of ISO 26262 can be correctly applied - aligned with the scope of the
change or newness of the Project compared to the previous one.

b) Changes to cab structure requires re-calibration of the Passive Safety Air-
Bag deployment criteria due to its sensitive nature. This requires very ex-
pensive safety validation (crash) tests to be performed on multiple Trucks
as per 1SO 26262 Part 4 as well as comply with ISO 26262 Part 6 Annex
C related to Software Calibration data and revalidate the SG’s because
previous safety validation on the older Truck model is no longer valid.
The very high costs of destructive tests to be performed on many Trucks
and many man months of efforts could have been easily missed out had
the right people not be involved while performing the Impact analysis.

4.5 What does QM (Quality Management as referenced in 1SO
26262:2018 Part 1) really mean?

QM does not imply any procedures that your organization has currently imple-
mented. On the contrary, it expects the minimal systems engineering and 1SO
9001 processes to be in place with the addition of special disciplines applicable

513 is the highest level of independence required by 1SO 26262 standard
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to the product being developed. In the context of Automotive E/E systems, this
implies 1SO 9001:2015 with automotive specific addition of ISO / TS 16949[1],
ISO 15288 (Systems Engineering), ASPICE (Automotive software development)
and special disciplines such as ISO/PAS 21448:2019 (SOTIF), ISO 21434:2019
Cybersecurity to name a few. Other ISO standards for EMI/EMC, REACH reg-
ulations, UN ECE Regulation 100 for Electric Vehicles will also have to be com-
plied where applicable. A robust Quality Management System (QMS) that em-
bodies all these relevant standards and defines processes that are optimized for
the context of their respective organisations provide a very solid foundation for
systems engineering. It then becomes fairly easy to design functional safety from
start of product development rather than trying to shoe-horn it in when it is al-
ready late and this significantly increases the likelihood of SG violation. 1SO
15288 is not explicitly referenced in ISO 26262 - this recommendation is based
on my personal experience. Embodying it appropriately within the product design
& development process will integrate the necessary systems engineering disci-
pline across the organisation - a prerequisite to integrate functional safety into
products that customers actually want and are delivered on time and on budget.

5 Six steps to become 1SO 26262 compliant

a) Align Roles, Responsibilities and Competencies of people in the Organisa-
tion with work products and processes defined in a refined Quality Manage-
ment System (QMS) that includes unambiguous RASIC.

b) Update the QMS to implement a top down Holistic Systems Engineering
approach optimised to the context of the Organisation, Department and Pro-
ject and regularly monitor that it is complied with — this lays the foundation
to inherently design safety within the product.

¢) Secure a complete understanding of not only how a system behaves, but also
how it fails, perform safety analyses and incorporate these learning in the
system design, safety measures and safety mechanisms at various levels.
This should be integrated in the existing systems engineering / product de-
sign & development process.

d) Design Functional Safety upfront during Product Development. This in-
cludes making a Safety Plan, effectively implementing the concept phase
(OEM) or SEooC (safety Element out of Context as defined in 1SO 26262:
2018 Part 1) approach (Tier n supplier) and tailoring the QMS to the scope
of the Project. The Safety Plan should include how Safety Case will be con-
structed and identifying the Development Interface Agreements (DIA’s) re-
quired to be created and signed off to deliver a validated Item integrated
within the vehicle.
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e) Create DIA’s identified in the Safety Plan encompassing all stakeholders de-
livering the “Item”. Things to consider include RASIC for the 106 unique
work products listed in the 1ISO 26262 standard.

f)  Work with a Coach who can also be your Mentor — a competent person who
can not only help you reach your strategic goals but also help with accom-
plishing short-term objectives along the way.

6 Conclusion

Complying with 1SO 26262 is no longer a choice. It is only a question of when,
with the costs of quality rapidly increasing with the time to implement. It is note-
worthy that despite release of ISO 26262 first edition in Nov 2011; both the costs
of fixing failures and frequency of suppliers named in vehicle recalls has in-
creased by three-fold and two-fold respectively since 2013 compared to the 2007
to 2013 period as mentioned in section 3.2. In the context of rising E/E content
in vehicles mentioned in section 2.2, this could imply that the increased E/E con-
tent increases opportunities of E/E failures and introduction of ISO 26262 stand-
ard since the first edition in Nov 2011 has either not been effective in reducing
Functional Safety related E/E failures due to inadequate implementation or will
take more time to impact all E/E applications and majority of the automotive
OEM’s and suppliers, not taking system related failures into account. Any deter-
ministic conclusion will require more analysis and capturing the required infor-
mation of E/E failures to effectively categorize them. The STAMP Framework
to analyze Automotive Recalls is a good step in this direction (Hommes, 2014)
and comprehensive data for a conclusive analysis could be available in the future.

Practical experience cannot be substituted with theoretical training. One could
easily get tempted to just read the standard, go through classroom training and
apply it straight away on real-world practical projects and get caught in myriad
of trying to understand the real meaning of what is written and how it is applied
in practice.

There is a light at the end of the tunnel. Have a holistic view and integrated
approach of the overall product development, systems engineering and functional
safety for the entire life cycle of the product, carefully select and take a Coach
who can also Mentor you in the long term and tread along with you in this jour-
ney of achieving repeatable functional safety in products that can, as a spin-off,
also result in better quality, on time delivery, significant reduction of vehicle re-
calls, warranty and liability claims and minimize, if not eliminate, non-safety re-
lated failures. A coach and mentor can help you avoid very expensive mistakes
people have already done in the past and help you get it right the first time.
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Utilising MBSE for Safety Assurance of
COTS devices with embedded software

Waleed N Chaudhry?

EDF Energy Nuclear Generation Ltd.

Abstract Commercial off the shelf (COTS) devices with embedded software
offer flexible and wide-ranging benefits recognised from technological advance-
ments. Their use in nuclear safety systems has become prevalent but this has
come with a difficult challenge for safety assurance. These new devices are com-
plex and restricted access to evidence from the product developer to support a
functional safety audit can make their justification in safety-critical systems dif-
ficult. This paper presents a novel nuclear safety justification strategy termed
‘Model Based Safety Assurance’ (MBSA), which requires less invasive question-
ing and is thus less resource intensive for the developer. It uses concepts from
Model Based Systems Engineering and applies them in the context of safety as-
surance, to achieve qualification of COTS devices for use in safety systems. The
strategy utilises established techniques for software development (e.g. Model
Based Testing) but ex-tends their scope to support safety assessments. The paper
also discusses the advantages and limitations of MBSA compared with the tradi-
tional safety demonstration approach currently used by the civil nuclear industry.
Finally, with the help of a case study (based on a real system), it seeks to demon-
strate the strength of the approach when combined with software safety assur-
ance techniques such as Statistical Testing and Goal Structuring Notation.

1 Introduction

Using Commercial off the Shelf devices (COTS) in safety systems provides sub-
stantial commercial and technological benefits which have been well utilised
within the nuclear industry EPRI (1996). Low cost instrumentation and control
(1&C) equipment available from multiple specialist suppliers is usually the pre-
ferred choice for nuclear power plant designers, as it comes with advantages such
as reduced in house design/development and reproducibility in multiple applica-
tions. Since the last British nuclear power plant was commissioned in the 90’s,
these COTS devices have seen substantial improvements as their designs have

1 waleed.chaudhry@edf-energy.com
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evolved (see figure 1 for example). One such technological improvement is the
replacement of electronic hardware with embedded software, which provides the
benefit of improved functionality at reduced costs. This has however resulted in
highly complex designs for even the simplest safety functions, consequentially
increasing the potential for systematic faults that could result in failure of safety
functions fulfilled by the 1&C. International standards such as IEC61508 provide
sufficient guidance on techniques and measures that should be put in place to
reduce systematic failures introduced from the design of programmable elec-
tronic devices intended for use in safety systems. The popularity of such stand-
ards has also meant there are numerous 1&C products compliant with these pro-
cesses to choose from in the market. However, for industries such as nuclear
which need to fulfil ‘Intelligent Customer’ requirements, these standards do not
provide the required safety assessment structure to evaluate such products.
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Fig. 1. Analogue vs Digital Instrument Design2

1 Nuclear licensees in UK are required to demonstrate they are ‘Intelligent Customers’ i.e. *...an
organization (or individual) that has the competence to specify the scope and standard of a
required product or service and subsequently assess whether the supplied product or service
meets the specified requirements’ IAEA (2011).

2 Information from product manuals of Ashcroft Series 4000 and Smart LD-400 pressure trans-
mitters has been reproduced in figure 1.
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The nuclear industry’s current practice to fulfil the ‘Intelligent Customer’ re-
quirements is a two-legged SMART3 device qualification structure, which is de-
scribed in section 2 below. Briefly described also is the Emphasis methodology
which is used to demonstrate confidence in the first leg. The current methodology
is adequate for the purpose of safety assurance but comes with a number of chal-
lenges, which are described in the same section. Section 3 focuses on the alterna-
tive approach, which is first introduced as Model Based Safety Assurance4
(MBSA) and then described using an example COTS device. Section 4 demon-
strates how a safety case could be put together using Model Based System Engi-
neering (MBSE) techniques and then as a conclusion, challenges and pitfalls of
the approach are discussed.

2 The current approach

An illustration of the nuclear industry’s current approach is described in Office
for Nuclear Regulation’s (ONR) nuclear safety technical assessment guide for
computer-based safety systems, ONR (2019). It recommends the multi-legged
approach utilising Production Excellence (PE) assessments and performance of
Independent Confidence Building Measures (ICBMs). The principles are de-
scribed in the aforementioned ONR document, and below is an interpretation of
its objectives as related to embedded software devices. These objectives are used
as the basis for utilising MBSE to satisfy the multi-legged approach.

Production Excellence

In assessment terms, this involves wide ranging and searching audits of docu-
mentation related to the specification, design, development, integration and vali-
dation of the device to ascertain high quality production. This assessment pro-
vides confidence that the impact of random hardware faults has been considered
and that measures have been taken to minimise residual systematic faults as ap-
propriate for the safety function reliability. PE assessments are intended to
demonstrate that the:

1. device satisfies the requirements set out during its specification stage
(or those claimed on its technical literature)

3 SMART instruments are defined by the nuclear industry as electronic units, usually COTS,
which contain intelligence in the form of a microcontroller that is not programmable by the end
user.

4 Within this paper, Model Based Safety Assurance is a SMART device qualification regime
that makes use of MBSE tools and techniques. The device end user utilises it to construct a
safety justification by substantiating the use of a SMART device in a safety-critical system
application.
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2. failure modes of the device are understood and mitigated to negate any
impact on the device functionality

3. device development is adequate for the safety function Category and
associated equipment Class (as defined using nuclear standards
IEC61226 (2010)) OR Safety Integrity Level (SIL) (defined using
functional safety standards IEC61508 (2010))

The nuclear industry has developed a methodology termed Emphasis to demon-
strate the PE of a SMART device. This is essentially an assessment of a SMART
device using question banks targeted at all lifecycle stages of a VV-model accord-
ing to the SIL claimed. It bears much resemblance to IEC61508 (2010), with
questions developed using recommended tools and techniques for programmable
electronic system development within that standard. It is supplemented with
questions derived from nuclear industry best practice. A SMART device manu-
facturer is requested to provide responses with supporting evidence to each of the
questions which are related to manufacturer’s quality management processes, de-
tailed hardware/software designs, validation/verification techniques, cybersecu-
rity etc. The responses and evidence are then reviewed by a team of Emphasis
assessors who judge its adequacy for the SIL and then discuss them with the
manufacturer’s engineering team during an audit. They then report on any gaps
against the Emphasis guidelines and suggest compensatory measures as required.
The compensatory measures range from performance of independent design re-
views to static/dynamic analysis of source codes. Emphasis is a very thorough
analysis of each lifecycle phase of the device. However, this comes with a re-
source and monetary burden for both the nuclear licensee and Original Equip-
ment Manufacturer (OEM) (who are most likely to have been through a similar
assessment for SIL qualification). As such, use of Emphasis poses the following
challenges, which we seek to address through MBSA:

1. Personnel who perform Emphasis assessments need a broad range of
knowledge to allow them to judge adequacy of the hardware, software,
testing regimes, quality assurance and reliability of the embedded soft-
ware devices

2. The OEM has to make available significant time of their product de-
velopers to support evidence provision. This means lost time in prod-
uct development and thus an “unknown” cost penalty

3. Emphasis is used to assess documentation which already exists and
which may have been reviewed already by independent functional
safety assessors thus duplicating work

4. OEMs are concerned about making their intellectual property availa-
ble to third parties
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Specifically, for points 2, 3 & 4 above, manufacturers can be unwilling to provide
the required support for an Emphasis assessment. Where this support is provided,
it tends to come with an associated cost to the nuclear licensee. High assessment
costs coupled with the need for multiple devices can result in engineering mis-
judgements within safety justifications e.g. the high costs favour use of devices
without software and consequentially lack of functionality provided by most
modern devices (such as self-diagnostics).

Independent Confidence Building

This is the performance of techniques and measures independently of the device
production process and of the OEM to scrutinize the device and its configuration
and to demonstrate high quality in the outcome of the production process, i.e. the
product itself. In the ICBM leg, confidence needs to be evaluated by utilizing
diverse methods from those used in the PE leg. ICBMs are often application spe-
cific and are designed to demonstrate:

1. Device satisfies the requirements of the safety system within which it
is incorporated

2. Failure modes of the device are understood and mitigated to negate
any impact on the system safety function

3. The confidence gained in the quality of the production process through
the PE leg remains unchallenged through insights gained from per-
forming the ICBMs

Device type testing, acceptance testing, independent tool reviews and reliability
analyses are some examples of ICBMs employed by the nuclear industry.

3 Utilising MBSE

The International Council of Systems Engineering (INCOSE) defines MBSE as
“the formalized application of modelling to support system requirements, design,
analysis, verification and validation activities beginning in the conceptual design
phase and continuing throughout development and later life cycle phases.” IN-
COSE (2007). Widely used in systems engineering, visual representations of a
given system are produced in a general-purpose modelling language such as
OMG Systems Modelling Language (OMG SysML) which itself is based on a
subset of Unified Modelling Language (UML) with engineering specific exten-
sions. Specific modelling languages for systems engineering provide benefits
over their software-centric UML type counterparts (such as requirements model-
ling, automated Verification & Validation (V&V) etc.). However, their primary
goal remains design visualisation of a system to support various lifecycle phases
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of a system’s development. For safety critical applications, their most important
benefit perhaps is the means for providing structured and traceable development
from requirements into design and finally complete validation of a system. These
are the benefits we will seek to use in MBSA for satisfying the objectives of the
nuclear industry’s multi-legged SMART device qualification approach.

3.1 An alternate Safety Assurance concept

Contrary to the traditional thinking in safety assurance, we start by assuming that
the COTS device for assessment has been developed using a recognised devel-
opment lifecycle. The V-model development lifecycle shown in figure 2 is used
to structure the assessment of the COTS device. In reality, the development
lifecycle may be completely different. However, if the device was developed us-
ing best practices to ensure minimisation of residual errors, it should be possible
to retrospectively and successfully perform activities relevant to each lifecycle
phase and use the outputs to evaluate its strength. For example, parallel safety
assurance activities (as shown in figure 2) can independently verify that the sys-
tem specification, development and validation meet the required standard ex-
pected of a safety critical system.

Updated Safety
Salety Case ok
Decmaniss Documentation
* Product Data Sheet

* User Manual « COTS Device itself
« Requirements Specification = Conformance Certificates.
R.qnlmus
Specification Validation
+» OEM Functional Test Reports.
 Integration test methodology
« Management System manual
= Development Lifecycle « Type Testing
« Safety Functional Requirements « High Level Device Architecture « Acceptance Testing
« COTS Device Requirement recommendations

Specification + Imservice management
+ Requirements decompasition recommendations.
+ Traceability Matri
High Level Design System Integration ity Miatrix
« QA Audit Product Development « Indepandent functional testing

« Supplier's Pedigree Assessment (done by preduct » Evidence of 110 and function
« COTS Device modeling developer) limitation
* Model based FMEA » Conditions of Use

Detailed Design
+ Model Based Testing

« Statistical Testing v Inaccessible Detailed

+ Defect Based Tesli
‘esting Safety Assurance Design Documentation

| Dovios Pediroe {Assisted by MBSE)

Assessment

Fig. 2. Adapted V-model for Model Based Safety Assurance
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Carrying out these safety assurance activities also confirms our original assump-
tion above as well as providing a confidence level of the integrity of the supplier’s
processes. One can thus assess the PE of the COTS device without detailed evi-
dence from the OEM, and through independent means thus providing some ben-
efits over the Emphasis approach. Furthermore, the automation aspects within
MBSA can provide significant safety assurance benefits. For instance, a process
step that was previously undertaken by a human still has human assurance over
it at some point in the lifecycle. In the case of MBSA, both the automated step
has to be wrong and human oversight has to fail to identify gaps and errors in the
development phase.

Retrospectively taking a device through a VV-model would be more or less re-
verse engineering it. Of course, this would mean substantial costs and if one were
to implement it, why not manufacture a bespoke device for your application? This
is where MBSE helps as the device can be taken through a V-model development
lifecycle in a modelling environment thus drastically reducing the associated
costs. In fact, the models only need to be simplified abstracts encompassing im-
portant properties of the device and their fidelity adjusted according to the level
of assessment required for a particular safety application. Section 3.2 shows how
specific techniques from MBSE can demonstrate confidence in each of the lifecy-
cle stages. There are limitations and challenges of this approach. Some of these
are mitigated through support by other techniques as shown in the safety argu-
ment presentation in section 4. The remaining are summarised under section 5
with the conclusion.

3.2 MBSE supported Safety Assurance

This section demonstrates how MBSE techniques can be used to provide confi-
dence in some of the VV-model lifecycle stages of a COTS device development.
A Pressure Transmitter (digital version from figure 1) is used as a simplified ex-
ample which is partially reconstructed in SysML. OMG (2015) provides infor-
mation on SysML and Fig. 3 below shows which aspects of SysML are demon-
strated in this paper). The limited modelling has been done using publicly avail-
able information from the OEM to demonstrate how the techniques can be used
with limited or no support from the OEM. It is worth noting here that MBSA is
not used to replace or compensate for other techniques that should be performed
in a lifecycle phase. They are used as safety assurance techniques to provide con-
fidence that adequate measures were employed by the COTS device developer to
minimise potential failures.
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Fig. 3. OMG SysML diagram types demonstrated in this paper

The approach that we describe here is to use a set of modelling activities making
use firstly of information available on the device in the public domain or via eas-
ily accessible information from the OEM and secondly supplemented by discus-
sions with the OEM.

Within this paper, we only go into limited detail of how individual steps can
be achieved. We aim to outline the principles, tools and methods employed and
provide examples of the outcome of these steps. We expect to provide further
technical details in proceeding academic work on the topic.

Note: For simplicity, the lifecycle phases have been limited to only three i.e.
Requirements Specification, Design and Validation.

3.2.1  Requirements Specification

As with any Safety Critical System (SCS) application, the first activity is to de-
termine the safety functional requirements (SFRs) of the SCS. Once the SCS re-
quirements are specified and a COTS device identified for use within the SCS,
the next step is to ensure that the COTS device can fulfil each requirement.
SysML provides built in requirements management functionality. Roques (2015)
provides a good description of how SysML can be used to specify and trace re-
quirements. For our purpose, the relationships created between the requirements
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and other model elements provide a powerful representation of the system re-
quirements decomposed into the COTS device. This is done by first breaking
down the SFR into individual requirements for the COTS device. Figure 4 is an
example of how the pressure transmitter requirements can be modelled (we have
utilised the requirements diagrams within SysML to achieve this). We first model
the two SFRs for our SCS and then using the ‘derive requirement’ feature of
SysML, link them to the COTS device requirements. The derived requirement
relationship can thus be used to systematically ensure each SFR is satisfied by a
function of the COTS device. More importantly however, it allows a formal link
to be made between the SCS and COTS device in the modelling environment.
This also provides a visual representation of SFR satisfaction by the COTS de-
vice thus ensuring completeness of COTS device requirements against the SFRs.
Furthermore, the link between the two is used in the next phase of the modelling
to ensure the traceability into structural and behavioural elements of the COTS
device (demonstrated in section 3.2.2 figure 5).
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Fig. 4. Example Requirements Modelling in SysML

Using the Pressure Transmitter example, the COTS device requirements were
derived from the product datasheet and modelled using SysML. Even with the
limited review of the product datasheet, it was found that the COTS device of-
fered more functionality than was required for our SCS application. Although not
shown in our limited example, for a real application the unwanted functionality
could be modelled and would remain ‘disconnected’ from the SFRs. We limited
ourselves here to addressing only those device requirements that directly relate
to the SRFs. However, when developing the structural and behavioural models it
could demonstrate how the unwanted functionality impacts the SFRs themselves
e.g. the pressure transmitter provides 3-term control functionality which quite
possibly uses the same central processing capability as the display and trip func-
tions associated for safety. From the requirements model the unwanted function-
ality may look simply superfluous but through analysis one can evaluate impacts
on the SFRs and justify non-detriment arguments.
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For our objective of COTS device safety assurance, within this phase, the re-
quirement aspects of MBSE can thus be used to:

Specify safety functional requirements of the safety critical system
Model functionality provided by the COTS device

Trace the SFRs into COTS device functions using requirement derivation
Identify unwanted functionality offered by the device with respect to SCS
Provide structure for detailed analysis to be performed and traced back to
their effects on the SFRs

3.2.2  Design

Whilst developing a COTS device in the design phase, the developer tries to en-
sure the device fulfils all requirements identified in the specification and suffi-
cient mitigation exists for ensuring they cannot fail because of credible failure
mechanisms. In order to provide confidence in the design ph