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ABSTRACT | Since the first deployments of fiber-optic com-

munication systems three decades ago, the capacity carried by

a single-mode optical fiber has increased by a staggering

10 000 times. Most of the growth occurred in the first two

decades with growth slowing to ten times in the last decade.

Over the same three decades, network traffic has increased by

a much smaller factor of 100, but with most of the growth

occurring in the last few years, when data started dominating

network traffic. At the current growth rate, the next factor of

100 in network traffic growth will occur within a decade. The

large difference in growth rates between the delivered fiber

capacity and the traffic demand is expected to create a capacity

shortage within a decade. The first part of the paper recounts

the history of traffic and capacity growth and extrapolations for

the future. The second part looks into the technological chal-

lenges of growing the capacity of single-mode fibers by pre-

senting a capacity limit estimate of standard and advanced

single-mode optical fibers. The third part presents elementary

capacity considerations for transmission over multiple trans-

mission modes and how it compares to a single-mode trans-

mission. Finally, the last part of the paper discusses fibers

supporting multiple spatial modes, including multimode and

multicore fibers, and the role of digital processing techniques.

Spatial multiplexing in fibers is expected to enable system

capacity growth to match traffic growth in the next decades.
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fiber nonlinear optics; multiple-input–multiple-output (MIMO);

optical fiber communication; optical networks

I . INTRODUCTION

Optical communications is unchallenged for the transmis-

sion of large amounts of data over long distances with low

latency and it underlies modern communications net-

works, in particular the internet. The transmission capa-

city of optical network technology has made dramatic

strides over the decades since its introduction in the early

1970s. The early years of optical communications were
characterized by a steady development of technology, a

moderate rate of increase of bit rate in the single optical

channel supported on these systems and the gradual

change of the optical frequency transmission windows

from 800 to 1300 to 1550 nm [1]–[3]. The latter part of the

1990s saw dramatic increases in system capacity brought

about through the use of wavelength division multiplexing

(WDM) enabled by optical amplifiers. This technological
revolution ignited massive investment in system develop-

ment both from traditional vendors as well as new en-

trants, and the capacity of commercial lightwave systems

increased from less than 100 Mb/s when they debuted in

the 1970s to roughly 1 Tb/s by 2000 [4]. This is an increase

of more than 10 000 times in 30 years, but more incre-

dibly, the introduction of WDM resulted in a factor of

1000 increase in just 10 years. This was enabled by the
simple addition of more wavelengths to systems which

were not limited by the available optical bandwidth. In the

last decade, progress has slowed dramatically since the

readily available bandwidth has become occupied and in-

creases in capacity now require improvements in the effi-

ciency of the utilization of optical bandwidth. The rapid

growth in system capacity catalyzed by WDM resulted in

system capacities that exceeded the requirements of net-
work traffic for most of the past decade. However, the

continued rapid growth of traffic has reversed this situa-

tion and now the need for increased system capacity is
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becoming acute. The current trends of traffic growth and
system capacity increase will result in system capacity

falling behind traffic by a factor of 10 over the next decade.

Scaling system capacity to meet this challenge will be

difficult and will require breakthroughs on a similar scale

to the introduction of large-scale wavelength division

multiplexing. This growth in traffic coupled with observed

trends in commercial practice will also result in a re-

quirement for interfaces to the core network to migrate
from the current 10, 40, and 100 Gb/s to 1 Tb/s by 2020.

Terabit single-channel bit rates seem extremely difficult to

achieve by pursuing current technological paths.

In this paper, we present an overview of the challenges

associated to the rapid growth of traffic demand and of the

slower growth in network capacity. We evaluate a maxi-

mum fiber capacity estimate for a wide variety of single-

mode fibers and discuss possible capacity scaling through
spatial multiplexing in fibers and associated new fiber

technologies.

II . NETWORK TRAFFIC

Internet traffic has been growing strongly since the earliest

days of personal computers. At various times different

applications have been cited as the drivers of this growth,

but an examination of growth rates shows a fairly steady

growth rate over the last 15 years [5].1 Fig. 1 shows North

American Internet traffic data from various sources over

the period from 1990 through the present and some fore-
casts through 2015. There are two sources for the traffic

data: the Minnesota Internet Traffic Study (MINTS) [6]

and a report from the Discovery Institute by Swanson and

Gilder [7]. The MINTS data shows a period of rapid growth

in 1996, but the remainder of the years show a growth rate

ranging from 100% a year in the early years to 50% to 60%
a year since 2000. The latest growth rate estimate from

this data is 50% to 60% a year as of year-end 2008. The

Swanson and Gilder data shows very good agreement with

the MINTS data. The other set of points on the chart are

from a forecast prepared by Cisco in 2007 [8] and revised

in 2011 [9]. The 2007 forecast is consistent with the 2008

data from MINTS and predicts a similar growth rate until

2011, while the 2011 revision suggests a slightly reduced
growth rate. While the current estimated growth rates are

far less than the Bdoubling every 100 days[ sometimes

quoted in the late 1990s through 2000 [10], they still give

rise to an increase in traffic by a factor of 100 in 10 years.

The solid line on Fig. 1 is set at the mean of the high and

low estimates for 2007 and extrapolated using the esti-

mated growth rate for year-end 2008. It is clear that the

growth rate has been fairly consistent since 2000. While
there are a variety of services that underlie the traffic de-

mand described above it is possible to see a reason for the

traffic growth that is independent of the individual services

but instead considers trends in the technology used to

support those services. In particular, it is useful to look at

the evolution of microprocessor speed and data storage.

The Top 500 organization charts the performance increase

of the 500 fastest supercomputers and has shown an in-
crease of 10 times in 4 years since the early 1990s [11].

Individual microprocessors have shown a similar improve-

ment rate. Since the data traffic we are interested in ori-

ginates and terminates on machines made up of these

processors, it is unsurprising that the traffic scales at es-

sentially the same rate. Alternatively traffic can be thought

of as movement of data. The International Data Corpora-

tion (IDC) has estimated the total amount of stored data to
increase by a factor of 10 in 5 years again essentially equal

to the rate of traffic increase [12]. Both the speed of the

devices connected to the network and the total amount of

information stored are scaling at the same rate we observe

for network traffic and these underlying trends show no

sign of abating.

III . SYSTEM CAPACITY

Optical communications underwent a revolution in the

1990s as optical amplifiers and WDM enabled the informa-

tion carried on a single fiber to move from a few gigabits

per second to over one terabit per second. This rapid ex-

pansion of system capacity is visible in Fig. 2. The points

on the figure are total capacities for a single fiber in

laboratory/research demonstrations. Points are also dis-
tinguished by whether WDM is employed. Generally, only

points which represent a new record of capacity are

plotted. Various time periods exhibit relatively stable

growth rates with relatively sharp demarcations between

them. We see an initial rapid rise in capacity for single-

channel time division multiplexing (TDM) demonstrations

as researchers employed available microwave components

1Some of the material in this section and the next has been presented
in an earlier form in [5] but is updated and expanded here.

Fig. 1. North American Internet traffic.
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in digital circuits. Progress levels-off in the late 1980s as

the optical system speed became limited by the speed of

components and further progress was controlled by the
rate of technological development of transistors. Another

rapid rise in capacity begins in 1993 when the availability

of optical amplifiers, dispersion management, and gain

equalization enabled the application of WDM. The availa-

ble spectrum was rapidly populated by more channels until

1996, when the spectrum was nearly filled, and the first

1 Tb/s experiments were being performed [13]–[15]. From

this time until the present, a slower rate of capacity in-
crease is observed as research focused on increased spec-

tral efficiency (SE). Fig. 3 shows the SE achieved in these

demonstrations as a function of year. It is clear from the

figure that improvements in SE have driven the im-

provements in capacity. The current capacity record of

101.7 Tb/s achieved a SE of 11 b/s/Hz [16] (see Fig. 9)

using coherent detection, offline processing and pilot-

tone-based phase-noise mitigation. The modulation format

is quadrature amplitude modulation (QAM) with 128 con-

stellation points (128-QAM) [17]. The signal-to-noise ratio

required for this format, combined with the limitations
imposed by impairments arising from optical fiber nonlin-

earity, allowed transmission over only three relatively

short, Raman-amplified spans. The SE of this result is im-

pressive and it is worth noting that improving it by a factor

of two via a more complex constellation would require the

use of 16 384-QAM and would increase the required opti-

cal signal-to-noise ratio (OSNR) by about two orders of

magnitude making transmission over useful distances im-
possible given the presence of nonlinear effects in fibers

described in Section IV. Fig. 4 shows the capacity of com-

mercial optical communication systems as a function of the

year of introduction. These tend to track the research de-

monstrations of Fig. 3 with a three to seven year delay. The

point at 8.8 Tb/s in late 2009 corresponds to a system with

88 100-Gb/s channels using polarization-multiplexed

QPSK modulation and coherent detection. The solid lines
in Fig. 4 provide a continuous representation of system

capacity vs. year and are projected into the future. The

slope of the line from 2000 forward corresponds to a

growth rate of less than 20% per year. The curve in Fig. 4

is the composite network traffic composed of the data

traffic extrapolation described above combined with voice

traffic which dominated the network before 2002 but

grows slowly. Notice that the total network traffic and
system capacity cross twice. First, in 2000, commercial

system capacity increases through the total network traffic

and it became possible to buy a system that could carry the

entire network traffic on a single fiber pair. Second, the

Fig. 2. Demonstrated system capacities. Single channel TDM

systems (filled circles) WDM systems (filled squares).

Fig. 3. Spectral efficiency achieved in research demonstrations

versus year.

Fig. 4. Commercial system capacities (squares) and total network

traffic including voice (blue curve) using measurements and

projections from Fig. 1 and measured and projected voice traffic

as of 1998.
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two curves cross again in 2008, when traffic growth re-
sulted in network traffic exceeding system capacity. In the

following years the projected curves diverge with traffic

outstripping capacity by more than a factor of 10 per

decade.

It is important to note that there is no obvious reason

to compare network traffic with the capacity of a single

optical communication system; however, the comparison

can be justified, at least when plotted on a logarithmic
axis. The capacity of a link must obviously be larger than

the traffic carried on that link; typically the factor is

between two and five, accounting for peak to average

traffic ratios [18]. Of course, the traffic on a link is not the

same as the traffic in the network. In North America there

are three to five links passing east to west, so we might

expect that link traffic would be roughly three to five

times lower than network traffic. These two errors are in
opposing directions and one may hope that the compar-

ison carries at least qualitative and order-of-magnitude

value.

As system capacity scales to meet the growth of net-

work traffic, it is important for the speed of interface rates

to the networking equipment to increase as well in order

to limit the increase in complexity of the network. Fig. 5

shows interface rates for a variety of networking equip-
ment plotted against the year of commercial introduction.

The plot starts with an early high-speed interface at

168 Mb/s [19], [20] through today. The years before

2000 are characterized by a variety of rates for various

layers of the network, with cross connects and internet

protocol (IP) routers using lower rates than those available

for transmission. In 2000, we see a remarkable coalescing

of rates at 10 Gb/s for transmission, cross connects, and
routers. While this plot overstates the case, since inter-

faces introduced in earlier years persist in the network, it

is clear that there has been a substantial flattening of the
network; the utility of low bit rate circuits and the network

elements that provision them becomes marginal as inter-

face rates to nodal equipment rise. The line on the graph is

drawn through the transmission points and attempts to

project the evolution of interface rates into the next

decade. This extrapolation suggests that 1-Tb/s interfaces

will be used towards the end of the decade. The slope of

the line is roughly a factor of 10 in 10 yearsVsimilar to that
seen for the extrapolation of system capacity. Thus far we

have only examined trends and extrapolated their contin-

uation. Now we turn our attention to the requirements

that these trends in traffic and capacity will place on sys-

tem design. We begin by reviewing the evolution of some

key system parameters. The earliest WDM systems had

between four and eight 2.5-Gb/s channels and were intro-

duced in 1995 [2]. These first systems had capacities on the
order of 20 Gb/s and operated on a 200-GHz channel

spacing resulting in a SE of 0.0125 b/s/Hz. By 2000,

systems had rapidly advanced to 80 or more 10-Gb/s chan-

nels operating on 50-GHz spacing for capacities of nearly

1 Tb/s, and a SE of 0.2 b/s/Hz. Commercial systems

introduced in 2010 operate with 100-Gb/s channels on

50-GHz spacing with SE of 2.0 b/s/Hz. To obtain the

same factor of 10 improvement over the next decade
would imply systems with 1-Tb/s channels, capacity of

100 Tb/s, and SE of 20 b/s/Hz. Clearly these are very

challenging specifications. In fact, further increase in

capacity will be hampered by significant limitations arising

from fiber nonlinearity as we see below.

IV. LIMITS TO SYSTEM CAPACITY

As shown in Fig. 2, there has been a tremendous increase

in capacity of three orders of magnitude in the last two

decades. Clearly, it is of interest to investigate whether

there are fundamental limits to this capacity increase. In

this section, we first briefly review Shannon’s information

theory for the additive white Gaussian noise (AWGN)
channel and then present results of calculations of a

Bnonlinear Shannon limit[ associated to the presence of

the Kerr nonlinear effects in fibers.

A. Shannon Capacity
The notion of Bcapacity[ of a channel was introduced

in 1948 by Claude Shannon [22].2 The capacity of a chan-

nel can be described as the asymptote of the rates of
transmission of information that can be achieved with

arbitrarily low error rate. In his seminal work [22],

Shannon focused primarily on a channel that adds white

Gaussian noise, and more specifically, the AWGN channel

[23]–[25]. In the last 60 years, Shannon’s Binformation

Fig. 5. Interface rates for a variety of networking equipment versus

year of introduction. Optical communication systems (squares),

cross connects (diamonds), and IP routers (triangles).

2A channel in the sense of Shannon is not to be confused with a
WDM channel in optical communication, which is a signal occupying a
certain frequency band, often contaminated by noise and other sources of
distortion.
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theory[ has been applied and adapted to more complex
channels such as wireless communication [26]–[33], digi-

tal subscriber lines (DSLs) over twisted copper wires [34]–

[38], coaxial cables [36]–[39] and the Bphoton channel[
[40]–[45], relevant to deep space and satellite commu-

nications [46], [47].

We review in this section the capacity relations for a

single-channel with AWGN that we later use as a reference

in the multiple channels Section V-A. For a bandlimited
channel, it is convenient3 to quote the SE defined as the

capacity C per unit of bandwidth B. From Shannon’s

theory, the SE of a single AWGN channel is given by the

well-known relation [23], [25]

SE � C

B
¼ log2ð1þ SNRÞ (1)

where the signal-to-noise ratio SNR is defined as SNR ¼
P=N where P is the signal average power and N the noise

average power in a bandwidth B. We consider here a

signal constructed from a serial concatenation of symbols

at a rate of Rs symbols per seconds. Many bits of infor-

mation can be encoded using the amplitude and phase of
the signal on each symbol. The minimum bandwidth that

such a signal can have while remaining free from

intersymbol interference (ISI) [48], [49] at the optimum

sampling point is equal to the value of the symbol rate Rs

[22], [50]–[52]. This signal is generated using a field

waveform of the form sinðtÞ=t associated with each

symbol [17], [48]. For such a minimum-bandwidth signal,

the noise power N ¼ N0Rs, where N0 is the noise power
spectral density. The SNR can be written as [30], [31],

[48], [49]

SNR � P

N
¼ P

N0Rs
¼ Es

N0
(2)

where the last equality is obtained using the relation

P ¼ EsRs, where Es is the energy per symbol. Note that

both, signal and noise, are represented by complex fields,

each having two quadratures. At low SNR, (1) can be

approximated by

SE � 1

ln 2
SNR� SNR2

2

� �
: (3)

An interesting observation from (3) is that both SE and
SNR, or Es at fixed N0, go to zero simultaneously, i.e.,

one cannot achieve high SE at low SNR on a single

channel.

Using (2) one can define an SNR per bit, SNRb, as [25],

[48], [49]

Eb

N0
� SNRb ¼

SNR

SE
(4)

where the energy per bit Eb ¼ Es=SE. The SNR per bit

can therefore be interpreted as the energy per bit per unit

of noise power spectral density. Equation (1) can be
reexpressed as

SNRb ¼
2SE � 1

SE
: (5)

The SNR per bit can be written as SNRb ¼ Eb=N0 where

Eb ¼ Es=SE is the energy per bit. At high SE, SNRb �
2SE=SE.

One can write (5) as a series expansion around SE ¼ 0.

It is given by SNRb ¼
PQ

q¼0ðln 2Þqþ1SEq=ðqþ 1Þ!. Expan-

sion to second order and at low SE gives

SNRb � ln 2þ ðln 2Þ2

2
SE þ ðln 2Þ3

6
SE2: (6)

One notes that, in contrast to the relation between

SE and SNR of (3), the SNR per bit, SNRb, does not go

to zero when SE goes to zero, but assumes a minimum

value

SNRmin
b ¼ ln 2 (7)

or � �1:59 dB [53] (see Fig. 6). There is, therefore, a

minimum SNR or energy per bit to transmit information

over the AWGN channel [23], [25] and this minimum

occurs at low SNR.

It is interesting to define the ratio �SNRb

�SNRb � SNRb=SNRmin
b (8)

which can be referred to as an excess SNR or energy per bit

at which a system operates. The quantity �SNRb, in dB, is

represented schematically on the Shannon curve of Fig. 6,

3For simplicity, we use the word capacity to refer to either capacity or
SE in this paper as both are simply related by the channel bandwidth B.
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which also shows the approximation to first and second

order in SE from (6).
We can also express the SE as a function of SNRb to

first order in SNRb as

SE � 2

ðln 2Þ2
SNRb � SNRmin

b

� �
: (9)

B. Relations between SNR and OSNR
In optical communication, the optical signal-to-noise

ratio is the quantity typically reported to characterize the

ratio between signal and noise. In other areas of digital

communication, the SNR is used. The quantities involved

in both OSNR and SNR definitions are displayed in Fig. 7.
The OSNR is written as

OSNR ¼ P

2NASEBref
(10)

where P is the average signal power, summed over the

two states of polarization if polarization division multi-

plexing (PDM) is used, NASE is the spectral density of

amplified spontaneous emission per polarization and Bref

is a reference bandwidth, commonly taken to be 0.1 nm,

which corresponds to 12.5 GHz at 1550 nm. Note that

the definition of OSNR does not require the signal to

carry any data since the OSNR definition uses a fixed
reference bandwidth Bref instead of the symbol rate Rs

used in the SNR definition [see (2)]. The OSNR also

considers the noise in both polarization states indepen-

dent of whether PDM of the signal is used or not. From
(2) and (10), the relation between OSNR and SNR can be

expressed as

OSNR ¼ pRs

2Bref
SNR (11)

where p ¼ 1 for a singly-polarized signal and p ¼ 2 for a

PDM signal, and where NASE and N0 have canceled each

other out since they represent the same physical quantity,

the noise power spectral density [17].

Equation (12) can also be written in the following

form

OSNR ¼ Rs

Bref
SNRð2Þ (12)

Fig. 7. Definition of signal and noise for the (a) signal-to-noise ratio (SNR) and (b) optical signal-to-noise ratio (OSNR). l.u.: linear units.

Fig. 6. Spectral efficiency versus SNR per bit for a single channel,

a few approximations of SNRb and a graphic representation

of DSNRb.
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where SNRð2Þ is the average SNR over the two polarization
modes. It is defined as

SNRð2Þ �
Px þ Py

Nx þ Ny
(13)

where the indices x and y refer to the x and y polarizations,

respectively. In this definition of SNRð2Þ, when the signal

is singly-polarized, the signal power originates from one

polarization while the noise power remains summed over

both polarizations. This definition of SNR has the advan-
tage that it can easily be generalized to a large number of

modes [see (21)].

We define the information bit rate R
ðpÞ
b , in bits per

second, as the sum of the information rates in both polari-

zation states. Assuming the same structure of the signal for

both polarizations if PDM is used, i.e., same symbol rate

Rs, same number of constellation points per polarization

M, and same code rate ~Rc, the bit rate R
ðpÞ
b , valid for a

singly-polarized or a PDM signal, can be written as

R
ðpÞ
b ¼ p ~Rc log2ðMÞRs (14)

where ~Rc is the encoder rate, which represents the ratio of

input to output bits at the encoder so that 0 G ~Rc � 1. Note
that the transmission information rate in bits per symbol
~R ¼ ~Rc log2ðMÞ can be identified to the SE in Shannon’s

formula (1) for an ideal code and a Gaussian constellation.

For PDM, a symbol corresponding to the symbol rate Rs

extends to both polarization states and represents all the

possible ways to combine the M symbol(s) of each

polarization. The symbol size at the symbol rate Rs is

therefore Mp with p ¼ 2. One can see that (14) can be
written in a more natural form as R

ðpÞ
b ¼ ~Rc log2ðMpÞRs,

where log2ðMpÞ represents the number of uncoded bits of

the constellation at Rs. Using (4), one can express (12) as

OSNR ¼ R
ðpÞ
b

2Bref
SNRb (15)

where SNRb is the SNR per bit in one of the polarization

state having a signal.

Note that the relation between OSNR and SNRb

requires only the knowledge of R
ðpÞ
b , but does not require to

know whether the signal is singly-polarized or if PDM is

used. Equation (15) can be also expressed as

OSNR ¼ R
ðpÞ
b

pBref
SNR

ð2Þ
b (16)

where SNR
ð2Þ
b ¼ pSNRb=2 is the SNR per bit accounting

for the two polarization modes.

C. Nonlinear Shannon Limit for a Nonlinear
Fiber Channel

It is only relatively recently that information theoretic

approaches have been applied to fiber-optic communica-

tion systems based on single-mode fibers (SMFs) [17],

[54]–[79] (more details can be found in [17]). This Flate_
focus on the Bfiber channel[ is mainly due to the fact that

an optical fiber is a Kerr nonlinear medium [80]–[83],

which raises many challenges. One of them is that there is

no well established framework of information theory to

calculate the capacity of a channel that is simultaneously

nonlinear and bandwidth-limited. A second difficulty is

the absence of closed-form analytic expressions describing

fiber propagation for arbitrary input signal shapes and
power levels.

Capacity limitations of the most commonly studied

channels originate from the presence of in-band sources of

distortion, being either in-band noise or some form of in-

band interference coming from other sources [30], [31],

[84]. The capacity of these channels typically increases

monotonically with power. In the case of the nonlinear

fiber channel, the capacity is limited by noise at low power
but becomes limited by fiber nonlinearity as power in-

creases. Remarkably, in the context of optically-routed

networks (ORNs), the high-power fiber capacity limita-

tions originate mainly from fields present outside the

bandwidth of the signal of interest [17] and lead to a

maximum capacity. Fig. 8 illustrates schematically the

nonlinear process that results in capacity limitation for the

nonlinear fiber channel. The presence in a fiber of a WDM
channel occupying a distinct frequency band from a WDM

channel of interest, changes the refractive index of the

fiber medium through the Kerr nonlinear effect [85]. Since

Fig. 8. Schematic illustration of the main nonlinear process limiting

capacity in fiber.
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the WDM channel of interest is also present in the fiber, it

experiences these variations of refractive index and be-

comes distorted. In general, the change of refractive index

depends not only on power but also on the data being

transmitted [86]–[88]. Since different WDM frequency

bands are optically routed to different physical locations in

optical networks, the data of the copropagating WDM

channels are not known and distortions created by copro-
pagating WDM channels on the WDM channel of interest

cannot be fully compensated [17].

Nonlinear propagation through optical fibers is de-

scribed by the partial differential equation [17]

@E

@z
þ i

2
�2
@2E

@t2
� i�jEj2E ¼ iN (17)

where Eðz; tÞ is the optical field at a given location z and

time t, �2 is the fiber chromatic dispersion, � the fiber

nonlinear coefficient and Nðz; tÞ is the field that repre-

sents amplified spontaneous emission (ASE). The field

Eðz; tÞ is assumed to be singly polarized and (17) is written

for a system using ideal distributed Raman amplification
where the Raman gain continuously compensates for fiber

loss [89]. The fiber nonlinear coefficient � ¼ n2!s=ðcAeffÞ
where n2 is the fiber nonlinear refractive index [83],

!s ¼ 2��s is the angular optical frequency at the signal

wavelength with �s being the optical carrier frequency,

c the speed of light and Aeff the fiber effective area [83].

Assuming that ASE generated by optical amplification

can be represented by an AWGN source [90], [91],
Shannon’s information theory can therefore be applied to

evaluate the impact of ASE noise on capacity. The autocor-

relation [92] of the ASE field Nðz; tÞ is given by [93]–[95]

E N ðz; tÞN �ðz0; t0Þ½ � ¼ �Lh�sKT�ðz� z0Þ�ðt� t0Þ (18)

where E½	� is the expectation value operator and � the Dirac

functional. The factor KT ¼ 1þ �ðT; �s; �pÞ where

�ðT; �s; �pÞ is the phonon occupancy factor [17], [96],

[97]. The value of KT � 1:13 at room temperature.

For ideal distributed Raman amplification, the noise

spectral density per state of polarization can be written

as [53], [89]

NASE ¼ �Lh�sKT (19)

where L is the system length and h the Planck constant.

The noise power per polarization is simply NASERs.
The capacity calculation of the nonlinear fiber channel

in the context of ORNs has been performed under certain

assumptions summarized in Table 1. Fiber capacities are

computed for a single WDM channel of interest in an

ORN, assuming that all other WDM channels are simul-

taneously present, but not known at the transmitter or

receiver. The constellations adopted are concentric ring

constellations that approach closely the Shannon capacity
even though a small gap from Shannon curves that can be

seen at SNR | 25 dB in Fig. 9 still remains. Routing in

the network is performed using optical filters approaching

the ideal square shape and is performed sufficiently

frequently (every 100 km) that more frequent use of

optical filters does not impact capacity. The signal is

recovered by first performing ideal coherent detection

followed by digital signal processing using reverse

Table 1 Assumptions in the Model to Calculate a Fiber Capacity Estimate

Fig. 9. Nonlinear capacity limit for transmission over 500 km of

SSMF and PSCF and current record capacity experiments. The SSMF

parameters are given in Table 2 and PSCF in the main text. The

experiments (1)–(6) are from [98]–[102] and [16], respectively.
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nonlinear propagation performed on the fields present in

the frequency band of the WDM channel of interest.

Because of the various approximations made during the
evaluation of capacity, we refer to these nonlinear fiber

capacities as estimates. Extensive explanations on how the

nonlinear fiber capacity calculations have been performed

can be found in [17], [70].

D. Standard Single-Mode Fiber
The parameters of the standard single-mode fiber

(SSMF) are given in Table 2 and the corresponding non-

linear capacity estimate is given in Fig. 9. The six filled
symbols in Fig. 9 represent the latest record SE experi-

ments (from 2009 to August 2011) that propagate over at

least 100 km. Also shown are the calculated nonlinear

capacity estimates when the loss coefficient � ¼
0:15 dB/km and the effective area Aeff ¼ 120 	m2, param-

eters achievable for pure silica-core fibers (PSCFs). The

experimental results are within a factor 1.6 to 3 from the

estimated capacity. Note that the highest SE experiments
have been achieved for distances shorter than 500 km and

that a reduction in SE is expected if the distance were to be

extended to 500 km.

Calculations of nonlinear fiber capacity estimates have

been performed for various distances and the results are

displayed in Fig. 10. One observes that the SNR at which

the capacity peaks decreases by �2.65 dB for every doubl-

ing of the distance. Since the ASE noise power increases by

3 dB when the distance doubles, the optimum signal power

has a weak dependence on distance, decreasing by only

1.4 dB for the range of distance of 500 to 8000 km. One

can understand this surprising result by realizing that

higher capacities are achieved using denser constellations

(largerM), and that the larger the constellation, the more
sensitive a signal is to nonlinear distortions. These larger

constellations prevent raising the signal power signifi-

cantly, even when the transmission distance is shortened

dramatically. Note that having a nearly distance-indepen-

dent optimum signal power is advantageous in network

designs, since optical amplifiers can operate at nearly the

same power per WDM channel for a wide range of

distances.
Fig. 11 shows the maximum SE values for each curve in

Fig. 10. These calculated SE values fit well a linear relation

when the distance is plotted in a logarithmic scale, so a

linear fit to the SE is also shown in Fig. 11.

The types of networks covered by the various distances

of the plot are shown near the bottom. As can be seen in

the figure, the maximum SE of submarine (SM), ultra-

long-haul (ULH), and long-haul (LH) does not vary widely
considering that the range of distances covered is more

than one order of magnitude. The maximum SE increases

as the distance decreases to metropolitan (metro) and

access networks. Finally, fiber-to-the-home (FTTH) has

the highest maximum SE, but, remarkably, only 3 times

the maximum SE of SM systems. This is a rather small

increase in maximum SE considering that there is a

difference of four orders of magnitude in distance
between these two types of networks. This illustrates

the difficulty of increasing SE in optical networks based

on SMFs.
Fig. 10. Nonlinear capacity curves for a range of transmission

distances.

Fig. 11. Spectral efficiency as a function of distance from data at

maximum capacity of Fig. 10. A linear fit to the data is also provided

along with the type of networks it can be applied to.

Table 2 Standard Single-Mode Fiber Parameters
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E. Advanced Single-Mode Fibers
For a given optical networking scenario and optical

amplification scheme, the nonlinear fiber capacity de-

pends mainly on the fiber parameters and system length.

We show below the calculated maximum nonlinear fiber

capacity estimates when varying three fiber parameters:

the fiber loss coefficient �, the fiber nonlinear coefficient

�, and fiber dispersion D.

1) Fiber Loss: Fig. 12 shows the dependence of the

maximum nonlinear fiber capacity on the fiber loss

coefficient �dB, which relates to � of (17) by �dB ¼
10 log10ðeÞ�. One observes that the maximum nonlinear

capacity does not increase dramatically with a large

reduction of �dB. For instance, reducing �dB from 0.2

to 0.05 dB/km increases capacity only from �8 to

�9 b/s/Hz. It is worth pointing out, however, that a
decrease in fiber loss coefficient, which generally occurs at

all wavelengths simultaneously, benefits greatly practical

system deployments by either increasing the distance be-

tween amplification sites or by reducing the Raman pump

power requirements.

It is interesting to note that the dependence of the

maximum capacity on the fiber loss coefficient is nearly

linear when �dB is plotted on a log scale as seen in Fig. 12.
Shown on the graph are SSMF typical fiber loss coefficient,

the lowest fiber loss coefficient of 0.1484 dB/km achieved

using PSCF [103], and conjectured 0.05 dB/km that may

possibly be achievable for a hollow-core fiber (HCF) ope-

rating at 2 	m [104]. One can see in Fig. 12 that even

though it represents a tremendous challenge to reduce the

fiber loss coefficient below 0.15 dB/km, the benefit on

capacity is surprisingly limited.
It is worth pointing out that the benefit of reducing the

fiber loss coefficient will increase for systems not using

ideal distributed Raman amplification, and especially for

systems using discrete amplification based on erbium-

doped fiber amplifiers (EDFAs) [105], [106]. The reason is

that, in ideal distributed Raman amplification systems, the

quantity of noise at the end of the system is proportional to
�, while it is approximately proportional to expð�Þ in

systems based on EDFAs [17, eq. (54)].

2) Fiber Nonlinear Coefficient: The fiber nonlinear coef-

ficient can be made to vary by a change of the fiber mate-

rial itself, material properties or through advances in fiber

designs. The impact of varying the nonlinear coefficient �
on the maximum nonlinear fiber capacity is shown in
Fig. 13 along with a linear extrapolation. A reduction of the

fiber nonlinear coefficient has a similar effect on capacity

as a reduction in the fiber loss coefficient. It is interesting

to note that a reduction in the nonlinear coefficient by a

factor of 1000, such as what can be nearly achieved by

using HCFs [107], [108], would lead to an increase in

capacity by only�30%. Clearly, capacity scales very slowly

with the nonlinear coefficient �. Because they operate at
lower SE due to higher noise levels, the impact of a reduc-

tion of � has a higher relative impact on capacity in sys-

tems based on discrete EDFAs than for systems based on

ideal distributed Raman amplification. However, for both

system types, very large changes in � are necessary to

significantly increase capacity.

3) Fiber Dispersion: Fig. 14 shows the impact of varying
the fiber chromatic dispersion D on maximum nonlinear

fiber capacity. The relation between D and �2 of (17) at a

given wavelength 
 is D ¼ �2�c�2=

2 [83]. The range of

dispersion simulated covers the most common commercial

fibers. A smaller variation of the maximum nonlinear fiber

capacity is observed for dispersion than for the loss and

Fig. 12. Calculated maximum spectral efficiency for various

fiber loss coefficients and a linear extrapolation. L ¼ 1000 km,

� ¼ 1:27 ðW-kmÞ�1, and D ¼ 17 ps=ðnm-kmÞ.

Fig. 13. Calculated maximum spectral efficiency for various fiber

nonlinear coefficients and a linear extrapolation. L ¼ 500 km,

�dB ¼ 0:15 dB/km, and D ¼ 17 ps=ðnm-kmÞ.
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nonlinear coefficients. These results suggest that, in pro-

portion, a variation of chromatic dispersion has a lower

impact on capacity than the two other fiber parameters

considered.

V. SPATIAL MULTIPLEXING IN FIBERS

The cladding diameter of SMFs has been standardized in

the 1970s to 125 	m. This diameter was chosen to be

sufficiently large so that the fiber has sufficient strength

and flexibility. The radial distribution of the spatial mode

in SSMF can be approximated by a Gaussian of the form
EðrÞ ¼ expðr2=w2Þ where r is the distance to the core

center and 2w the mode field diameter [109], [110]. A

typical value of 2w for SSMF is 10.4 	m. This gives a ratio

between the field at the fiber center ðr ¼ 0Þ to the field at

the cladding outer interface ðr ¼ 125 	mÞ of�10�63. Such

an extraordinary low number is evidence of the low occu-

pation of the fiber volume by the spatial mode of SSMF.

Taking also into consideration the increase in mode con-
finement that can be achieved through advanced fiber

index profile designs [111], it strongly suggests that many

spatial modes with negligible overlap between parallel

spatial modes could be supported within the same fiber

volume. Such spatially separated modes make it easier to

perform spatial multiplexing and demultiplexing [112]. To

achieve a greater density of spatial modes, one can lift the

requirement of low overlap between modes and use spatial
filters to multiplex and demultiplex the spatial modes. In

either case of low or large overlap between spatial modes,

imperfection in waveguides structures, local changes in

the material properties, fiber bending and twisting can

couple the modes together. Fortunately, with the devel-

opment of MIMO technologies [26], [27], [31], [115], it

has become possible to disentangle coupled spatial modes

and recover the data through processing. This opens the
possibility of fiber with an even larger number of spatial

modes, by allowing large coupling between modes to

occur.

A. Shannon Capacity for Independent Channels
Let’s now consider how transmission over M channels

(in the sense of Shannon) compares to the single-channel

transmission of Section IV-A in terms of SE [26], [27],

[30], [31], [116]–[121] and energy per bit [30], [31],

[118]–[127]. A channel here can be identified, for in-

stance, with one of the two polarization modes in a SMF
or one of many fiber spatial modes, or both spatial and

polarization modes.

For the case of M modes, the bit rate R
ðMÞ
b is defined as

the sum over all modes and can be simply written as

R
ðMÞ
b ¼ M ~Rc log2ðMÞRs (20)

where M is the number of modes and ~Rc and M are as

defined before (14). For a fiber that supports p polarization

modes and s spatial modes, the number of modes
M ¼ p
 s.

We consider in this section the elementary case of M
independent parallel channels to help estimate the

potential benefits of spatial multiplexing in fibers (see

Section V-C) relative to single-mode case described in

Section IV-A. The signal and noise powers in the mth

channel are denoted by Pm and Nm, respectively. The total
signal power in all channels is PðMÞ ¼

PM
m¼1 Pm. The SNR

in each channel m is SNRm ¼ Pm=Nm and the average SNR

is given by

SNRðMÞ �
PM

m¼1 PmPM
m¼1 Nm

: (21)

Since (1) applies to each channel individually for inde-

pendent channels, the SE of each channel, SEm, can be
written as

SEm ¼ log2ð1þ SNRmÞ: (22)

For M independent channels, the total SE, SEðMÞ, is simply
given by

SEðMÞ ¼
XM

m¼1

SEm ¼
XM

m¼1

log2ð1þ SNRmÞ: (23)

Fig. 14. Calculated maximum spectral efficiency for various

fiber dispersion and a linear extrapolation. L ¼ 500 km,

�dB ¼ 0:2 dB/km, � ¼ 1:27 ðW-kmÞ�1.
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Interesting relations can be obtained when SNRm � 1
for all the M channels, where SEðMÞ in (23) simplifies to

SEðMÞ � 1

ln 2

XM

m¼1

SNRm ¼
1

ln 2

XM

m¼1

Pm

Nm
: (24)

If we further assume that the noise present in all channels

is identical to the noise produced in the reference single

channel, which is a realistic first-order approximation for

spatial multiplexing in fibers, i.e., Nm ¼ N for all values of m,

SEðMÞ simplifies to

SEðMÞ � 1

ln 2

XM

m¼1

Pm

N
¼ PðMÞ

N ln 2
: (25)

Note that, in this regime of low SNR per channel, SE

depends, to first order, only on the total signal power and

not on the exact distribution of powers between

channels.
Let’s now consider systems for which all M channels

have the same SNRm that is not necessarily small: the total

SE of the M channels, SEðMÞ, is simply M times the SE of

each channel. If further, the signal powers in each of the M
channels identical, i.e., Pm ¼ Pc and similarly all the noise

powers are equal, i.e., Nm ¼ N, SEðMÞ can be written

simply as

SEðMÞ ¼M log2 1þ Pc

N

� �
(26)

¼M log2ð1þ �SNRÞ (27)

where SNR ¼ P=N is the SNR in the reference single

channel and � is the ratio of the power in each channel Pc

to P. The reason to express SEðMÞ in terms of the ratio Pc=P
is that, in fibers, Pc and P have maximum values

determined by fiber nonlinearity and fiber types. In the

limit of an infinite number of channels M with a fixed

Pc ¼ P=M, SEð1Þ ! SNR= ln 2, identical to the single-

channel result of (3) to first order in SNR.
It is interesting to evaluate the gain in SE

GSE �
SEðMÞ

SE
(28)

for various values of SNR and signal powers. Restricting

ourselves to channels with identical noise per channel

Nm ¼ N and identical signal power Pc in all channels, one
can write GSE as

GSE ¼
M log2ð1þ �SNRÞ

log2ð1þ SNRÞ : (29)

From (29), one can see that three independent parameters

affect GSE: the number of channels M, the ratio of powers

� ¼ Pc=P and the SNR of the reference channel P=N. From
(29), when the power per channel Pc equals the single-

channel power P, GSE ¼ M, as it should be for M inde-

pendent channels. Also, when both Pc � N and P� N,

GSE � MPc=P, i.e., the SE increases approximately by the

ratio Pc=P above the value of M when the signal powers are

below the noise power. The power per mode Pc that can be

used for spatial multiplexing in fibers will depend on fiber

nonlinearity and the design of the fiber used for spatial
multiplexing (see Section V-C).

Fig. 15 plots the gain in SE, GSE, in dB, as a function of

the reference channel SNR for the case when the reference

signal power P is divided equally between all M modes, i.e.,

Pc ¼ P=M. Fig. 16 plots the same gain in SE but as a

function of the SNR per bit. Note that for a given SNR, the

maximum gain achievable is nearly reached for a given

number of channels Msplit, which value can be approxi-
mated simply by Msplit � bSNRbc. Any additional increase

in the number of channels beyond Msplit does not bring

significant gain in SE for this type of power split. At high

SNR or SNR per bit, GSE tends asymptotically towards

10 log10 M (in dB) as expected.

Let’s now consider the impact of the ratio of the power

per channel Pc to the single-channel power P on the gain

Fig. 15. Gain in spectral efficiency GSE, as a function of SNR of a

single channel when the power P of a single channel is equally split

between M independent channels.
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in SE. The ratio Pc=P is a relevant quantity that will be
determined by the nonlinear effects present in fibers

supporting multiple spatial modes. The impact on trans-

mission of the various nonlinear effects is expected to

depend greatly on fiber designs. From (29), one can see

that the gain in SE per mode, GSE=M, is a quantity

independent of M. Fig. 17 shows the gain in SE per mode as

a function of the ratio Pc=P for various values of SNR. A

negative gain means a reduction in SE. As seen in Fig. 17,
the highest values of SNR are the least affected by a

reduction or increase in signal power per channel Pc relative

to the single channel power P. This can be understood by the

fact that a reduction of a few dBs in power when operating at

high SNR on the SE curve changes the SE by only a small

amount relative to the original SE, thereby producing lower
gain or loss in SE. Note that this behavior is valid for an

arbitrary number of channels M and that the curves for the

gain in SE alone, GSE, are identical to the curves in Fig. 17 but

shifted up by 10 log10 M. The maximum relative impact or

reduced power per channel is therefore for systems operating

at low SNR.

A second quantity of interest is the gain in energy per

bit, GE, obtained by using M channels instead of a single
channel to achieve a fixed SE [30], [31], [118], [123]–[126].

This gain GE is defined as

GE �
SNRb

SNR
ðMÞ
b

(30)

where the SNR per bit for M modes, SNR
ðMÞ
b , is defined as

SNR
ðMÞ
b � Eb

N0

� �ðMÞ
¼ PðMÞP

m Nm

M

SEðMÞ
: (31)

This gain GE is defined in such a way that a positive

value of GE corresponds to a system benefit, a reduction

in energy per bit. One can express SNR
ðMÞ
b in terms of

the SE as

SNR
ðMÞ
b � 2SE=M � 1

SE=M
(32)

which, with the help of (5), gives for the gain in energy per

bit in terms of SE as

GE ¼
2SE � 1

M½2SE=M � 1� : (33)

Fig. 18 shows GE as a function of SE for various

numbers of channels. A noticeable feature of GE is that

only a relatively small number of channels M is sufficient

to obtain most of the gain in energy per bit. Increasing M
beyond 16 barely increases GE for the range of SEs dis-

played in Fig. 18. A simple equal split of signal power
between two channels brings a large contribution to the

power saving when using multiple channels.

It is interesting to note that the value of SNR
ðMÞ
b is equal

to the value of SNRb of a single channel having a SE of

SE=M. In the limit of infinite M, SNR
ðMÞ
b ¼ ln 2 ¼ SNRmin

b

and GE ¼ SNRb=SNRmin
b , which is the excess SNR per bit

�SNRb defined in (8) for a single channel. Therefore, the

Fig. 17. Gain in spectral efficiency per mode,GSE=M, as a function of the

ratio of the signal power per mode Pc to the single channel power P.

These curves are independent of the number of modes M.

Fig. 16. Same as Fig. 15 but as a function of SNR per bit.
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maximum energy saving from splitting a signal power

equally between multiple independent modes can easily be

visualized from the single channel curve represented in

Fig. 6.

B. Advanced Fibers for Spatial Multiplexing
Spatial multiplexing in fibers requires fibers that guide

more than one spatial mode. Fig. 20 shows examples of

fibers guiding multiple spatial modes (fibers 2 to 7) along

with a single-mode fiber (fiber 1). Fibers 2–4 are multicore

fibers (MCFs) with a varying number of cores but follow-

ing an hexagonal grid [128]–[133]. The hexagonal pattern
of cores allows for the most compact placement of the

cores for 7 and 19 cores, where all nearest-neighbor cores

are separated by the same distance (see the problem of

sphere packing in two dimensions [134]). Fibers that have

a single large core that can support a few (�3 to 10) or

many (above �10) spatial modes are traditionally called

multimode fibers (MMFs) [135]–[138]. They are repre-

sented by fibers 5 and 6, respectively. Fiber 7 is an example

of a photonic bandgap fiber (PBF), the hollow-core fiber

(HCF) mentioned in Section IV-E. We discuss these fibers

below.
A MCF can be designed in essentially two ways. The

first is to try to isolate the cores as much as possible from

each other to create uncoupled parallel channels [130],

[131], [139], [140]. Each core is considered as an inde-

pendent channel over which independent data are sent.

We refer to such a fiber as low-coupling MCF (LMCF). To

achieve this goal, a LMCF is designed to minimize energy

transfer between cores from linear coupling. Linear cou-
pling between cores occurs as a consequence of the overlap

of individual core modes (considered in isolation) with the

index profile of neighboring cores of a MCF. Linear cou-

pling can be suppressed by ensuring the extent of the

isolated-core mode to be well within the distance between

cores. The overlap of the field associated to one core near

the location of a different core can be reduced by reshaping

the mode field using specially designed refractive index
profiles [131]–[133], [140], [141]. One can also simply

reduce the mode field diameter of each of the isolated-core

modes without reshaping the mode itself, but this ap-

proach has the drawback of decreasing the effective area of

each mode and increasing the nonlinear coefficient � [see

definition of � below (17)]. Smaller mode field diameters

can also require more precision in the fabrication of MCFs,

such as more precision on the location of each core inside
the fiber. These fiber design trade-offs generally lead to the

presence of residual crosstalk between cores. Other

sources of crosstalk between cores are also present in sys-

tems based on MCFs, including crosstalk induced by fiber

macrobending [140], [142], spatial multiplexing and

demultiplexing, and splicing. Since the cores in a LMCF

Fig. 20. Cross sections of a single-mode fiber and fibers supporting

spatial multiplexing. Filled areas with darker shades of gray

have a higher index of refraction (solid lines are shown as

delimiters only).

Fig. 18. Gain in energy per bit GE obtained by using M channels

compared to a single channel at identical SE. The power is

equally split between the M channels.

Fig. 19. Schematic of a single-mode fiber and of spatial

multiplexing in fibers.
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are considered independent channels and are processed
separately, any source of crosstalk between cores creates

an irreversible degradation in performance.

A second design of MCF does not impose any restric-

tions on the linear coupling between cores, allowing large

coupling to occur. We refer to such a fiber as a high-

coupling MCF (HMCF). The impact of the high level of

crosstalk induced by coupling in HMCF can be largely

removed by first performing coherent detection at the
output of each core followed by joint digital signal process-

ing of all the fields received using MIMO techniques [26].

This MIMO processing enables recovery of the data with

minimum penalty. An experimental demonstration using

MIMO processing to transmit nearly penalty-free over

24 km of a three-core HMCF with 4-dB total crosstalk

between cores is reported in [143].

Multimode fibers are made from a single core of suffi-
ciently large diameter to support more than one spatial

mode. The number of spatial modes guided in a MMF

grows rapidly with the core diameter and can number in

the hundreds. For an ideal MMF, the spatial modes spa-

tially overlap but do not couple and transmission can be

performed by using spatial multiplexing and demulti-

plexing of each individual mode using spatial filters [112].

In practice, coupling between modes occurs due to both
macro- [136], [144], [145] and micro-bending [136], [144],

[146]–[149]. In a similar manner to the MCFs, MIMO

techniques can be applied in combination with coherent

detection in MMFs to recover the data even in the

presence of large coupling between modes. Experimental

realizations of MIMO processing that successfully reduced

the impact of coupling between modes in MMF transmis-

sion are reported in [150], [151].
It is interesting to consider advanced fibers such as

microstructured fibers, or photonics crystal fibers (PCFs),

and how they can impact transmission if they mature to

become manufacturable in long lengths and at low cost. An

example of PCF of interest is the HCF shown in Fig. 20

that can be designed to support a single or multiple spatial

modes [152], [153]. Because the core, where most of the

spatial mode is confined, is composed of air, HCFs can
have an ultra-low nonlinear coefficient [152]. It has been

conjectured that HCFs may be able to achieve ultra-low

loss, possibly as low as �0.05 dB/km at a wavelength of

2 	m [104], even though the lowest loss coefficient

achieved to date is 0.48 dB/km [153]. The impact of re-

duced loss and reduced nonlinearity on capacity for single-

mode operation has been discussed in Section IV-E. The

technique to multiplex and demultiplex spatial modes in
and out of a HCF supporting many spatial modes is ex-

pected to be similar to other fibers supporting multiple

spatial modes.

Finally, one should note that a HMCF can be con-

sidered as supporting Bsupermodes[ [154]. These super-

modes are the spatial modes calculated taking into account

the entire HMCF structure [155], [156] as opposed to

considering the HMCF modes as a combination of isolated-
core modes. These supermodes are in fact the true modes

of the HMCF. Nevertheless, approximations of super-

modes using isolated-core modes can be accurate and

useful [157]–[161]. Therefore, HMCF, MMF and multi-

mode PBF can be seen as different fiber technologies and

designs that can support multiple spatial modes. HMCF

and MMF with a large number of modes and low loss

(�0.2 dB/km) have been routinely fabricated while PBFs
for long distance transmission have yet to be demonstrated.

C. Capacity of Spatial Multiplexing in Fibers
As mentioned in previous sections, the spatial modes of

an ideal fiber do not couple to each other during propa-

gation. For such an ideal fiber, each spatial mode can be

identified as a channel in the sense of Shannon. However,

for practical fibers, linear coupling between modes almost
invariably occurs due to imperfections in waveguide,

material or due to fiber bending [162]. Such linear mode

coupling can occur at various locations along the fiber and

with various coupling strengths. Despite this unpredict-

ability in the coupling of individual modes, the overall

effect of mode coupling on all modes is not arbitrary and

obeys the coupled-mode theory (CMT) [138], [163]–[176].

Coupled-mode theory can be applied for instance to the
field evolution in each core of a HMCF and to spatial

modes in MMF experiencing linear coupling. It has been

shown that the matrix of coupling coefficients between

modes is Hermitian [175], which makes the corresponding

channel transfer matrix unitary. It is well known in infor-

mation theory that a unitary transformation does not im-

pact channel capacity [27], [30]–[32]. Therefore, the

coupling between modes in fibers does not impact capacity
and one can use the capacity comparison between a single

and M independent AWGN channels developed in

Sections V-A and V to assess the potential of spatial mul-

tiplexing in fibers.

A variety of phenomena can occur during propagation

over fibers that can make capacity differ from the case of

independent AWGN channels. The first category involves

mode-dependent loss (MDL), and it includes polarization-
dependent loss (PDL) [177]–[182] and spatial MDL

[183]–[186]. A similar impact on capacity is expected

from mode-dependent gain (MDG) such as polarization-

dependent gain (PDG) or spatial MDG. Spatial MDL can

originate from various sources, including a difference in

fiber loss coefficients between spatial modes, a differential

in transmission between spatial modes in discrete network

elements, such as at the transmitter or receiver, at cou-
plers, at mode multiplexers and demultiplexers, at reconfi-

gurable optical add-drop multiplexers (ROADMs), or at

the location of fiber splices. The phenomena of PDG and

spatial MDG can only occur at the location of optical

amplifiers. Note that the MDLs and MDGs mentioned

above can be reduced by advanced fiber and device fabri-

cation techniques.
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A second category of phenomena that can affect capa-
city originates from the Kerr nonlinear effects discussed in

Section IV for SMFs. The equations that describe nonlin-

ear propagation need to be generalized to include all

possible nonlinear interactions between all modes present

[187]–[192]. It is well known that nonlinear interactions

between copropagating fields depends mainly on two

parameters, the nonlinear overlap between modes [189],

[190] and the difference in the modal propagation con-
stants. The nonlinear field overlap terms are propor-

tional to the integral [189]
RR

dx dyðF�p 	 FlÞðFm 	 F�nÞ orRR
dx dyðF�p 	 F�l ÞðFm 	 FnÞ where Fmðx; yÞ is the trans-

verse field representing the mode labeled m and F�m its

complex conjugate. The larger these overlap integrals are,

the larger the nonlinear coefficients associated with non-

linear modes interactions. When two fields have similar

constants of propagation �, nonlinear interactions be-
tween these fields can increase dramatically due to the

onset of phase matching conditions that leads to four-wave

mixing (FWM) [193], [194] or due to group-velocity

matching that lead to a cross-phase modulation (XPM)

type process [195], [196]. The difference in constants of

propagation between spatial modes is determined mainly

by the fiber design and to a lesser extent by fabrication

tolerances.
Three scenarios emerge to describe the nonlinear in-

teractions between spatial modes. A first scenario is when

the overlap between spatial modes is kept small so as to

minimize the nonlinear field overlap terms mentioned

above. A second scenario is to allow large overlap between

spatial modes, but design a fiber to have a sufficient dif-

ference between the constants of propagation so as to

minimize nonlinear distortions between modes. The third
scenario is to allow spatial modes to overlap and have

similar constants of propagation, in which cases nonlinear

interactions between modes are expected to be the

strongest. It is interesting to note that one can cancel the

effects of crosstalk between modes only if the time delay

between all the modes allows a realizable implementation

of MIMO processing at the receiver. There is therefore a

maximum difference of group velocity between modes
above which MIMO processing cannot be performed and

for which crosstalk cannot be suppressed. There is there-

fore a trade-off between crosstalk and nonlinearity suppres-

sion for spatial multiplexing in fibers. From a fundamental

perspective, it is unclear which fiber design that supports

multiple spatial modes has maximum capacity.

Increasing the capacity of optical fibers through spatial

multiplexing will only have a large impact on system cost if
it is possible to similarly increase the capacity of the sub-

systems attached to the fiber. The development of spatial

multiplexing in fibers will require dramatic progress in a

broad area of integrated technologies including trans-

ceivers, optical amplifiers, wavelength multiplexers and

demultiplexers and a variety of other components. A first

example of this integration is monolithic receivers de-

signed to simultaneously detect the signals from 7 cores of
a MCF [197]. This device received signals on two wave-

lengths from each core and provided polarization diversity.

VI. NETWORK IMPLICATIONS

The scaling of network traffic and capacity discussed above

does not imply that the network itself is scaled; as traffic

increases there is not a concomitant increase in the num-
ber of nodes or the number of users. This has some impli-

cations for the use of optical networking technologies. If

fiber capacity were to be limited to that supportable in a

single mode, then demands between nodes would need to

be served by an increasing number of fibers and the capa-

city of a fiber would become a smaller and smaller unit as

time goes by. This would in turn suggest a diminishing

value for optical add/drop technologies since there would
eventually be little reason to terminate less than a com-

plete fiber’s worth of traffic. If alternatively spatial multi-

plexing technology enables the scaling of fiber capacity

with traffic, new optical add/drop technologies will need to

be developed. If fibers with strongly coupled modes or

cores are used, then the need for MIMO processing to

mitigate against the adding or dropping of individual modes

or cores and wavelength-based add/drops of MMF or MCF
signals will be needed. In this way the MMF or MCF signal

will become a new optical channel and will also allow

scaling of the channel rate to speeds beyond 1 Tb/s.

VII. CONCLUSION

In this paper, we presented historical data on fiber capacity

and network traffic growths and pointed out that, at the
rate of growth of the last decade, network traffic demand is

now exceeding the capacity of individual fiber communi-

cation systems, reversing the situation that has existed

since the beginning of the WDM era. We presented capa-

city limit estimates of advanced single-mode fibers and

showed that even a large reduction in fiber loss or non-

linear coefficients would not be sufficient to double the

capacity of standard single-mode fibers. We presented the
potential of using spatial multiplexing in fibers supporting

multiple spatial modes in combination with multiple-input

multiple-output digital signal processing to provide dra-

matic increase in capacity or reducing the energy of trans-

mission by one to two orders of magnitude. Spatial

multiplexing in fibers is the only new fiber technology that

can provide the capacity scaling compatible with traffic

demands in the next few decades. h
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