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Abstract

On the basis of the guidelines given in the Washington Conference report and the ICH (International Conference of

Harmonisation) recommendations some suggestions about experimental design and data evaluation are proposed by an SFSTP

Commission dedicated to the validation of chromatographic methods in bioanalysis. In a series of meetings, members of this

Commission have tried to elaborate a rational, practical and statistically reliable strategy to assure the quality of the analytical

results generated. This strategy has been formalised in a guide and the main suggestions made by the Commission are

summarised in the present paper. The SFSTP guide has been produced to help analysts from the pharmaceutical industry to

validate their bioanalytical methods. It is the result of a consensus between professionals having expertise in bioanalytical and/

or statistical ®elds. The suggestions presented in this paper should therefore help the analyst to design and perform the

minimum number of validation experiments needed to obtain all the required information to establish and demonstrate the

reliability of its analytical procedure. The SFSTP guide suggests a validation strategy in two steps: a pre-validation and the

validation itself. An experimental design is described for each of these steps and the main aspects discussed in the paper are

related to the selection of the most appropriate calibration model to ®t experimental data and the most suitable way to

determine the limit(s) of quantitation and subsequently the calibration range as well as the optimum number of experiments to

be performed in the validation phase. # 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

The different European and American (Food and

Drug Administration, FDA) authorities related to good

laboratory practice (GLP) and good clinical practice

(GCP) recommend that analytical data from studies

intended to be included in new drug applications

(NDAs) have to meet some acceptance criteria. As

a consequence, assay methods must be validated and

routinely performed analyses must be followed

according to a quality control system.

Available documents de®ning validation criteria

that must be assessed during the development of an

analytical procedure are not precise enough [1±4].

They are usually restricted to general concepts and

they do not provide any experimental approach. In

order to help professionals from the pharmaceutical

industry to validate their analytical procedures a spe-

cially dedicated commission from the SocieÂteÂ Fran-

c,aise des Sciences et Techniques Pharmaceutiques

(SFSTP) elaborated a validation guide in 1992 [5].

With only a few exceptions [6±8], the situation is

rather similar in the ®eld of bioanalysis, i.e. the

isolation and analysis of a drug and/or its metabolites

from a biological matrix. Even if the currently avail-

able documents [9±24] have contributed to signi®cant

improvements in the validation of analytical methods

in biological matrices, they are purposely general. The

Washington Conference report [16] which is now

being utilised as a basis for bioanalytical method

validation gives the minimum requirements (e.g. three

concentration levels covering the range of the

expected concentrations, the minimum number of

experiments to be performed at each concentration

level, the acceptance criteria of 15% and 20% for

precision and accuracy, etc.) but does not provide with

any validation strategy. Under these conditions, the

validation work performed in bioanalysis depends

mainly on the analyst's experience, on his personal

point of view and on the laboratory strategy [17].

Consequently, a new SFSTP Commission was created

in 1995 to prepare a guide for the validation of

bioanalytical methods.

In this paper a synopsis of the SFSTP guide is

presented [25], which illustrates the consensus

between both experimental and statistical points of

view and describes the recommended strategy, allow-

ing the analyst to perform the most pro®table experi-

mental work possible. This is achieved by drawing

maximum information from the results and in routine

use by reducing the re-analysis risk due to a lack of

agreement with the validation criteria. It should be

noted that the strategy presented in this paper is

principally meant for chromatographic methods, but

it could also be applied to other bioanalytical methods

based on techniques such as capillary electrophoresis,

¯uorometry, atomic absorption spectrometry, etc.

Moreover, even though the strategy was originally

developed for pharmaceutical applications, it can

reasonably be applied to other ®elds with similar

speci®cations (environment, food products, etc.).

2. Validation goals

The aim of validation is to establish that the analy-

tical method is suitable for its intended use [3,5]. In

bioanalysis, the validation goal is to demonstrate

reliable performance of the assay method and to prove

the precision and accuracy of the results within well-

de®ned limits. Methods used to quantitate low con-

centrations of the parent compound or of its metabo-

lites have a great in¯uence on the evaluation of

different parameters in bioavailability, bioequivalence

and pharmacokinetic/metabolism studies [3,16].

3. Validation criteria

The following generally accepted validation criteria

[1±24,26,27] are listed in the SFSTP guide:

� specificity-selectivity,

� response function (calibration curve),

� linearity,

� assay range,

� accuracy,

� precision (repeatability and intermediate preci-

sion),

� limit of detection (LOD),

� limit of quantitation (LOQ),

In bioanalysis, additional criteria must be consid-

ered:

� absolute recovery (extraction efficiency),

� influence of the dilution [6,7,13,16,21],
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� analyte stability in the biological matrix

[6,7,13,16,20,21,23,24].

In the context of validation criteria, it must be borne

in mind that these criteria have to be obtained from the

same biological matrix as that of the samples to be

analysed [16]. Every new analytical method must be

validated for each animal species and for each type of

matrix [3]. Moreover, each modi®cation of a pre-

viously validated method automatically involves a

re-validation, the extent of which depends on the

modi®cations made and their possible in¯uence on

speci®c validation criteria [3,10,26].

The de®nitions of the validation criteria selected by

the SFSTP Commission are those given in the ICH text

on validation of analytical procedures: de®nitions and

terminology [26] excepted for the two criteria

described below.

3.1. Response function (calibration curve)

The response function [15] of an analytical method

is, within the range, the existing relationship between

the response (signal) and the concentration (quantity)

of the analyte in the sample. The calibration curve is

the simplest monotonous response function.

The response function can be linear (straight line),

but non-linear models, sometimes related to by detec-

tion method [28] or to the particularly wide concen-

tration range, can also be observed. The response

function must however be monotonous, i.e. strictly

increasing or decreasing. It should be noticed that the

estimation of such a function using common ®tting

methods (e.g. least squares method) assumes that

the response variance is constant irrespective of

the analyte concentration (homoscedasticity). How-

ever, such conditions are not always met in bioana-

lysis. The function which meets these requirements

and ®ts the response adequately is the calibration

curve. The latter is then used to calculate the

concentrations, i.e. the results. The stability of the

calibration curve must be checked each time analyses

are conducted.

3.2. Linearity (of the results)

The linearity of an analytical method is its ability

within a de®nite range to obtain results directly pro-

portional to the concentrations (quantities) of the

analyte in the sample.

The linearity criteria must only be applied to the

results [calculated concentration�f (introduced con-

centration)], not to the responses [signal�f (intro-

duced concentration)]. A method must be accurate,

but a linear relationship between calculated and intro-

duced concentrations does not guarantee method

accuracy (e.g. when a bias is present).

Another validation parameter is de®ned in the

guide.

3.3. Absolute recovery [7,13,23,24]

The absolute recovery is the ratio of the response

measured for a spiked sample treated according to the

whole analytical procedure to that of a non-biological

sample (e.g. aqueous solution) spiked with the same

quantity of the targeted substance and directly injected

into the chromatographic system [7,13].

It must be emphasised that absolute recovery can be

calculated in one of these two ways: either by com-

paring extracted and unextracted standards as sug-

gested in the given de®nition or by using radioactive

analyte. The former method can be applied to virtually

all bioanalytical procedures provided that a pure

reference standard exists. The main advantage of a

labelled analyte is that every fraction from the extrac-

tion procedure can be rapidly measured to control

where any losses occur [13].

Whenever possible it is preferable to study the

absolute recovery than the relative one for which

the non-biological sample is treated following the

same method as the biological sample. When a deri-

vatisation procedure is used it is only possible to

determine a relative recovery [7,13].

The absolute recovery is an important criteria when

the procedure involves an extraction step [21] and

because of its in¯uence on the lowest quanti®able

value, in case of a too low absolute recovery, it is

recommended to undertake further method develop-

ment. A rather low recovery can be accepted if a

low limit of quantitation is not required or if the

detection method is sensitive enough, but a repeatable

recovery must be demonstrated throughout the range

[20]. Most often a low recovery is related to a low

precision [16].
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4. Validation phases

The implementation of an assay procedure usually

involves four steps: development, pre-validation, vali-

dation and routine analysis. Validation is a dynamic

component of the development of a new analytical

method. During the ®rst three steps method perfor-

mance improves and accuracy in the results increases.

During routine use a quality control (QC) system is

laid down in order to validate results from unknown

samples and to follow-up the performance of the

analytical system [10,12,13,15,17]. In this framework,

the aim of the SFSTP Commission was to make an

optimum use of the information obtained from the

experiments usually performed during the pre-valida-

tion step in order to reduce the time-consuming vali-

dation step and introduce an integrated, ef®cient and

cost-effective design for the validation of chromato-

graphic methods taking into account the requirements

drawn up in the Washington Conference report [16]. In

order to be consistent with this objective, the experi-

mental approach proposed by the SFSTP comprises

two steps: a pre-validation phase and a validation

phase (formal validation step).

4.1. Pre-validation phase

The aim of the pre-validation step is also to prepare

the validation step. Consequently, before starting

experiments the con®guration of the equipment, the

preparation of the stock solution and its dilutions, the

validation standards (validation standards are QC

samples used during the validation step) must be well

de®ned in the validation protocol. As shown in

Table 1, the pre-validation step allows the analyst to:

� identify the response function of the calibration

curve (linear, non-linear, mathematical transforma-

tion, weighting),

� define the limit of detection (LOD),

� estimate the limit(s) of quantitation (LOQ),

� evaluate the range and the number of calibration

levels,

� determine the (absolute) recovery,

� evaluate selectivity.

4.2. Validation phase

The aim of the validation step (see Table 1) is to:

� demonstrate selectivity,

� validate the calibration model intended to be rou-

tinely used,

� evaluate accuracy,

� control linearity,

� evaluate precision (repeatability and intermediate

precision),

� validate the limit(s) of quantitation.

5. Experimental

5.1. Pre-validation phase

5.1.1. Preparation of samples

As illustrated in Fig. 1, from a stock solution dif-

ferent diluted solutions are prepared to obtain at least

six calibration levels. In order to be able to evaluate the

limit of quantitation each calibration level must be

treated at least as triplicates. To prepare the three

minimum calibration curves (series) in the biological

matrix, it is recommended to prepare three different

stock solutions and to use three different sources of

biological matrix. But if not possible (e.g. too little

material available), according to the ICH text on

validation of analytical procedure: methodology

[27], a single stock solution can be prepared and three

independent dilution series made from it. It should

also be emphasised that the three series must be

successively analysed, but not necessarily on three

different days. To determine the variability, samples

from the three series must not be pooled and must be

Table 1

Validation criteria to be studied in the pre-validation and validation

steps

Criteria Pre-validation step Validation step

Absolute recovery �
Selectivity (�) �
Response function (�) �
Linearity �
Accuracy �
Precision �
Limit of detection �
Limits of quantitation (�) �
Range (�) �
(�): estimation of the criteria; �: validation of the criteria.
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independently analysed (new series, buffers, mobile

phases, etc.) (see Fig. 1).

The calibration points can be determined as fol-

lows:

� xi1k, a low concentration level, close to the sup-

posed limit of detection (LOD) and lower than the

expected limit of quantitation (LOQ),

� xi2k, a concentration level close to the lowest quan-

tifiable value,

� xi3k, a concentration level higher than the previous

one (e.g. a twofold concentration level),

� ximk, the maximum expected concentration level,

� intermediate concentration levels (xi(mÿ1)k to

xi(mÿq)k with q defined as the number of times that

intermediate concentrations are calculated) can be

determined as follows:

Xi�jÿ1�k � Xi2k � Xijk

2
;

i.e. the medium concentration between the previous

one and xi2k (see Fig. 2), with i2[1,njk] the replica-

tion indices for concentration j in series k; j2[1,m]

the concentration indices, and k2[1,p] are the series

indices.

Finally, in order to evaluate the (absolute) recovery,

a non-biological calibration curve �x�ijk� can be pre-

pared using the stock solution (or one of the stock

solutions) previously used to prepare the biological

Fig. 1. Sample preparation for the pre-validation phase.

Fig. 2. Choice of intermediate concentrations.
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calibration curve. To minimise experimental errors it

is recommended to use the same dilutions for the

biological and the non-biological samples. The non-

biological calibration points are directly introduced in

the analytical system. All experiments performed

during the pre-validation step are summarised in

Table 2. According to this pre-validation experimental

protocol, Yijk is the analytical response (peak area or

peak height, ratios, etc.) for each biological sample

and the subsequent analysis of the responses is shown

in Fig. 3.

5.2. Validation phase

Formal validation experiments must be performed

on different days (not necessarily consecutive ones but

without non-documented rejection of intermediate

results) under conditions as close as possible to those

used in routine (apparatus, operator, etc.). Since the

aim of the validation is also to evaluate intermediate

precision, alternative experiments are advisable.

Reproducibility, which is an inter-laboratory para-

meter, is not described in the SFSTP guide [25].

5.2.1. Preparation of the calibration samples

As shown in Table 3, for each of the p series (at least

3) made of m concentration levels (at least 5), the

calibration points used in the validation phase are

chosen as follows:

� xi1k, the concentration level corresponding to the

lowest quantifiable value (LLOQ) of the method as

determined during the pre-validation step,

� xi2k, a concentration level close to the lowest quan-

tifiable value,

� xi3k, a concentration level slightly higher than the

previous one (e.g. a twofold concentration level),

� ximk, the highest concentration level tested during

the pre-validation step,

� xijk, a medium concentration between the highest

(ximk) and the limit of quantitation (xi1k),

� xi(jÿ1)k, an intermediate concentration between the

medium and the limit of quantitation,

with

� i2[1,njk] indices of replication,

� j2[1,m] indices of concentration,

� k2[1,p] indices for series,

and njk is the number of replicates at the concentration

level j of the calibration samples, in series k; no
jk, the

number of replicates at the concentration level j of the

validation standard samples, in series k.

It is highly recommended to take all no
jk to be equal.

Generally a standard curve constructed with six

calibration points should adequately de®ne the rela-

tionship between response and concentration. But, in

case of a wide range, additional calibration points may

be required. Under these conditions, the latter are

iteratively determined using the medium value

between the lowest quanti®able value and the previous

value as described above (see Fig. 2). On the other

hand, in order to validate the regression model de®ned

during the pre-validation step, each calibration point

Table 2

Experiments to be performed in the pre-validation step

Biological samples Non-biological samples

Series

1 2 3 3a

Replicates

1 2 3 1 2 3 1 2 3 1 2 3

xi1k x111 x211 x311 x112 x212 x312 x113 x213 x313 x113
a x213

a x313
a

xi2k x121 x221 x321 x122 x222 x322 x123 x223 x323 x123
a x223

a x323
a

xi3k x131 x231 x331 x132 x232 x332 x133 x233 x333 x133
a x233

a x333
a

..

.

ximk x1m1 x2m1 x3m1 x1m2 x2m2 x3m2 x1m3 x2m3 x3m3 x1m3
a x2m3

a x3m3
a

a In the present table, the stock solution that was used to prepare the stock solution of the third series of biological samples was also used for

determining the absolute recovery.
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must be analysed in replicate. However, if a lower

number of calibration points is needed, only extreme

calibration points must be analysed as replicates if a

linear model is valid, whereas in the case of a quad-

ratic model the medium point must also be replicated.

Other calibration points are not necessarily replicated.

It should also be noted that if only one stock solution

can be prepared as mentioned above in the pre-valida-

tion phase, p independent series can be made from it

but the resulting calibration points must be analysed

on different days taking into account the stability of

the stock solution.

5.2.2. Preparation of the validation standards

As shown in Fig. 3, except for the lowest quanti®-

able value (xo
i1k), other validation standard levels are

those of quality controls (QCs) intended to be used in

routine:

� a concentration level equal to, at least, three times

the lowest quantifiable value limit,

� xi(50)k, a medium concentration level,

� xi(85)k, a concentration level close to the highest

concentration or the highest quantifiable value

(around 85% of the highest concentration).

The basic experimental design for the validation

step is summarised in Table 3. Validation standards

must be prepared using a different source of matrix

and each validation standard must be analysed at least

four times. However, according to the results of the

pre-validation step, it is possible to determine the

optimum number of required replicates as mentioned

in the complete version of the SFSTP guide [25,29]. In

addition, in order to obtain a realistic evaluation of

intermediate precision from this experimental design,

the p series must be analysed under conditions as

Fig. 3. Preparation of the validation standards.
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representative as possible of the potential routine

variability (day, operator, apparatus, etc.). For exam-

ple, if two operators are involved during routine use,

the simple design presented in Table 4 can be fol-

lowed.

5.2.3. Selectivity

To demonstrate the selectivity of the analytical

procedure with respect to endogenous substances

additional experiments must be performed and

at least six different biological matrix sources

must be analysed [16,29,30]. Selectivity must be

demonstrated towards metabolites, degradation

products, etc.

6. Analyses of results

6.1. Pre-validation phase

6.1.1. Determination of the response function

The ®rst step of the pre-validation phase must be the

thorough assessment of the relationship between the

response and concentration in order to avoid serious

dif®culties in the estimation of other validation cri-

teria. For instance, the selection of an inadequate

calibration model can lead to an increase of the

experimental error which could signi®cantly affect

the results and conclusions of the study. Once the

analyses have been performed as proposed in the

experimental protocol, one should evaluate the

response function following the different steps pre-

sented in Fig. 4. According to the ICH methodology

requirements [27], the analytical responses from the

three series should be ®rst plotted as a function of the

concentrations (step A1) and a visual analysis of the

graph allows an immediate detection of a lack of

linearity. In such a case, a linearisation method or

another type of regression model (polynomial, quad-

ratic, etc.) can be used. Here are some useful trans-

Table 3

Experiments to be performed in the validation phase

Series Calibration samples Validation samples

Concentration Replicates Concentration Replicates

1 2 1 2 3 . . . n

1 xi1k x111 x211 xo
i1k xo

111 xo
211 xo

311 xo
n11

xi2k x121 x221 xo
i�3�k xo

1�3�1 xo
2�3�1 xo

3�3�1 xo
n�3�1

xi(1/4)k x1(1/4)1 x2(1/4)1 xo
i�50�k xo

1�50�1 xo
2�50�1 xo

3�50�1 xo
n�50�1

xi(1/2)k x1(1/2)1 x2(1/2)1 xo
i�85�k xo

1�85�1 xo
2�85�1 xo

3�85�1 xo
n�85�1

ximk x1m1 x2m1

2 xi1k x112 x212 xo
i1k xo

112 xo
212 xo

312 xo
n12

xi2k x122 x222 xo
i�3�k xo

1�3�2 xo
2�3�2 xo

3�3�2 xo
n�3�2

xi(1/4)k x1(1/4)2 x2(1/4)2 xo
i�50�k xo

1�50�2 xo
2�50�2 xo

3�50�2 xo
n�50�2

xi(1/2)k x1(1/2)2 x2(1/2)2 xo
i�85�k xo

1�85�2 xo
2�85�2 xo

3�85�2 xo
n�85�2

ximk x1m2 x2m2

..

.

p xi1k x11p x21p xo
i1k xo

11p xo
21p xo

31p xo
n1p

xi2k x12p x22p xo
i�3�k xo

1�3�p xo
2�3�p xo

3�3�p xo
n�3�p

xi(1/4)k x1(1/4)p x2(1/4)p xo
i�50�k xo

1�50�p xo
2�50�p xo

3�50�p xo
n�50�p

xi(1/2)k x1(1/2)p x2(1/2)p xo
i�85�k xo

1�85�p xo
2�85�p xo

3�85�p xo
n�85�p

ximk x1mp x2mp

Table 4

Example of experiment for intermediate precision

Serie

1 2 3 4 5 6

Day 1 1 2 2 3 3

Operator A B A B A B
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formations that can be considered for the concentra-

tions (X) and responses (Y):

z0 � ��
z
p
; z0 � z2; z0 � 1

z
; z0 � ez; z0 � ln�z�:

Other transformations can also be envisaged but

they must lead at least to strictly monotonous function,

i.e. a strict order between the different values should

be kept. The response graph can also help the analyst

Fig. 4. Determination of the response function.
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to select an adequate transformation method. For

instance, when a problem of variance homogeneity

appears in the graph, a weighted regression model can

be directly applied.

If no evident lack of linearity can be detected in this

way, a default regression model is then ®tted for each

calibration curve (step A2). The well-known least

squares regression model is ®rst selected in accor-

dance with the Washington Conference report state-

ment that the simplest algorithm which ®ts the data

should be used [16]. On the other hand, it must be

emphasised that the use of a regression method with

zero as the intercept can introduce a bias and therefore

is not recommended. The residuals (Yobs.ÿYest.) from

the three calibration curves ®tted by regression are

then calculated and plotted as a function of the con-

centrations. Afterwards, the default model of the

assumed response function can be evaluated by means

of the plot of residuals around the ®tted calibration

curve. However, outliers must be removed before

taking any decision about the model ®t. That is

why the detection of potential deviating values by

visual analysis of the plot of residuals is ®rst proposed.

Such values related to any kind of analytical problem

can be directly rejected. If no experimental problem or

transcription error can be directly identi®ed, the ana-

lyst can possibly use a statistical approach (e.g. Dix-

on's test [5,21], Grubbs' test [8,21]) because a

suf®cient number of replicates (n�12) is available

at each concentration level. Indeed, more than four

and six replicates are required by the single and paired

Grubbs outlier test, respectively. In the case of the

latter statistical approach, ®rst one screens for values

that are signi®cant at the 5% signi®cance level

(��5%). If an analytical reason can be found, the

values may be discarded. These values should

otherwise be retained for the calculations unless they

are signi®cant at ��1% [8]. It must however be

emphasised that such a rejected value which is not

apparently related to problems during sample prepara-

tion can be inherent to the method and may occur

again. Therefore it is preferable to investigate its

potential origin and try to solve the problem than to

reject such a value on a statistical basis. When the

assumed calibration model has been re-calculated

without the identi®ed outliers (see Fig. 4), the visual

analysis of the plot of residuals allows the analyst to

look for previously undetected linearity problems. In

such a case a mathematical transformation can be

applied.

Afterwards, the correctness of the applied regres-

sion model can also be investigated by means of the

plot of residuals. To better evaluate this model when

several stock solutions with weighing differences are

performed (step A3), analytical responses have to be

®rst adjusted to the mean concentration at each level,

i.e. the responses obtained for each series must be

transformed in order to have them aligned on the mean

concentration.

To accept the regression model such as ordinary

least square model, the pattern of residuals must be

homogeneous (homoscedasticity), i.e. the variance of

the residuals must be constant for all concentration

levels, over the whole calibration range investigated

(step A4). If a mathematical transformation has been

previously envisaged for the response, the variance of

the responses must be estimated from the transformed

responses and not from the original ones. Indeed, the

transformation of the responses modi®es the corre-

sponding variances. It should be noted that a trans-

formation of the original response could in some cases

eliminate the heterogeneity of the variances (hetero-

scedasticity) in the data. For example, when the

variance of the responses increases with increasing

concentration, the logarithmic transformation will

make the variances homogeneous over the whole

range. Even if the visual analysis of the plot of

residuals allows inspection for the homogeneity of

the response variances, a statistical test must be per-

formed (Levene's test, Cochran's test) [25,29,31]. In

case of heterogeneity of variances, a weighting

method or a mathematical transformation can be

applied. In order to select the most appropriate weight-

ing factor, it is recommended to plot the response

variance as a function of the concentration (see

Fig. 5). The general shape of the curve allows the

analyst to select an adequate weighting strategy (1/X

and 1/X2 being the most common). If the selection

of a weighting factor remains ambiguous or doubt-

ful, it is then proposed to plot the natural logarithm

of the response variance as a function of the natural

logarithm of the concentration. The weighting

factor then becomes the inverse of the concentration

at power � (1/X�), where � is the slope of the regres-

sion line ®tted to the values at the logarithmic scale

[25,29].
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The ®tting of the regression model is then evaluated

using an ANOVA lack-of-®t test (step A5) which

determine the ratio of the residual error to the pure

experimental error [25,28,29]. If the regression model

is rejected, a new model is chosen on the basis of the

previous graphs. Because extreme concentrations can

introduce a lack of ®t, it is sometimes necessary to

reduce the range.

Finally, decisions are taken concerning the response

function (step A6) which will be used during the

validation step and then in routine.

6.1.2. Estimation of the limits of detection and

quantitation [25,29,30]

Once the regression method to ®t the relationship

between the response (signal) and the concentration

(quantity) has been selected, one can estimate the

lower and upper quantitation limits of the analytical

procedure in the way presented in Fig. 6 and explained

below. For each of the three calibration curves (cf.

Table 2) concentrations are back calculated from both

analytical responses and regression equation. After-

wards, all back calculated concentrations resulting

from the three calibration curves are pooled by con-

centration level in order to obtain not really an ade-

quate but rather a realistic estimate of the intermediate

precision variance for each selected concentration

level. In the same way, mean accuracy �R%
j � is then

determined at each concentration level

R%
j �

1

p

Xp

k

Xnjk

i

R%
ijk

njk

;

where R%
ijk is the recovery for each sample.

Then, for each concentration level, the unilateral

con®dence limits of a measure of accuracy at the 95%

level are computed by introducing the estimation of

standard deviation for intermediate precision as fol-

lows:

LCL�R%
j � �

�u�j� ÿ t 0:1;
Pp

k njk ÿ p
ÿ � � sIP

ÿ �
XJ

� 100;

UCL�R%
j � �

�u�j� � t 0:1;
Pp

k njk ÿ p
ÿ � � sIP

ÿ �
XJ

� 100;

where for each concentration level, 0.1�10% signi®-

cance level (��10%) in the table; �u�j� is the mean

estimated concentration; R%
j the mean recovery (%);

sj(IP) the standard deviation for intermediate preci-

Fig. 5. Selection of the weighting factor.

Fig. 6. Accuracy profile and estimation of the limit(s) of quantitation. LQV: lowest quantifiable value; HQV: highest quantifiable value; R%
j :

mean recovery at each concentration level (%); LCL�R%
j �: lower confidence limit at the 95% level of the mean recovery (%); UCL�R%

j �: upper

confidence limit at the 95% level of the mean recovery (%).
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sion; XJ the introduced concentration; LCL�R%
j � the

lower con®dence limit at the 95% level of the mean

recovery (%); UCL�R%
j � is the upper con®dence limit

at the 95% level of the mean recovery (%).

If for a speci®c concentration level the con®dence

limits of the mean percentage recovery are not

included in the acceptance interval of 80±120%, this

level of concentration must be excluded and the con-

centration range reduced. In contrast with what is

reported in the literature [5], it is not examined here

whether the 100% value is included within the con-

®dence limits. The reason for this is that when poorly

precise methods are used or when the sample size is

too small, it is likely that unacceptable analytical

methods may actually be accepted [19,32]. The pre-

sent approach to select the LOQ is consistent with the

recommendations of the Washington Conference [16].

Indeed, if the con®dence limits are not greater than

�20%, then the point estimates for accuracy are

obviously smaller than �15%. In addition, this

approach permits one to separate the total measure-

ment error as de®ned in the guidelines (15% and 20%

values) into its systematic and random elements and

the minimisation of the risk of further problems when

the method will be applied in routine, namely the

rejection of many analytical runs.

It is also recommended in the SFSTP guide to

represent graphically one of these measures of accu-

racy and its con®dence limits as a function of the

concentration as shown in Fig. 6. In this way, the

lower and upper limits of quantitation can be easily

de®ned. If the resulting values reduce the calibration

range, the regression model must be determined again

after rejection of the identi®ed value(s).

6.1.3. Absolute recovery [23,24,29,30]

The recovery of the analyte from the biological

matrix is an important factor in the validation of

bioanalytical methods. That is why the determination

of the absolute recovery of the analytical method on

the whole calibration range is suggested at the end of

the pre-validation. Absolute recovery is calculated for

each selected concentration level using the ratio of

each curve response from the biological calibration to

the mean corresponding response from the non-bio-

logical calibration curve (see Table 2). Afterwards,

coef®cients of variation for the recovery at each

concentration level are evaluated in order to demon-

strate the reproducibility of the extraction procedure

throughout the complete concentration range. Indeed,

the reproducibility of the procedure recovery seems to

be more essential than the percentage of recovery even

if it is recognised that a poor recovery may result in

poor analytical sensitivity. Once the reproducibility

and the steadiness of the recovery have been estab-

lished over the whole calibration range, the total

recovery of the analytical procedure and its con®dence

interval can be determined in order to obtain a global

estimate of this validation criterion.

6.1.4. Number of experiments to perform in the

validation phase

At the end of the pre-validation phase, the oppor-

tunity is given to the analyst to determine the optimum

number of experiments to be performed, i.e. the

number of series and number of replicates by series

needed in the validation phase. As can be seen from

Table 5, these optimum numbers of experiments is

Table 5

Recommended number of series and replicates according to the

pre-validation results

CVj(g) Number of series CVj(r)

4% 5% 6% 7% 8%

Number of replicates

4% 3 4 4 5 6 ±

4 4 4 4 5 9

5 4 4 4 5 5

5% 3 4 4 4 5 ±

4 4 4 4 6 ±

5 4 4 4 5 8

6 4 4 4 4 5

6% 3 4 4 6 10 ±

4 4 4 6 7 ±

5 4 4 5 7 ±

6 4 4 5 5 6

7% 3 6 8 ± ± ±

4 4 4 6 ± ±

5 4 4 5 7 ±

6 4 4 5 7 9

8% 4 9 ± ± ± ±

5 6 8 ± ± ±

6 4 5 8 ± ±

CVj(r): repeatability coefficient of variation; CVj(g): between-

series coefficient of variation.
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based on the precision results obtained in the pre-

validation phase. Indeed, performing too few experi-

ments could lead to the rejection of an acceptable

analytical method, giving results outside the accep-

tance limits of the Washington guidelines [16]. Con-

versely, a too high number of experiments, leading to

an excessive power, will make the validation phase

longer than necessary. Between these two extremes,

there is an optimum number of experiments that can be

calculated (see Table 5). This table was obtained by

simulation at the 5% level of signi®cance, assuming

that the expected recovery will not be greater than

102% of the theoretical concentration. Optimum num-

bers for the series (p�) and the replicates (n�) are

proposed as a function of the values of the precision

estimates (repeatability coef®cients of variation

CVj(r) and between-series coef®cients of variation

CVj(g)) obtained at each concentration level in the

pre-validation phase. The higher set of series (p�) and

replicates (n�), obtained for the different levels of con-

centration (j) will be used for the validation phase, i.e.

�p�; n�� � max�p�j ; n�j �:
For coef®cient of variation values smaller than

those mentioned in Table 5, a minimum of three series

and four replicates at each concentration level (using

at least three concentration levels: a level close to the

lowest quanti®able value, a medium level and a level

close to the highest quanti®able value) must be envi-

saged for the validation phase. For the combination of

values for which no number is proposed in the table, it

is recommended to continue the development of the

analytical method, otherwise the risk of never being

able to validate the method according to the require-

ments of the Washington Conference guidelines [16]

is high. If the expected percentage of recovery is very

close to 100%, one replicate less than the number

proposed in Table 5 can be envisaged.

6.2. Validation phase

At the end of the validation step, the results obtained

are treated as follows:

� For each series, the calibration curve is adjusted

using the model defined during the pre-validation

step and the corresponding parameters are

recorded.

� The fitting of the response function is confirmed

and concentrations of the validation standards are

calculated.

� The accuracy of the bioanalytical procedure is

determined for each concentration level of valida-

tion standards. It is also possible to estimate global

accuracy by controlling throughout the range the

linearity of the relationship between calculated

(measured) and spiked (known) concentrations

[28].

� The precision is evaluated for each concentration

level of validation standards.

� The precision and accuracy of the limit(s) of quan-

titation determined during the pre-validation step

are recorded.

� The selectivity of the assay procedure is documen-

ted.

7. Conclusions

The lack of a clear experimental and statistical

approach for the validation of bioanalytical methods

has led scientists in charge of the development of these

methods to propose a practical strategy to demonstrate

and assess the reliability of chromatographic methods

employed in bioanalysis. The aim of the SFSTP

Commission was to provide simple to use approaches

with a correct scienti®c background to improve the

quality of the validation process. The Commission has

also tried to take into account the practical constraints

of the manipulations and experiments to be performed

as well as the requirements from regulatory autho-

rities. The strategy proposed in the SFSTP guide, the

main aspects of which are summarised in this paper,

divides the experiments to be performed after method

development in two steps: the pre-validation and the

validation phases. The so-called pre-validation allows

the determination of the model for the standard curve,

the limits of quantitation and the calibration range to

be used in the validation phase. The actual validation

phase is aimed at assessing the acceptance criteria

usually described and recommended in the literature.

In addition, the regression methods proposed in the

guide include techniques which are increasingly used

in bioanalytical methods (such as those involving MS

or MS/MS) and which cannot be described by a simple

linear regression.
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