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Prevalidation in pharmaceutical analysis
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Abstract

A complete prevalidation, as a basic prevalidation strategy for quality control and standardization of analytical procedure
was inaugurated. Fast and simple, the prevalidation methodology based on mathematical/statistical evaluation of a reduced
number of experiments (N ≤ 24) was elaborated and guidelines as well as algorithms were given in detail. This strategy has
been produced for the pharmaceutical applications and dedicated to the preliminary evaluation of analytical methods where
linear calibration model, which is very often occurred in practice, could be the most appropriate to fit experimental data.
The requirements presented in this paper should therefore help the analyst to design and perform the minimum number of
prevalidation experiments needed to obtain all the required information to evaluate and demonstrate the reliability of its analytical
procedure. In complete prevalidation process, characterization of analytical groups, checking of two limiting groups, testing of
data homogeneity, establishment of analytical functions, recognition of outliers, evaluation of limiting values and extraction of
prevalidation parameters were included. Moreover, system of diagnosis for particular prevalidation step was suggested. As an
illustrative example for demonstration of feasibility of prevalidation methodology, among great number of analytical procedures,
Vis-spectrophotometric procedure for determination of tannins with Folin–Ciocalteu’s phenol reagent was selected. Favourable
metrological characteristics of this analytical procedure, as prevalidation figures of merit, recognized the metrological procedure
as a valuable concept in preliminary evaluation of quality of analytical procedures.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction

Investigations in the field of pharmaceutical anal-
ysis and quality control of medicines require ana-
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lytical procedures/methods with good performance
characteristics. Reliable analytical measurements of
pharmaceutical samples are an essential ingredient
of sound decision involving many facets of society
including safeguarding public health, improving the
quality of medicines, etc. The ever-increasing vol-
ume of analytical literature on the medicines quality
control sphere requires unambiguously evaluation of
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the advantages and disadvantages of an analytical
procedure.

Naturally, validation of analytical procedure is
unavoidable part in development of pharmacopoeial
and other analytical procedures for quality control
of medicines. However, validation procedure is time-
consuming, expensive, and hard-working process and
greatly depends on the purpose of method, the chosen
technique, and the procedure in question.

For this reason, aprevalidation is proposed by the
group of experts in SFSTP guide[1] as a first step
in validation of chromatographic bioanalytical meth-
ods. The aim of the guide is to make an optimum use
of the information obtained from the experiments per-
formed during the prevalidation step in order to intro-
duce an integrated, efficient design for the validation
of chromatographic methods. The prevalidation in SF-
STP guide allows the estimation of the most appro-
priate calibration model, the limit(s) of quantitation,
and subsequently the calibration range as well as the
optimum number of experiments to be performed in
validation phase.

In the present manuscript, a complete prevalidation
proposal based on peculiar approaches is exhibited. As
an informative screening method, prevalidation should
be useful for preliminary evaluation of an analytical
process, with regard to reasonable need for validation
and for systematically obtaining other valuable data,
which cannot reveal by prescribed validation proce-
dures, e.g. published by a number of bodies[2–7]. The
key literature to this subject is valuable paper from
Ermer[8], the former discussions on complete analyt-
ical procedure[9–11], and papers on standardization
of quantitative analytical procedure[12–16].

An experimental design methodology e.g. fractional
factorial design, star designs, Plackett–Burman design
[17–20]or supersaturated design[21] could be applied
to determine the set of conditions that are required
to obtain a product or process with desirable, often
optimal, characteristics[22]. The prevalidation phase
could be skipped if consisted estimates of the perfor-
mance criteria, after performed experimental design,
are available to the analysts[23].

A robustness checking consists in estimating the
main total effects, in detecting outliers, checking the
curvature and in determining the main side effects
[24]. The aim of the test is to verify the robustness
of a method by identifying the factors that could be

responsible for the nonrobustness of the method, i.e.
the factors that cause a large change in response for a
small change in their levels[21]. Although, robustness
tests were performed, originally, at the end of method
validation just before interlaboratory studies were ex-
ecuted[25–27], there is a tendency, nowadays, to ap-
ply the test much in the lifetime of a method, namely,
at the end of method development or early in the val-
idation procedure[4,28].

Suggested prevalidation procedure is not intended to
replace or diminish the value of ruggedness/robustness
testing. It is convenient to perform prevalidation strat-
egy after the evaluation of reliability of analytical pro-
cedure by using experimental design approach. After
performed tests, analytical procedure is proved appli-
cable and subsequently enters in the ‘space of com-
plete analytical procedure’.

Investigations within laboratory and simulated
limited interlaboratory studies can be comprised in
prevalidation process. This corresponds to the first
and second stage in the development of an analytical
procedure according to Conacher[29]. Namely, it
was recognized that there were approximately three
stages in the development of an analytical procedure:
(1) estimation of acceptable performance parameters
within a laboratory; (2) demonstration of success-
ful performance in limited interlaboratory studies;
and (3) demonstration of successful performance in
recognized collaborative study. As a progress from
the first to the third stage, the degrees of confidence
that can be ascribed to the validity of particular
procedure increase. The third stage represents what
is generally accepted to be the highest degree of
method validation, the first one can be called preval-
idation, and in second stage, prevalidation and/or
validation can be made. It is conceived that internal
method prevalidation consists the prevalidation steps
carried out within one laboratory, for instance, to
prevalidate a new analytical method that has been
developed or to verify that an analytical method
adopted from some other source is applied sufficiently
well.

Prevalidation is essential to test data validity, e.g.
when validate (official) procedure might not exist,
when insufficient time would be available for a full
validation process, and in crisis situations. In these sit-
uations, a laboratory is required to generate analytical
data on an unplanned, but urgent basis and decision
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based on this data is likely to have considerable eco-
nomic and/or public health consequences.

Prevalidation is rapid transfer process of value
from the space of preferred (and typical) analytical
characteristics to the space of real (and typical) an-
alytical characteristics. Through this process, it was
considered that any analytical method used in preval-
idation process should be based on sound scientific
principles and be capable of meeting certain accept-
able performance parameters. Namely, submissions
to compendia, e.g.[7] for new or revised analytical
procedures should contain sufficient information to
evaluate the relative merit of proposed procedure.
However, if prevalidation procedure does not give
favourable results, validation procedure will result in
both increased costs and wasted time. After all, only
favourable analytical prevalidation iscondition sine
qua non for analytical validation. In contrary to val-
idation defined as a process of demonstrating that an-
alytical procedure is suitable for its intended purpose
[3,4], prevalidation is defined asthe formal evidence
that an analytical system does what it is supposed to
do and is continuing to do so. This last definition has
some important implications by analogy with Tranter
[30], as it presupposes that there is a description of
what the analytical system should do.

The aim of this work is to give the system and meth-
ods of prevalidation for establishment of figures of
merit and to suggest criteria for general use in obtain-
ing data that support method validation. Categories
of prevalidation methods are given inTable 1. More-
over, the purpose of this paper is to give guidance
in setting-up and interpretation of prevalidation. The
proposal for the standardized system of measurement,
standardized acceptance, and evaluation are made im-
proving the known approaches[12,15]. Prevalidation
is founded on good practice of descriptive and prog-
nostic statistics.

The principles of method prevalidation presented
in this paper are not applied to all types of analytical
procedures occurred in practice. This prevalidation
strategy is restricted and completely applicable to
analytical procedures in which linear or quadratic
calibration function is expected in proposed con-
centration range. The number of these procedures
in pharmacopoeia is significant such as titrimetry,
gravimetry, UV-Vis-spectrophotometry, atomic emis-
sion and absorption spectrophotometry, HPLC, etc.

Table 1
Classification of prevalidation methods

Categories Class

Basic prevalidation measurements/strategy 1
Exploratory prevalidation 1.1
Full prevalidation 1.2

Special prevalidation methodology 2
Investigation of candidate procedures 2.1
Choice of the most suitable procedure 2.2
Acceptability of a procedure (in receiving laboratory) 2.3
Adoption of standardized analytical procedure 2.4
Sophisticate calibration of analytical procedure 2.5
Allocation problems in selectivity 2.6
Extraction of metrological characteristics 2.7

Identifying sources of trouble 3
Monitoring of analytical process 3.1
Measurement under normal, operational and

environmental variables of the analytical procedure
3.2

The origin of systematic and gross errors 3.3
Checking of instruments and devices 3.4
Use and care of balances 3.5
Inter- and intra-laboratory studies 3.6

Analytical procedures for which this strategy gives as
result some other nonlinear analyte–signal relation-
ship, e.g. immunoassays and microbiological assays,
are beyond the scope of this proposal. Moreover,
even though the prevalidation concept is originally
developed for pharmaceutical applications, it can rea-
sonably be applied to many analytical procedures in
different fields with similar specifications (toxicol-
ogy, environmental, food chemistry, etc.). As a model
for demonstration and presentation of prevalidation
approach, Vis-spectrophotometric procedure for de-
termination of tannins[31] with Folin–Ciocalteu’s
phenol reagent was randomly selected among great
number of investigated and checked analytical pro-
cedures by authors. The intention of authors was to
show feasibility of prevalidation strategy and to give
a new impulse to the philosophy and further develop-
ment toward validation for the needs of evaluation of
analytical procedures and quality control in general.

1.1. Basic concept

Method prevalidation is carried out to diagnose the
quality of an analytical procedure, i.e. a general pro-
cess used to decide whether a method in question is
capable of producing accurate and reliable data. The
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aim of prevalidation is to obtain knowledge about an-
alytical procedure and validation characteristics. This
process serves to test validation parameters with the
purpose of proving suitability of analytical procedure.
The basis for useful prevalidation procedure is to ob-
tain the most appropriate calibration function (often
linear calibration function) covering at least a work-
ing range of one power of ten (seeSection 1.7.1).
The efficiency of prevalidation procedure is given by
characteristic data such as constants of calibration
and analytical evaluation function, standard devia-
tion of procedure, limit of quantitation, metrological
characteristics of the analytical procedure, and other.

Method prevalidation is the penultimate step in
method development. In the development of reliable
analytical procedures, this prevalidative work can be
carried out purposefully with a few experiments and
constitute the base for a next stage, i.e. validation of
analytical procedure. This simple but very informative
concept comprises the fixed general scheme of mea-
surements to which a set of mathematical/statistical
tests has to be applied. Investigation of dependent and
independent variables, as components of analytical
system, particularly relationship between them gives
insight into the data quality and method’s metrolog-
ical characteristics. If these metrological characteris-
tics satisfied prevalidation requirement, a validation
of the analytical procedure has to be done as the
following step.

1.2. Anatomy of prevalidation system

Once a candidate method has been obtained, it has to
be shown to meet the requirements of the user, namely
to measure a specific substance with a given precision,
accuracy, detection limits, etc.[22]. Prevalidation can
be divided into theexploratory prevalidation and full
prevalidation. In the exploratory prevalidation stage,
one determines, with a limited number of calibration
samples, whether the analytical procedure can be con-
sidered a good candidate for its purpose. Then, the
experimental plan and diagnosis on ad hoc basis is for
N = 8 measurements. When the results are considered
acceptable, a more detailed full prevalidation follows.
Then, the experimental plan and diagnosis on full ba-
sis is forN = 24 measurements. Prevalidation accep-
tance criteria should be defined to indicate when the
method under investigation provides results that meet

Table 2
Acceptance criteria in prevalidation procedure

Prevalidation studies Tasks for analytical procedure

Calibration linearity Six levels, four replicates eacha

Calibration function Calculation, statistical/mathematical
approach

Analytical function Calculation, statistical/mathematical
approach

Homogeneity
ANOVA (blanks) F < 2.77
Bartlett test χ2 < 20

Precision
Repeatability R.S.D.< 5% (R.S.D. > 5%

depending on the type of analysis
and analyte concentration)

Limit of detection LD = 3.3sBN/V
Limit of quantitation LQ = 10sBN/V
Calibration range Evaluation from linearity studies

and precision
Suspect outlying values 2.069≤ |xi| < 2.807b, maximum

one value
a In spectrophotometry and other instrumental methods, it is

recommended to perform two successive measurements of the
same sample.

b Values ofS∗ and x∗.

objectives defined in the scope of the method. Typical
acceptance prevalidation criteria are shown inTable 2.

Generally, an analytical procedure is established
empirically and is unlikely to be optimal. To establish
the optimum procedure, prevalidation methods have
to be used in the first step. Subsequently, well-known
validation of the analytical procedure should be per-
formed. Prevalidation treatment specific to each ana-
lytical system may be outlined as inFig. 1. The input
of the analytical system are calibration samples, and
the output, the properties of the calibration samples,
which are measured to yield the analytical signals.

The response,y, must evidently be represented as
the function of the amount of the sample component

Fig. 1. Processing of data for prevalidation procedure.
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to be determined,x, of the amount of the other compo-
nents in the calibration sample (m1,m2, . . . , mn), as
well as the parameters of the prevalidation treatment
(p1, p2, . . . , pm), e.g. pH value, temperature, wave-
length in a spectrum, amounts of reagents, etc. There-
fore,

y = f(x,m1, . . . , mn, p1, . . . , pm).

The response function may in general be split into two
terms:

y = y0 + f(x),

wherey0 is random in character, originates in refer-
ence phenomena, in the fluctuations of the treatment
parameters and in the perturbations of the environ-
ment[32]. The second term,f(x), is the useful part of
the response that is due to the component to be deter-
mined.

Further elaboration of responses represents math-
ematical/statistical approach, which comprises nu-
merous of methods of mathematical statistics. These
tools were used with two very different groups of
tasks: (1) descriptive statistics; to compress, in de-
scriptive way, numerous data by use of statistical
characteristic figures, and (2) prognostic statistics; to
derive predictions, to enable diagnosis of obtained
values, which can be served in evaluation of analyti-
cal procedure/method. Complete process of extracting
prevalidation characteristics of analytical procedure
was presented inFig. 2.

Fig. 2. Standardized evaluation anatomy of prevalidation system,
N = 24 data.

1.3. Backing of prevalidation method

Four backings are especially important in defining
the prevalidation system:

(1) The number of observations/measurements with
homogenous working standards was defined in ad-
vance.

(2) The analyte matrix must be consistent within the
system. Consistency presumes that samples must
be so similar, physically and chemically, that the
decomposition procedure is equally effective for
all samples in liberating the analyte, and that the
matrix measurement of all samples is effectively
constant.

(3) Analytical system is defined with the most appro-
priate calibration function that strongly influence
on further prevalidation step.

(4) It is usually assumed that most measurement data
are approximated by a Gaussian or normal dis-
tribution so that well-known, common statistical
techniques can be used.

1.4. Proposed and complete analytical procedure

Analytical procedures are a special group of tech-
nical and scientific measurement procedures. Modern
analytical practice requires quality control of every
analytical procedure based on impartial evaluation
of the method’s metrological characteristics. Accord-
ingly, inauguration of a new analytical procedure
inevitably calls for statistical validation.

It should be emphasized that for prevalidation pro-
cess, the complete analytical procedure is very im-
portant, i.e. procedure that is defined by specifying
all conditions under which the measurements must be
made[9–11]. Namely, figures of merit[10] must be
capable of being stated in an objective manner. There-
fore, they can be given only in relation to concrete
analytical procedure, not for general analytical prin-
ciples/methods such as titrimetry, spectrometry, etc.
Figures of merit inherent to analysis always relate to
definite complete analytical procedure, which is spec-
ified in every detail by fixed working directions, and
which is used for particular analytical task.

For a complete analytical procedure, everything
must be previously determined: analytical task,
apparatus, external and experimental conditions,
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evaluation, and calibration. If any item is altered, a
different analytical procedure resulted.

Until the procedure is not recorded in such a way
that others can use it, it does not exist. If the description
of procedure is written so that others cannot repeat
the procedure faultlessly, its validity is questionable.
Namely, the wording used to describe a method so
that it can be produced is no less important than the
science that went into its development[33].

The description of proposed analytical procedure
should comprises a complete description of the analyt-
ical procedure sufficiently detailed to enable persons
‘skilled in art’ to replicate it[7]. The write-up should
include all-important operational parameters and spe-
cific instructions such as preparation of reagents, per-
formance of systems suitability tests, description of
blanks used, precautions, and explicit formulas for cal-
culation of test results.

1.5. Choice of calibration method

In order to evaluate fromy the value forx, the func-
tional relationship betweeny andx should be known.
The nature of this functional relationship (calibration)
is an important characteristic for prevalidation. The
strength of prevalidation depends on the calibration
method, which was used and selected method rep-
resents an important prevalidation characteristic. Be-
sides, good repeatability, accuracy, and precision can
only be obtained when good calibration method is
used. Several methods for calibration of analytical pro-
cedure can be classified in order of decreasing effec-
tiveness.

1.5.1. Calibration with synthetic standard samples
When it is possible to prepare standard samples,

which have been synthesized from pure substances, in
reliable way, then a calibration function can be estab-
lished which has no bias and subsequent result will,
consequently, be free from systematic error[10]. This
type of calibration method is ideal for prevalidation.
Since the true contents of the standard samples are
known from their composition, they can be directly
correlated with the measured quantities. This allows
the inevitable accidental errors of the individual cali-
bration measurements to be eliminated by taking the
average from anN = 24 number of such measure-
ments. Standard samples for this calibration can be

prepared with reasonable expenditure only for rela-
tively simple analytical problems, for which the type
of the sample and of the components to be determined
is known.

This type of calibration could be found every-
where in analytical practice where true contents of the
standard samples are known and where the standard
samples and analytical samples are of the same kind
with respect to the analytical procedure and can be
directly compared. For example, calibration of bal-
ances is recommended with this type of calibration
when other methods cannot be applied.

1.5.2. Calibration with analysed standard samples
This type of calibration is especially important for

analytical procedures used for complex analyses of a
large series of similar samples. Calibration starts with
the selection of a set of homogenous real samples,
which approximately cover the range of one power
of ten of species in question. The second step is the
analysis of the selected samples by valid analytical
procedure, whose measurement process produces the
correct results, i.e. accurate measured value, also,
which has been calibrated with synthetic standard
samples. There are two different ways to achieving
this goal: either all samples involved must be treated
in such a way that, ultimately, they are of the same
kind with respect to the analytical procedure used for
the calibration with analysed standard samples; or
the total analytical procedure must be split up into a
number of different parts.

Preparation of analysed standard samples is like cer-
tification of so-called matrix reference material[34].
The certification procedure itself is the last and the
most complicated step in the process of development
and preparation of analysed standard samples. Certi-
fied analysed standard samples are used exclusively
for pharmaceutical quality control and validation of
analytical procedures.

1.5.3. Calibration by differential (standard) additions
Depending on the complexity of the effects in-

fluencing the analytical response, special calibration
measures must be taken to obtain correct analytical
results[35]. Matrix effects can be handled by addition
of standards of the analyte to the sample. An analyt-
ical procedure can be calibrated by adding small but
known amounts of the component to be determined
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to the sample undergoing analysis. This calibration
procedure presupposes that the added amount of the
component to be determined behaves analytically in
the same way as the component that was originally
present in the sample. If the result is a calibration
function with an easily apparent form, then it may
be possible to extrapolate this function beyond the
range, which was covered by the additions, and thus
determine the unknown content, which was originally
present in the analytical sample. This calibration is the
only one, which allows quantitative determination of
very small trace amounts when the basic material of
the analytical sample cannot be obtained completely
free from impurities.

1.6. Number of measurements

Useful information that can also be obtained from
the prevalidation step, based on the precision results,
is the prediction of the optimal number of experiments
to be realized during the validation phase[1,23]. Rec-
ommended number of validation experiments varies
in literature depending on investigated method, pro-
posed concentration range, preliminary evaluation of
calibration model, etc. The number of observations
can vary from 5 to 100 in particular data sets[36].
In some cases, minimum five concentrations[4], or
at least three different concentrations of calibration
standards measured in triplicate[37,38], as well as a
minimum of five to eight calibration standards should
be considered[39]. In the absence of specific guid-
ance, IUPAC[40] recommends six or more calibra-
tion standards evenly spaced over the concentration
range of interest, which should be run at least in du-
plicate and preferably triplicate or more in random or-
der. In prevalidation step of bioanalytical methods and
immunoassays, a minimum six calibration concentra-
tions should be used when fitting a calibration curve
to the nonlinear concentration–response relationship
[1,41]. Each concentration level of calibrator should
be analysed at least in duplicate[41] or triplicate[1].
The reason for replicate analysis is to provide con-
fidence in the analytical method and sampling strat-
egy [42]. If the values of replicate measurements are
very similar, then the analyst has confidence in his re-
sults. In contrary, analyst may well decide to modify
the measurement procedure. One of the most effec-
tive ways in achieving higher precision of chemical

analysis is to take the average of the values from a
number of repeated analyses. Simultaneously, if the
number of replicates is higher, then the investigation
is time-consuming and more expensive. Therefore, it
is necessary to reduce the number of parallel analyses
to unavoidable number of measurements.

Four types of numbers have been distinguished in
connection with presented prevalidation procedure.
The capital letterN represents complete number of
measurements in two prevalidation processes. For full
prevalidation processN = 24, and for exploratory
prevalidation this number is 8. Number of observa-
tions covered byN = 24 measurements was based
on six analytical groups (J = 6), each of the volume
of four replicates of identical properties of the sample
(I = IV) [13,43]. It was shown in practice that four
parallel measurements were good choice in analysis
[13] and this is confirmed recently by statement that
each calibration level must be treated at least as trip-
licates in evaluation of the limit of quantitation[1].
In instrumental analyses, in which the fluctuation of
working parameters is occurred, it is recommended
to perform two successive measurements of the same
analyte solution (an average value of those two mea-
surements is used for further calculation). The num-
bers obtained from four parallel measurements in one
analytical group, used in determination of means,
standard deviations, and relative standard deviations,
serve for further diagnosis of the investigated ana-
lytical procedure. Since a representative estimate of
the variance is required to reliably test of calibration
model, all calibration standards must be prepared and
analysed independently and in suggested order (1, 6,
2, 5, 3, 4).

Number of observations in ad hoc prevalidation pro-
cess was based onN = 8 measurements, arranged in
two sets (J = 2) of four experiments each.

Total number of measurements underlies the de-
termination of calibration function, analytical evalua-
tion function and standard deviation of procedure,sM ,
which in turn were used in evaluation of analytical
procedure.

A prevalidation procedure proposed in this paper
is not intended to have predictive character about op-
timum number of experiments. When prevalidation
results on the boundary of acceptance criteria are ob-
tained then greater number of experiments (N > 24) is
recommended. Furthermore, the same recommended
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number of experiments per run, as a function of the ap-
propriate between-run and within-run standard devia-
tion estimated in prevalidation, can be found in SFSTP
guide [1,23]. To include inter-series variability for
the predictive character of the prevalidation, it could
be interesting to perform several series (at least two)
of measurement with six concentration levels with at
least two replicate each. This could also be included
in further development of prevalidation strategy.

1.7. Measurement samples

1.7.1. Composition of samples and analyte working
range

Samples for prevalidation could contain one or more
components. The purpose of prevalidation procedure
is a quantitative analysis of one component or analyte,
x, in sample containing or not containing other com-
ponents of real samples,m, e.g. matrix, where

m = m1 + m2 + m3 + · · · + mn =
n∑

i=1

mi.

If analyte (which should be determined) isx and sam-
ple matrix (as a sum of other sample components)
is m, then the sample amount isx + m, and content
of analyte (which should be determined) isx/x + m.
Therefore, the analyte working range in prevalidation
process could be expressed as follows: (1) analyte
working range against amount of component,x; (2)
analyte working range against amount of sample,
x + m; (3) analyte working range against content of
analyte,x/x + m.

On the other hand, in prevalidation procedure, an-
alytical working range should be expressed as quan-
tity, mass, or concentration of analyte that need to be
determined. In selection of analyte working range, it
is necessary to take care of possibilities of analytical
procedure that could be applied according to quality
of measurement at lower level of analyte.

Depending on the expected result and own experi-
ence, the standard working range should be the range
that ensures the constancy of basic working and tech-
nical measuring parameters, i.e. that provides an ac-
ceptable degree of linearity, accuracy and precision
when applied to samples containing amounts of ana-
lyte within or at the extremes of the specified range of
the analytical procedure. The specified range is nor-

mally derived from linearity studies and depends on
the intended application of the procedure[4]. For the
majority of analytical techniques, the linearity of the
calibration graph has to be checked and the working
range restricted to the linear part of the curve, which
is usually one decade[35]. When working over wide
concentration range, deviation from linearity becomes
more probable and must be checked and/or a new cal-
ibration function must be calculated which is valid
over the entire range. This is the case for the tech-
niques as ICP and GC-MS, which can be used over a
wide concentration range[35]. It is important to real-
ize that validated range is not necessary coincide with
the useful calibration range[39,40]. For many bioan-
alytical methods, the concentration ranges are usually
rather broad, e.g. 1–100, 1–1000 or even wider[39].
For the assay of a drug substance or a finished product,
the minimum specified ranges are considered from 80
to 120% of the test substance, for content uniformity
from 70 to 130%, for dissolution testing is±20% over
the specified range, etc.[4]. For validation of impu-
rity test procedures carried out during development, it
may be necessary to consider the range around a sug-
gested (probable) limit.

A width of the analyte working range depends on
the choice of the analyte content on the lower analyte
level, xL [44–46].

The ratio 1:10 between the lower and upper analyte
level could have a wide application. For example, one
can select a working range from 1 to 10�g (mg, mol,
ml, % or other physical units), 2–20 or 10–100�g, etc.
Then differences between the lower and upper analyte
level are 9 units, between 1 and 10; 18 units, between
2 and 20; and 90 units, between 10 and 100. As it
can be seen, depending on the sample and the choice
of the lower analyte level as well as on the purpose
of analysis, a width of the working range can largely
differ. Moreover, using above-mentioned recommen-
dation could satisfy many real requirements. However,
there are always exceptions in method standardization,
which need to be particularly elaborated.

Good choice of thexL in the sample is important be-
cause of the influence of the specific analytical signal
near to blank values and proving of presumed linear-
ity at the higher content levels of analyte, respectively.
The standardized prevalidation working range of ana-
lyte covered byN = 24 measurements was presented
in Table 3.
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Table 3
Strategy of prevalidation measurements on standardized basis (N = 24 measurements)

Measurements as a process of obtaining resultsa

Type of measurements Blank measurements (B), gross measurements (y)
Number of analytical groups J = 6, j = 1, 2, . . . , 6
Group volume I = IV, i = I, . . . , IV
Total number of measurements N = J × I = 24, n = 1, 2, . . . , 24
Analyte amount x (expressed as quantity, mass or concentration)
Analyte working range xU to xL (xU and xL are upper and lower levels of analyte, respectively): one order of magnitude;

1.0xU = x1 = xU; 0.8xU = x2; 0.6xU = x3; 0.4xU = x4; 0.2xU = x5; 0.1xU = x6 = xL

Sequence of groups measurements 1, 6, 2, 5, 3, 4
Measure (net signal)b S = y − B
Gross signal y
Blank signal B

a For prevalidation measurements on ad hoc basis:J = 2, I = IV, and N = 8.
b The termmeasure will refer to net signal, i.e. the difference between the gross signal and the blank signal[47]. To facilitate the

discussion we assume that in principle the quantitiesS, y, andB have a normal distribution, but this may be a point of dispute in actual
situations.

Each examination is performed to give a block of
at least two starting data:B, blank signal obtained in
the measurement of blank andy, gross signal obtained
in the measurement of the sample. The corrected (net)
signal,S is thus obtained from gross signal value re-
duced by the signal value of the corresponding blank.

The measurement of standard sample with a higher
concentration of analyte could result in the higher ana-
lytical result for the following measurement. This phe-
nomenon is known asmemory effect. To investigate
this problem as a possible source of errors, standards
and blanks were measured alternately as a standard-
ized sequence of group’s measurements (Table 3).

1.7.2. Types of samples
Representative samples should always be taken in

such a way that a reasonably close knowledge can be
obtained about the object being studied. The imple-
mentation of prevalidation methodology is based on
the synthetic standard samples. Standard samples and
blank samples were measured, exclusively. In analyti-
cal procedures where working parameters were varied
with time, measuring of reference materials with ana-
lyte was required. A surrogate for certified reference
materials could be prepared by means of the analyte
addition technique to a blank. Naturally, the blank is
a material identical to the laboratory/synthetic sam-
ple, but having no analyte or, more correctly, no de-
tectable analyte amount. The blank thus includes the
effects of interfering species. In addition, in control of

medicines it is convenient to use special terms such
as placebo, field of blank or field of matrix blank to
describe the true blank.

1.7.3. Calibration step
The response function of an analytical method is,

within the range, the existing relationship between the
response (signal) and the concentration (quantity) of
the analyte in the sample[1]. The response function
can be linear (straight line) but some nonlinear mod-
els sometimes related to the detection method or to
the particularly wide concentration range, can also be
observed. In some cases, to obtain linearity between
assays and sample concentrations, test data need to be
subjected to a mathematical transformation prior to the
regression analysis[4]. Some analytical procedures,
such as immunoassays or microbiological assays, are
intrinsically curved or nonlinear even after transfor-
mation. In this case, the analytical response should
be described by appropriate function of the concen-
tration (amount) of an analyte in sample (weighted,
nonlinear, quadratic, etc.)[4,41,48]. Furthermore, in
many instrumental analysis methods, the instrument
response is proportional to the analyte concentration
over substantial concentration ranges[48], but some
other detection techniques do not demonstrate linear-
ity, e.g. MS detection. Particularly common is situa-
tion where the calibration plot is linear at low analyte
concentrations, but becomes curved at higher analyte
levels.
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For the purpose of this paper, the analytical result is
an analytical signal expressed in analyte amount units,
for which conversion calibration function was used.
Between the analytical signal and the analytical re-
sult, calibration step is always existed. Both, analytical
signal and result were random (accidentally/causally)
variables. On the other hand, the analyte amount in
sample is independent variable. Unfortunately, the dif-
ference between analytical result and analyte amount
or concentration is often in the laboratory samples
overlooked[46]. Liteanu and R̂ıcã were avoided this
pitfall by denoting the analysis result asc and the true
value as eitherc′ [47] or ĉ [32]. Furthermore, the dif-
ference between analyte amount,q, in the test portion
and analyte concentration,c, in the laboratory sample
is irrelevant to the purpose of this paper. Obviously,
an analytical signal is always critical or decision value
on which basis decision should be made.

Since standardized measurements were performed
with standard samples of known composition, analyt-
ical evaluation function could not be established with-
out previous verification of linear analytical calibration
function. This is because signals are dependent values
and many of the procedures assume that all the errors
are in the signal values and that the standard concen-
trations, as standard known values, are error-free[48].
Therefore, it was very important to perform suitable
and complete calibration and verification of calibra-
tion function. Calibration of analytical procedure, per-
formed with standard samples were resulted with the
calibration function,̂S = f(x).

If there is linear relationship, test results should be
evaluated by appropriate statistical methods, for ex-
ample, by calculation of a regression line by method
of least squares[4]. Therefore, preliminary inspection
of the relationship between signal values (namelyS)
and content of analyte values (namelyx), in prevalida-
tion approach, was examined by the adopted method
of the least squares (R10–R12,Table 5) [48,49].

Some mathematical relations in which calculation
of the parameters are based on the method of least
squares are:y = bx; y = a + bx; logy = a + b logx;
y = a + bx + cx2, and rarely encountered is logy =
a + logx + c(logx)2 [50]. Several conditions have to
be fulfilled to justify the calculation procedure men-
tioned. One is that the precision of the measurement
of thex values is much better then the precision of the
measurement of they values. A second condition is

that values found fory, if parallel determinations are
made at the samex value, have a Gaussian distribution.
A third condition is thehomogeneity of variances of
the measured y values must be the same for the whole
range ofx values covered by the calibration curve.

The characteristic data evaluated by this standard
calibration method were product-moment determina-
tion coefficient,r, slope of a line,b, intercept of a line,
a, errors in the slope,sb, and errors in intercept,sa.
The position of the grand mean of signal valuesS̄N ,
and the grand mean of mass of analytex̄N , is known
as thecentroid of all the points. Significance of de-
termination coefficient was checked using statistical
t-test (R11,Table 5). If the calculated value oft is
greater then the tabulated value, the null hypothesis is
rejected and conclusion is that significant correlation
does exist. Errors in the slope and intercept of the re-
gression line were used to estimate confidence limits
for the slope and intercept (R12,Table 5).

1.8. Analytical calibration function versus analytical
evaluation function

A linear relationship between analytical signal and
analyte content a priori assumed by the method of
the least squares cannot be appropriate in any cases.
Therefore, it was necessary to perform complete and
deep evaluation of calibration function.

Linearity can be tested informally by examination
of a plot of residuals produced by linear regression
of the responses on the concentrations in an appropri-
ate calibration set[40]. Any curved pattern suggests
lack-of-fit due to a nonlinear calibration function. Fur-
thermore, analysis of variance (ANOVA) can be used
to detect lack-of-fit in a regression in order to verify
whether the model chosen is correct one[22]. Another
possibility to test linearity of a calibration graph is to
fit a second degree polynomial to the data. The test
for lack-of-fit verifies whether the straight line model
adequately fits the calibration data. A straight line re-
lationship is demonstrated if the quadratic regression
coefficient is not significant. The hypothesis that the
quadratic term is zero can be tested by means of the
confidence interval or by means of at-test. ISO and
IUPAC include this approach, although in a different
form, to evaluate the linearity of the calibration line.
If nonlinearity is detected, ISO recommends either re-
ducing the working range in order to obtain the straight
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line calibration function or, if it is not possible, using
the quadratic calibration function.

In practice, quadratic or cubic equations are often
entirely adequate to provide a good fit to the experi-
mental data. Polynomials with many terms are almost
certainly physically meaningless and do not signifi-
cantly improve the analytical results[48].

As prevalidation concept presumes that the second
degree polynomial is sufficient condition for the de-
scription of analyte–signal relationship in great num-
ber of analytical procedures, Gottschalk approach[13]
was used. The calculations for both calibration and an-
alytical evaluation functions were based on sums and
determinants as it was given in R13 (Table 5). Stan-
dard calculation process started with the hypothesis
of the existence of a complete second degree calibra-
tion functionŜ = U + Vx+ Wx2 (R13,Table 5). For
all functions, the corresponding standard deviation
of procedure (sM), function constants (U, V, W), and
their standard deviations values (sŪ , sV̄ , sW̄ ) were cal-
culated (R13,Table 5). Systematict-testing of reality

Fig. 3. Systematic evaluation of the complete calibration function.

of constantW , V andU leads to one of the following
conclusions: test hypothesisR < t indicates that the
difference between the constant and zero is not sta-
tistically significant; in that case, the constant should
be substituted with zero and the calculation proce-
dure continued with reduced function. In caseR > t,
the constant is real. In a general scheme of logical
decisions and following new calculations for reduced
functions with 2 or 1 constant, the relevant constant
can be obtained (Fig. 3). The persistence of constantW
indicates on a curved analytical system. An analytical
procedure is ideal one if ideal analytical calibration
function of the typêS = Vx is obtained. Any function-
ality other then linear one in analytical systems where
linear analyte–response signal is expected could point
to inappropriate analytical procedure and/or unaccept-
able influence of random and/or systematic errors.

According to almost the same principle, analyti-
cal evaluation function was established starting from
parabolic function:̂x = U + VS + WS2 (R14,Table 5)
using algorithms presented in detail in papers[13,43].
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When the ideal analytical calibration function of the
type Ŝ = Vx is obtained then the standardized analyt-
ical procedure requires the ideal analytical evaluation
function of the typêx = VS.

2. Experimental work

Among great number of analytical procedures in-
vestigated and checked with proposed prevalidation
strategy by authors, for demonstration of prevalida-
tion, the procedure for determination of pyrogallol
with Folin–Ciocalteu’s reagent (pyrogallol–FC sys-
tem) was selected as practical and simple example.
This procedure is relayed on the calibration procedure
proposed by European Pharmacopoeia[31] as a part
of procedure for determination of tannins in herbal
drugs. Therefore, favourable analytical prevalidation
characteristics are expected.

2.1. Apparatus

UV-Vis spectrophotometer Agilent 8453 (Agilent,
Germany) with PC-HP 845x UV-Vis System (Agilent,
Germany) and 1 cm quartz cells was used for all ab-
sorbance measurements.

2.2. Reagents

Pro analysi chemicals as well as double distilled
water were used throughout the work. Analyte stock
standard solution was prepared by exact weighing of
50.0 mg pyrogallol (Kemika, Croatia), dissolving in
water and diluting to 100 ml with the same solvent.
Secondary stock solution was made by diluting 5.0 ml
of the standard solution to 100.0 ml with water. More
dilute analyte working solutions were prepared by ap-
propriate dilution (Table 4).

Table 4
Preparation of samples

Step Pyrogallol–FC system

1 In adequate volume of secondary stock solution of pyrogallol (2, 1.6, 1.2, 0.8, 0.4, 0.2 ml, corresponding to
50, 40, 30, 20, 10, 5�g, respectively) 1 ml of Folin–Ciocalteu’s reagent and 10 ml of water are added

2 Solution from step 1 is made up in 25 ml volumetric flask with 29% Na2CO3·10H2O
3 After 30 min and filtration, the absorbance at 760 nm of the final blue solution is measured
4 Blank solution is prepared and measured identically, but without analyte (through steps 1–3)

Folin–Ciocalteu’s reagent (FC, Merck, Germany) as
a chromogenic agent was used.

The solution of 29% sodium carbonate decahydrate
(Kemika, Croatia) was prepared by dissolving 29.0 g
in 100 ml water.

Filtration of prepared sample solutions was per-
formed by using 0.20�m Minisart-plus membrane fil-
ter (Sartorius AG, Germany).

2.3. Execution of prevalidation (tests)

Standardized measurements were based on a set of
24 blocks of data (six sets of four experiments each)
to relate measured values to blank values. Standards
and blanks were measured in standard working range
of one power of ten, alternately in the following group
sequence: 1, 6, 2, 5, 3, 4 (Table 3).

Mathematical/statistical tests were described in
groups, that is, as tests for preliminary data treatment,
examinations for the variability patterns with recogni-
tion of outliers, and establishment of calibration and
analytical evaluation function and minimum quanti-
ties of analyte. The model of standardized quantitative
analytical procedure was presented inTable 5. The
application of expert system to evaluation of spectro-
metric procedure for determination of tannins with
FC reagent was presented inTables 6–13. Through-
out the paper, test statistic values were referred to
as requirementsR. ValuesP and f were designated
statistical confidence level and degrees of freedom,
respectively. All algorithms were quoted gradually
in the paper. For own purposes, authors developed
self-made computer program called ESKULAP.

3. Analysis of the results

Analytical procedure can be considered as a pro-
cess in which information as a new knowledge with
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Table 5
Standardized mathematical/statistical procedure

Requirement no. Relation Diagnosis References

1. Check of limiting groups 1 and 6

R1
ȳ6

B̄6
= AC Influence of blank dispersion onsM [13,43]

AC ≥ 2

R2 R = |10(AC − 1)|% Blank signal should be significantly
lower then signal on lower analyte
level, xL

[13,43]

srB1, srB6 ≤ R

R3 sry6, srS6 ≤ ±25% Position ofLDG in relation tox6 [12,13,43,51]
sry1, srS1 ≤ ±2.5%
LDG = |sM |√2t(99, f)
f = N − number of analytical evaluation constants

L̄DG = LDG√
N

srL = 100
sM

LDG
= 100

t
√

2
= ±25%

R4 R =
∣∣∣∣ ȳ6 − B̄6

sy6 + sB6

∣∣∣∣ Distinguishing of signals a

R < t
t(P = 95, 99, and 99.9%,f = I − 1=3)
R < 3.128, poor resolution
3.128≤ R < 5.841, good resolution
5.841≤ R < 12.924, very good resolution
R ≥ 12.924, excellent resolution

R5 R = 2

∣∣∣∣∣∣
Ā1 − Ā6√
s2
A1

+ s2
A6

∣∣∣∣∣∣ Preliminary linearity check of
calibration function

[16,48]

R < t
t(P = 99%, f = 6) = 3.707; f = 2I − 2

2. Testing of data homogeneity
Analysis of variance

R6 Blank mean:B̄i = 1

4

IV∑
i=I

Bi [13,22,43,48,49]

Grand blank mean:̄BN = 1

6

6∑
j=1

B̄j = 1

24

6∑
j=1

IV∑
i=I

Bji

Mean deviation between groups:s2
Bb = 4

5

6∑
j=1

(B̄j − B̄N)2,

f = J − 1 = 15

Mean deviation within groups:s2
Bw = 1

6

6∑
j=1

sBj,

f = N − J = 18

Blank data homogeneity

R = s2
Bb

s2
Bw

R < F
F (P = 95%, fb = 5, fw = 18) = 2.77
R < 2.77, homogeneous
R ≥ 2.77, inhomogeneous
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Table 5 (Continued )

Requirement no. Relation Diagnosis References

Auxiliary requirements
R7 B̄N < 0.005ȳ1 Check of possible inhomogeneity from

R6
[13,43]

R8 Total sr : srBN ≤ ±50%

Total s: sBN =
√

1

23
18s2

w + 5s2
b)

f = N − 1=23 or mean deviation:

s̄(s̄r) =
√∑6

j=1s(sr)
2
j/6

Mean value for
s̄B, s̄y, s̄S , s̄A, s̄rB, s̄ry, s̄rS, s̄rA

Barttlet test

R9 R = 6.116×
[
6 log

(∑6
j=1s(sr)

2
j/6

)
− ∑6

j=1logs(sr)
2
j

]
Check of data homogeneity forsB, sy,
sS , sA, srB, sry, srS , srA

[13,32,43,52–54]

R < χ2

χ2(P = 95, 99, and 99.9%,f = J − 1 = 5)
R < 11.07, strongly homogeneous (s.h.)
11.07≤ R < 15.09, homogeneous (h.)
15.09≤ R < 20.52, almost homogeneous (a.h.)
R ≥ 20.52, inhomogeneous (ih.)

3. Establishment of analytical functions
Analyte–signal relationship

R10 Conventional least square method Relationship between analyte amount
and analytical signal

[48,49]

R11 R = |r|√N − 2√
1 − r2

= |r|√22√
1 − r2

Significance of the determination
coefficient

t(P = 99%, f = 22) = 2.819

R12 ±Cb = b ± t(N−2)sb Confidence limits for the slope and
intercept

±Ca = a ± t(N−2)sa
t(P = 99%, f = 22) = 2.819; f = N − 2 = 22

4. Establishment of constants of calibration function
t-Testing for reality of constants

R13 Sums:S11 = N = 24; S12 = S21 = ∑24
n=1xn;

S1 = ∑24
n=1Sn S13 = S22 = S31 = ∑24

n=1x
2
n;

S2 = ∑24
n=1Snxn; S23 = S32 = ∑24

n=1x
3
n

S3 = ∑24
n=1Snx

2
n; S33 = ∑24

n=1x
4
n; S4 = ∑24

n=1S
2
n

[12,13,43]

Determinants:D1 = S13 × S33 − S23 ×
S23; D2 = S12 × S33 − S13 × S23; D3

= S12 × S23 − S13 × S13; D4 = N × S33

− S13 × S13; D5 = N × S23 − S12 × S13;
D6 = N × S13 − S12 × S12

R13a Ŝ = U + Vx + Wx2

D = S11 × D1 − S12 × D2 + S13 × D3 Hypothesis testing: statistically
significant difference between constants
and zero

DU = S1 × D1 − S2 × D2 + S3 × D3

DV = −S1 × D2 + S2 × D4 + S3 × D5

DW = S1 × D3 − S2 × D5 + S3 × D6

sM =
√√√√ 1

21

24∑
n=1

S2
n =

√
1

21
(S4− US1− VS2− WS3)
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Table 5 (Continued )

Requirement no. Relation Diagnosis References

sŪ = sM

√
D1

D
; U = DU

D
; R1U =

∣∣∣∣ U

sŪ

∣∣∣∣
sV̄ = sM

√
D4

D
; V = DV

D
; R1V =

∣∣∣∣ V

SV̄

∣∣∣∣
sW = sM

√
D6

D
; W = DW

D
; R1W =

∣∣∣∣ W

sW̄

∣∣∣∣
t-Testing for three constants:t1(P = 99%, f = 21)
= 2.831; f = N − 3 = 21

R13b Ŝ = Vx + Wx2

D1 = S13 × S33 − S23 × S23

DV = S2 × S33 − S3 × S23

DW = S3 × S13 − S2 × S23

sM =
√

1

22
(S4 − VS2 − WS3)

sV̄ = sM

√
S33

D1
; V = DV

D1
; R2V =

∣∣∣∣ V

sV̄

∣∣∣∣
sW̄ = sM

√
S13

D1
; W = DW

D1
; R2W =

∣∣∣∣ W

SW̄

∣∣∣∣
Ŝ = U + Wx2

R13c D4 = N × S33 − S13 × S13

DU = S1 × S33 − S3 × S13

DW = S3 × N − S1 × S23

sM =
√

1

22
(S4 − US1 − WS3)

sU = sM

√
S33

D4
; U = DU

D4
; R3U =

∣∣∣∣ V

sŪ

∣∣∣∣
sW̄ = sM

√
N

D4
; W = DW

D4
; R3W =

∣∣∣∣ W

sW̄

∣∣∣∣
R13d Ŝ = U + Vx

D6 = N × S13 − S12 × S12

DU = S1 × S13 − S2 × S12

DV = S2 × N − S1 × S12

sM =
√

1

22
(S4 − US1 − WS2)

sU = sM

√
S13

D6
; U = DU

D6
; R4U =

∣∣∣∣ V

sŪ

∣∣∣∣
sV = sM

√
N

D6
; V = DV

D6
; R4V =

∣∣∣∣ V

sV̄

∣∣∣∣
t-Testing for two constants:t2(P = 99%, f = 22)
= 2.819; f = N − 2 = 22

R13e Ŝ = Wx2

SM =
√

1

23
(S4 − WS3)

sW̄ = sM√
S33

; W = S3

S33
; R5W =

∣∣∣∣ W

sW̄

∣∣∣∣
R13f Ŝ = Vx Verification of the calibration function

sM =
√

1

23
(S4 − VS2)

sV̄ = sM√
S13

; V = S2

S13
; R6V =

∣∣∣∣ V

sV̄

∣∣∣∣
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Table 5 (Continued )

Requirement no. Relation Diagnosis References

t-Testing for one constant:t3(P = 99%, f = 23) = 2.807;
f = N − 1 = 23

5. Establishment of the analytical evaluation function
t-Testing for reality of constants

R14 Equation:̂x = U + VS + WS2 Verification of the analytical evaluation
function

[12,13,43]

Desired equation:̂x = VS
RV > t
t(P = 99%, f = 23) = 2.807

6. Recognition of outliers

R15 Ideal calibration function:&Sn = Sn − Ŝn; |S∗| =
∣∣∣∣&Sn

sM

∣∣∣∣ Recognition of outlier [13,43,55]

Ideal analytical evaluation function:&xn = xn − x̂n;

|x∗| =
∣∣∣∣&xn

sM

∣∣∣∣, n = 1, . . . , 24

Maximum 1 value of 24 values
with|t(95)| ≤ |S∗| < |t(99)| and |t(95)| ≤ |x∗| < |t(99)|;
|t(95)| = 2.069; |t(99)| = 2.807; f = N − 1 = 23

7. Evaluation of limiting values
R16 Ideal calibration function Position ofSD in relation toS6 = Smin [4,22,44,48,56]

Limiting values for net signals:SD = S̄N + k × sBN Position ofLD and LQ in relation tox6

Limit of detection:LD = 3.3sBN/V
Limit of quantitation:LQ = 10sBN/V

8. Extraction of prevalidation parameters

a SeeSection 3.2.

the respect to content is transferred and retained by
signals. The analytical signal, which carries infor-
mation about chemical composition, can be further
transformed into analytical information (I), if sig-
nal functionI = f(S) is known. The perfectness of
transformation of information about the signal into
analytical information is characterized by means of
transinformation[57].

The analytical signaly, proportional to the abso-
lute mass of the tannins present, was transformed
into the corresponding absorbance value and later
was used for calculation. Starting data were: mass
of pyrogallol, x, within the given working range, ab-
sorbances obtained in measurements of the blank,
B, and the sample,y, as well as the corrected absor-
bance,S.

3.1. Characterization of groups 1–6

Characterization and starting data comparison were
performed by means of descriptive statistics, using
two statistical criteria: the average value (arithmetic

mean or mean) and the degree of dispersion (standard
deviation and relative standard deviation)[48]. A
standard deviation or relative standard deviation can
be used as a measure of precision (or imprecision)
[40,58]. A measured standard deviation can be subdi-
vided into three categories: repeatability, intermediate
precision and reproducibility[3,4]. Precision very of-
ten varies with analyte concentration. Nearly always
one finds that the absolute precision of the deter-
mination (i.e. the standard deviation) increases with
concentration, whereas the relative precision (relative
standard deviation) decreases with concentration[38].
When the results of the linearity study are accept-
able, the results for precision must be compared with
the imposed acceptance requirements[39]. Available
documents defining precision as validation criteria
that must be assessed during the development of an
analytical procedure are not precise enough. The ac-
ceptance criteria for precision depend very much on
the type of analysis[59].

While for compound analysis in pharmaceutical
quality control precision of better than 1% of relative
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Table 6
Standard measurements for pyrogallol–FC system

Group (j) Sample
no. (i)

xa (�g) B B̄/sB/srB (%) y ȳ/sy/sry (%) S S̄/sS/srS (%) Ab Ā/sA/srA (%)

1 I 50.0 0.0053 0.0053/±0.0002/±3.54 0.3352 0.3400/±0.0037/±1.08 0.3300 0.3347/±0.0038/±1.13 0.0066 0.0067/±0.0001/±1.13
II 0.0055 0.3389 0.3333 0.0067
III 0.0051 0.3435 0.3383 0.0068
IV 0.0051 0.3422 0.3371 0.0067

6 I 5.0 0.0054 0.0059/±0.0006/±9.63 0.0374 0.0395/±0.0015/±3.92 0.0319 0.0336/±0.0014/±4.31 0.0064 0.0067/±0.0003/±4.31
II 0.0058 0.0411 0.0352 0.0071
III 0.0067 0.0397 0.0330 0.0066
IV 0.0055 0.0398 0.0343 0.0069

2 I 40.0 0.0054 0.0057/±0.0005/±8.91 0.2725 0.2754/±0.0020/±0.74 0.2671 0.2698/±0.0018/±0.67 0.0067 0.0067/±0.00004/±0.67
II 0.0060 0.2770 0.2710 0.0068
III 0.0061 0.2768 0.2707 0.0068
IV 0.0051 0.2754 0.2703 0.0068

5 I 10.0 0.0057 0.0056/±0.0002/±3.94 0.0787 0.0771/±0.0031/±4.01 0.0730 0.0714/±0.0029/±4.01 0.0073 0.0071/±0.0003/±4.01
II 0.0055 0.0753 0.0698 0.0070
III 0.0059 0.0805 0.0746 0.0075
IV 0.0054 0.0738 0.0684 0.0068

3 I 30.0 0.0053 0.0055/±0.0006/±10.79 0.2045 0.2060/±0.0013/±0.63 0.1992 0.2001/±0.0009/±0.46 0.0066 0.0067/±0.00003/±0.46
II 0.0057 0.2065 0.2008 0.0067
III 0.0062 0.2076 0.2014 0.0067
IV 0.0048 0.2056 0.2008 0.0067

4 I 20.0 0.0051 0.0056/±0.0004/±7.88 0.1395 0.1389/±0.0020/±1.44 0.1344 0.1333/±0.0022/±1.68 0.0067 0.0067/±0.0001/±1.68
II 0.0055 0.1407 0.1352 0.0068
III 0.0060 0.1393 0.1332 0.0067
IV 0.0059 0.1360 0.1301 0.0065

Six groups mean
s̄ (s̄r , %)

±0.0004 (±7.94) ±0.0024 (±2.44) ±0.0024 (±2.56) ±0.0002 (±2.56)

a Mass of pyrogallol.
b Measure of particular sensitivity,An = Sn/xn.
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Table 7
Checking of limiting groups 1 and 6

Requirement
no.

Result Diagnosis

R1 AC = 6.73 Significant influence of
blank dispersions onSM is
not expected

R2 R = 57.30%
srB1 = ±3.54%
srB6 = ±9.63%

R3 sry6 = ±3.92% Determination limit is
expected belowx6

srS6 = ±4.31%
sry1 = ±1.08%
srS1 = ±1.13%
LDG = 1.7097�g
L̄DG = 0.35
srL = ±25.19%

R4 R = 15.92 Excellent resolution of
signals

R5 R = 0.18 Linear calibration function
is expected

standard deviation is easily achieved, for biological
samples the precision is more like 15% at the concen-
tration limits and 10% at other concentration levels
[59]. For environmental and food samples, the preci-
sion is very much dependent on the sample matrix, the

Table 8
Testing of data homogeneity

Requirement
no.

Result Diagnosis

R6 s2
Bb = 1.63× 10−7 Homogeneous blank values

s2
Bw = 2.00× 10−7

R = 0.81

R7 B̄N should be<0.0017,
B̄N = 0.0056

Influence of blank value is
not negligible

R8 srBN = ±7.85%
sBN = 4.38 × 10−4

R9 R(sB) = 5.11 s.h.
R(srB) = 4.80 s.h.
R(sy) = 4.14 s.h.
R(sry) = 15.38 a.h.
R(sS ) = 5.87 s.h.
R(srS ) = 17.70 a.h.
R(sA) = 18.26 a.h.
R(srA) = 17.70 a.h.

Table 9
Quality of analyte amount and analyte–signal relationship

Analyte–signal relationship

Requirement
no.

Result Diagnosis

R10 r = 0.99968
b = 0.0067
a = 0.0017
sy = ±0.00017
sb = ±0.00017
sa = ±0.00007
Centroid= (25.83, 0.1739)

R11 R = 185.25 Significant
correlation

R12 ±Cb = 0.0067± 0.00048
±Ca = 0.0017± 0.00019

t-Testing for reality of calibration constants
R13 V = 0.0067

RV = 345.14
sV = ±0.00006
sM = ±0.0029
Ŝ = 0.0067x Ideal calibration

function

t-Testing for reality of analytical evaluation constants
R14 V = 148.94

RV = 345.14
sV = ±0.4315
sM = ± 0.4307
x̂ = 148.94S Ideal analytical

evaluation function

Table 10
Test for outliers

Requirement no. Result Diagnosis

R15 |S∗
19| > 2.069 One outlying value, no

objection on data material
|x∗

19| > 2.069 One outlying value, no
objection on data material

Table 11
Estimation of limiting values

Requirement
no.

Result Diagnosis

R16 Analytical evaluation
function
x̂ = 148.94S
SD = 0.0069 SD is expected

below S6

LD = 0.2157�g
LQ = 0.6532�g LQ is expected

below x6
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Table 12
Data structure for pyrogallol–FC system

j I S Ŝ &S S∗ x x̂ ¯̂x sx̂ srx̂ (%) &x &x/x ×
100
(%)

&x &x/x ×
100
(%)

x∗

1 I 0.3297 0.3356 0.0059 1.9607 50.0 49.85 49.85±0.56 ±1.13 −0.85 −1.71 −0.31 −0.62 1.9829
II 0.3333 0.0026 0.7986 49.65 −0.35 −0.71 0.8203
III 0.3379 −0.0023 0.9306 50.39 +0.39 +0.78 0.9081
IV 0.3366 −0.0010 0.4880 50.20 +0.20 +0.40 0.4655

6 I 0.0318 0.0336 0.0018 0.5686 5.0 4.75 5.01±0.22 ±4.31 −0.25 −4.92 +0.10 +2.00 0.5707
II 0.0355 −0.0019 0.5728 5.25 +0.25 +4.91 0.5705
III 0.0341 −0.0005 0.1985 4.91 −0.09 −1.73 0.2007
IV 0.0342 −0.0006 0.2511 5.11 +0.11 +2.14 0.2489

2 I 0.2669 0.2685 0.0016 0.4916 40.0 39.78 40.18±0.27 ±0.67 −0.22 −0.55 +0.45 +1.11 0.5095
II 0.2714 −0.0029 0.8434 40.36 +0.36 +0.89 0.8254
III 0.2712 −0.0027 0.7431 40.31 +0.31 +0.78 0.7251
IV 0.2698 −0.0013 0.6325 40.26 +0.26 +0.66 0.6145

5 I 0.0732 0.0671 −0.0061 2.0344 10.0 10.87 10.64±0.43 ±4.01 +0.87 +8.74 +0.64 +6.40 2.0297
II 0.0697 −0.0026 0.9207 10.39 +0.39 +3.95 0.9162
III 0.0749 −0.0078 2.5843 11.11 +1.11 +11.11 2.5795
IV 0.0682 −0.0011 0.4262 10.18 +0.18 +1.82 0.4216

3 I 0.1989 0.2014 0.0025 0.7413 30.0 29.67 29.87±0.14 ±0.46 −0.33 −1.08 −0.13 −0.43 0.7547
II 0.2009 0.0005 0.2191 29.90 −0.10 −0.33 0.2325
III 0.2020 −0.0006 0.0000 30.00 0.00 0.00 0.0026
IV 0.2000 0.0014 0.1949 29.91 −0.09 −0.30 0.2083

4 I 0.1339 0.1343 0.0004 0.0638 20.0 20.02 19.85±0.33 ±1.68 +0.02 +0.12 −0.62 −3.10 0.0548
II 0.1351 −0.0008 0.3266 20.14 +0.14 +0.68 0.3176
III 0.1337 0.0006 0.3547 19.84 −0.16 −0.78 0.3637
IV 0.1304 0.0039 1.4269 19.38 −0.62 −3.09 1.4357

Bartlett test forx̂: R(s) = ±5.87, s.h.;R(sr) = ±17.70, a.h. Six groups mean forx̂: s̄ = ±0.35; s̄r = ±2.56%.

concentration of the analyte and on the analysis tech-
nique. It can be vary between 2% and more than 20%.
The AOAC manual for the Peer Verified Methods pro-
gram [60] includes a table with estimated precision
data as a function of analyte concentration. According
to the Washington Conference report, which is now
being utilized as a basis for bioanalytical method val-
idation, the acceptance criteria for precision is 15%
and at the limit of quantitation is 20%[1,23]. For im-
munoassays, minimal acceptable limits for precision
are 20%, i.e. 25% at the limits of quantitation[41]. Ac-
cording to Jenke[61], the precision criteria for general
method analysis is≤1.5% of relative standard devia-
tion, for biological methods≤5% and for trace analy-
sis 5–15%. Another example of precision criteria for
an assay method is that the instrument precision will
be 1% and the intra-assay precision will be 2%[62].
For an impurity method, at the limit of quantitation,

the instrument precision will be 5% and the intra-assay
precision will be 10%.

The purpose of prevalidation strategy is not to eval-
uate precision, but standard deviation values obtained
for all kind of absorbances in each experimental group
can have predictive character in order to evaluate an-
alytical performances of the method.

Since absorbance measurements in pyrogallol–FC
system are performed with standard samples con-
taining low level of analyte, high degree of precision
was expected. Results obtained in this step were
used for the further diagnosis in prognostic statistics.
Standardized measurements and calculated values
of pyrogallol–FC system were given inTable 6. It
was shown that reasonable precision was attained for
all kind of absorbances (srB from ±3.54 to±10.79,
sry from ±0.63 to ±3.92, and srS from ±0.46
to 4.31).
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Table 13
Prevalidation characteristics of spectrometric determination of tannins with FC reagent

Parameter Pyrogallol−FC system

Working range (�g) 5.0–50.0
Information value range (absorbance units) 0.34–0.04
Analyte−signal relationship r = 0.9997
Calibration function Ŝ = 0.0067x
Analytical evaluation function x̂ = 148.94S
Standard deviation of procedure ±0.43
Limit of detection,LD (�g) 0.22
Limit of quantitation,LQ (�g) 0.65

Groups data

Actual (�g) 50.00 40.00 30.00 20.00 10.00 5.00
Found (�g) 49.85 39.78 29.67 20.02 10.87 4.75

Random deviations

sx̂ (�g) ±0.56 ±0.27 ±0.14 ±0.33 ±0.43 ±0.22
srx̂ (%) ±1.13 ±0.67 ±0.46 ±1.68 ±4.01 ±4.31

Systematic deviations,&x̄

Absolute (�g) −0.31 +0.45 −0.13 −0.62 +0.64 +0.10
Relative (%) −0.62 +1.11 −0.43 −3.10 +6.40 +2.00

3.2. Checking of limiting groups 1 and 6

A preliminary check of working range-limiting
groups, i.e. groups 1 and 6, was the first step in the
prognostic mathematical/statistical evaluation of data.
The main purpose of this requirement was quality
control of measurement in a group with the small-
est mass of analyte,x6. Disturbing influences that
produce accidental fluctuations of the blank measure-
ments could be of many different kinds and could
seriously affect reliability of the analytical process.
The requirement that ensures the blank signal to be
significantly lower then the gross signal at lower an-
alyte level, and that enables unambiguous distinction
between these two signals was given by Gottschalk
(R1, Table 5) [13,43]. If this requirement was not
satisfied, two signals could be certainly distinguished
only if standard deviations of both gross and blank
signals at lower analyte level were small enough.

Applicability of this requirement was also extended
to the recognition of influence of blank values dis-
persion on the standard deviation of the procedure
(sM) through R2. The reason of high relative standard
deviations at lower analyte level could bememory
effect.

For the standard measurement, it is also required
that sr values for both gross and corrected mea-
surements atxU and xL lie below ±2.5 and±25%,
respectively (R3,Table 5). This heuristic require-
ment gives preliminary information whetherLDG is
to be expected belowxL. Moreover,sr values higher
than ±25% point to unacceptable fluctuation of the
measurements atxL. The same is true for blank mea-
surements withsrBN > ±50%. According to the same
author, the determination limitLDG, should lie below
the lower level of analyte,xL (R3, Table 5) [13,43].

Additional checking of quality of signal resolution
was based on the modifiedt-test for comparison of two
mean values according to Eckschlager and Štêpánek
[63] (R4,Table 5). This requirement gives information
about the possibility in distinguishing of gross and
blank signal at,x6. In the pyrogallol–FC system, gross
and blank signals were excellent distinguished (R4,
Table 7).

The preliminary linearity check of the calibration
function was based on an a priori assumption of lin-
earity. For this purpose, Lutteroti and Grdinić have
proposed the statistical test for the comparison of the
means of two independent samples[16], as the differ-
ence from the modifiedt-test proposed by Gottschalk
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[13,43]. This concept was applied toA values (partic-
ular sensitivity values,A = S/x) for limiting groups 1
and 6 (R5,Table 5). Since obtained value (R5,Table 7)
was below tabulated valuet for this requirement, lin-
ear calibration function is expected.

Since all requirements (R1–R5,Table 7) were ful-
filled, it was proceed with the evaluation procedure,
i.e. with examinations of data homogeneity.

3.3. Testing of data homogeneity

Simple analysis of variance, applied to the six
groups of blank values, leads to an objective decision
about homogeneity of the respective data material
[13,22,43,48,49]. The relevant data include dispersion
within groups,s2

Bw, dispersion between groups,s2
Bb,

and total standard deviation of blank signals,srBN

(R6 and R8,Table 5). A ratio s2
Bw/s2

Bb bigger then the
chosenF value indicates inhomogeneous blank data
where random error could not be excluded. Disper-
sion within individual groups statistically not different
from dispersions between groups speaks in favour of
data homogeneity. Analysis of variance applied to
pyrogallol–FC system indicated high homogeneity of
blank values (R6,Table 8). Random and systemic er-
rors could be present although high homogeneity data
was obtained. The reason for this are high values for
boths2

Bw ands2
Bb, and therefore small value ofs2

Bw/s2
Bb.

Gottschalk[13,43] also introduced some auxiliary
criteria (R7,Table 5). For the system under study, in-
fluence of blank value is not negligible (R7,Table 8).
The influence of inhomogeneity of blank values can be
taken negligible if they are small enough in relation to
information obtained at the upper analyte level, and if
srBN was not exceeded±50% (R8,Table 5). If require-
ments R6, and/or R7, and R8 were established thany
values could be corrected with grand blank mean,B̄N .
For pyrogallol–FC system, influence of blank values
on results of analysis could be excluded. This imposes
the need of correcting eachy value with grand blank
mean in pyrogallol–FC system.

The effects observed in the analysis of blank data
could be occasionally controversial. Contrary to con-
clusions on negligible effects of blank dispersion on
sM (R1 and R2) and homogenous blank values ob-
tained from the analysis of variance (R6), the value
from additional checking of blanks (R7) could point
to the possible influence of blank values on analytical

method reliability. Moreover, the possible source of
high srBN values could be negative blank values and
these could be a misleading factor in diagnosis. There-
fore, it seems reasonable to assume thatsrBN are a
relatively limited value in judging of the data quality.

Barttlet test, used for analysis of more then two
variances, precisely six variances in the case of the
standardized procedure was worth attempting (R9,
Table 5). The homogeneity of deviations provides
an insight into the data structure and enables quick
recognition of the source of error. Barttlet test applied
to s andsr values forB, y, S, A values (R9,Table 8),
as well as on the values of the apparent mass of ana-
lyte, x̂ (Table 12) pointing to high data homogeneity,
except for A values. However, when applied tosr
values for they, S, A and x̂ data, the test indicated a
lower level of homogeneity (R9,Table 8).

3.4. Relation between signal and concentration

For system under study, significant correlation
between signal and amount of analyte was existed
(R10–R12,Table 9). Moreover, both ideal calibration
and analytical evaluation functions were found. The
characteristic data evaluated from this standardiza-
tion and evaluation procedure were the constants of
the calibration and analytical evaluation function; the
mean errors of the constants and the standard devi-
ation, sM , of the analytical procedure in the given
working range (R13 and R14,Table 9).

It was possible to evaluate apparent signal values,
Ŝ, from the final calibration function and apparent
masses of analyte,x̂, from the final analytical evalua-
tion function, enabling the recognition of outliers, as
well as analyte limiting values. Only with defined an-
alytical evaluation function, it is possible to conclude
on accuracy as a total error of analytical procedure.
Analysis of variance, the Barttlet test, reality of an-
alytical function and agreement of actual,x, and ap-
propriate,x̂ values was given information on accuracy
of the analytical procedure. The data structure for the
pyrogallol–FC system was given inTable 12.

3.5. Outlier recognition

Outlier is a measurement that appears to differ un-
reasonably from the others in the set of results. Statis-
tical techniques may be used for their identification.
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Zero and negative measurements were often consid-
ered as outliers, but when working near the limit of de-
tection, a certain number of analyses by chance alone
were expected to be zero[64]. When outliers were
discarded from the data set, it is important that they
were revealed and statistically checked.

Outliers inevitably arise in calibration experiments,
just as they occur in replicate measurements, but it is
rather harder to deal with them in regression statistics
[48]. Although the individual signal values in calibra-
tion experiment are assumed to be independent of one
another, the residual(Sn − Ŝn) are dependent of one
another, as they sum is always zero. Therefore, it is
not normally permissible to take the residuals, as they
were a conventional set of replicate measurements, and
apply some generic and largely recommended tests to
identify any outlier, e.g. Grubbs’ or Dixon’s test.

For the regression analysis, clear distinction be-
tween outliers with the respect to the model (regression
outliers) and outliers in the replicates at one concen-
tration level must be made.[39]. A possible approach
to detect outliers in the replicates is to apply the single
and paired Grubbs’ outlier test. For the identification
of regression outliers, several diagnostics have been
proposed[22]. The simplest one consists in a compar-
ison of the absolute value of the standardized residual
with cut-off value, which is generally equal to 2 or
3. It is based on the fact that the probability for the
residual to have a value as large as 2 or 3 times the
residual standard deviation is very small.

In this paper, similar test for checking outliers pro-
posed by Gottschalk was used[13,43]. Testing for the
outlier was done by comparison of |S∗| and |x∗| values
with the t-values of confidence intervals forP = 95
and 99% confidence level (R15,Table 5). Accordingly,
one outlying value is tolerable within the 24-data pop-
ulation. Inspection of results indicates that, despite of
one outlying value, there is no objection on the homo-
geneity of the data material in pyrogallol–FC system
(Table 10).

3.6. Estimation of limiting values

According to Gottschalk,LDG is a minimum amount
of analyte significantly different from zero that could
be determined by analytical procedure. This approach
is preferred in systems where more then one constant
of analytical function was present. This calculation

was based onsM value of analytical evaluation func-
tion and for the system under study gives the value of
LDG = 1.71�g of pyrogallol. This calculated value
being bellow the respectivex6 level was confirmed the
correctness of preliminary test R3.

Up-to-date recommendations[4,22] were also in-
corporated into the standardized measurement model
(R16, Table 5). These recently adopted concepts of
limiting values (L) comprise the slope of the analyt-
ical calibration function (sensitivity),V ; the constant
of ideal analytical evaluation function,V; andk stands
for suggested numerical factor of 3.3 and 10 for the
limit of detection,LD, and limit of quantitation,LQ,
respectively. Limit of detection was derived from the
smallest measureSD, that is, analyte’s signal at the de-
tection limit that can be detected with reasonable cer-
tainty for a given analytical procedure. All estimated
limiting values were significantly lower then the mass
of analyte at lower analyte level,x6 (Table 11).

These investigations confirmed the usefulness of
pyrogallol–FC system under study. The procedure
were characterized byLQ value of 0.65�g of py-
rogallol and by systematic deviations ranging from
−0.62 to +6.40%. It is likely that small deviations
of blank and gross values are the principal gener-
ator of random deviations ranging from±0.46 to
±4.31. The extensive prevalidation metrological char-
acteristics, critical for selection of methodology for
Vis-spectrophotometric determination of tannins, are
summarized inTable 13.

4. Conclusions

It is desirable to have preliminary knowledge or
a priori on the performance characteristics of the
method before properly starting the validation stage.
Therefore, a very simple, useful, and informative
prevalidation concept for analytical procedure/method
evaluation was established. Full prevalidation, as
a part of prevalidation strategy, was based on sys-
tematic and sophisticated approach for calibration
and establishment of constants of calibration and
analytical evaluation function, as well as on elabo-
rative system of prevalidation diagnostics for each
prevalidation step. As results of the full prevalidation
process, prevalidation characteristics were obtained.
One characteristic of the present paper is that linear
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relationship between response and amount of ana-
lyte have been discussed. Relationships that are more
complex may be required in some practical situa-
tions. However, the present paper seems justified for
at least two reasons: the number of analytical pro-
cedures based on linearity is frequently occurred in
practice, and prevalidation procedure is seemed as a
serviceable assistant to method validation.

Good metrological characteristics obtained for
presentation model (pyrogallol–FC system) using
prevalidation strategy showed that this metrological
procedure has proven valuable for evaluating the
power of model spectrometric methods and assessing
the analytical protocols fitting the task of producing
data of appropriate quality.

This prevalidation proposal was recommended
for solving problems that arise from evaluation
and application of analytical procedure. Moreover,
methodology described in full prevalidation could be
approached tointerlaboratory control by procedure
performed in one laboratory.
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[63] K. Eckschlager, V. Štêpánek, Information Theory as Applied

to Chemical Analysis, Wiley, New York, 1979, pp. 97–98.
[64] L.B. Rogers, et al., Chem. Eng. News 60 (1982) 44.

http://www.iupac.org/analytical_compendium
http://www.iupac.org/analytical_compendium
http://www.labcompliance.com
http://www.labcompliance.com

	Prevalidation in pharmaceutical analysisPart I. Fundamentals and critical discussion
	Introduction
	Basic concept
	Anatomy of prevalidation system
	Backing of prevalidation method
	Proposed and complete analytical procedure
	Choice of calibration method
	Calibration with synthetic standard samples
	Calibration with analysed standard samples
	Calibration by differential (standard) additions

	Number of measurements
	Measurement samples
	Composition of samples and analyte working range
	Types of samples
	Calibration step

	Analytical calibration function versus analytical evaluation function

	Experimental work
	Apparatus
	Reagents
	Execution of prevalidation (tests)

	Analysis of the results
	Characterization of groups 1-6
	Checking of limiting groups 1 and 6
	Testing of data homogeneity
	Relation between signal and concentration
	Outlier recognition
	Estimation of limiting values

	Conclusions
	Acknowledgements
	References


