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Generating high-quality data (e.g., images or video) is one of the most exciting and challenging frontiers in
unsupervised machine learning. Utilizing quantum computers in such tasks to potentially enhance conventional
machine learning algorithms has emerged as a promising application, but poses big challenges due to the lim-
ited number of qubits and the level of gate noise in available devices. Here, we provide the first practical and
experimental implementation of a quantum-classical generative algorithm capable of generating high-resolution
images of handwritten digits with state-of-the-art gate-based quantum computers. In our quantum-enhanced
machine learning model, we implement a quantum-circuit based generative model to sample the prior distri-
bution of a Generative Adversarial Network (GAN). We introduce a multi-basis technique which leverages the
unique possibility of measuring quantum states in different bases, hence enhancing the expressibility of the prior
distribution to be learned. We train of this hybrid algorithm on an ion-trap device based on 171Yb+ ion qubits to
generate high-quality images and quantitatively outperform comparable classical GANs trained on the popular
MNIST data set for handwritten digits.

In the last decades, machine learning (ML) algorithms
have significantly increased in importance and value due to
the rapid progress in ML techniques and computational re-
sources [1, 2]. However, even state-of-the-art algorithms face
significant challenges in learning and generalizing from an
ever increasing volume of unlabeled data [3–5]. With the ad-
vent of quantum computing, quantum algorithms for ML arise
as natural candidates in the search of applications of noisy
intermediate-scale quantum (NISQ) devices [6], with the po-
tential to surpass classical ML capabilities. Among the top
candidates to achieve such a practical quantum advantage in
ML are generative models [7], i.e. probabilistic models aim-
ing to capture the most essential features of complex data and
to generate similar data by sampling from the trained model
distribution. Quantum generative models can provably learn
distributions which are outside of classical reach [8–10] and
thus offer a new tool set for tackling challenging ML appli-
cations, potentially avoiding pitfalls of conventional classical
algorithms, improving training and enhancing general perfor-
mance on generative learning tasks.

Despite this promise, applying and scaling quantum
models on small quantum devices to tackle real-world data
sets remains a big challenge for quantum ML algorithms.
In Ref. [7] it was proposed to leverage state-of-the-art ML
techniques to assist the training of quantum models. The idea
exploits the known dimensionality-reduction capabilities of
deep neural networks [11] to compress classical data before
it is handed to a small quantum device. This compressed
low-dimensional abstract data is referred to and lives in
the so-called latent space of the deep network. Having the
quantum model learn the latent representation of data and
taking part in a joint quantum-classical training loop opens
up the possibility for an enhancement of hybrid models
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when compared to those consisting of only classical neural
networks. This synergistic interaction between the quantum
model and the complex classical deep learning algorithm
is at the heart of the proposed quantum-assisted Helmholtz
machines [7, 12] and more recent hybrid proposals [13, 14]
for enhancing Associative Adversarial Networks (AAN) [15].
Both proposals aim to use the quantum model as a way
to learn the latent space of their respective neural network
model. In the specific case of Ref. [14], the authors propose
to use a Quantum Boltzmann Machine (QBM) [16], while
Refs. [12, 13] experimentally demonstrated this concept with
a D-Wave 2000Q annealing device. A similar adoption of this
hybrid strategy with quantum annealers has been explored
with variational autoencoders [17]. Despite these efforts,
a definite demonstration utilizing truly quantum resources
on NISQ devices and with full size ML data sets, e.g. the
MNIST data set of handwritten digits [18], has remained
elusive to date. Recent experimental results on gate-based
quantum computers [19] illustrate such proposals are far from
generating high-quality MNIST digits.

In this work, we introduce the Quantum Circuit Associa-
tive Adversarial Network (QC-AAN) (see Fig. 1): a frame-
work combining capabilities of NISQ devices with classical
deep learning techniques to learn relevant full scale data sets.
We apply a Quantum Circuit Born Machine (QCBM) [20] to
model and re-parametrize the prior distribution of a Genera-
tive Adversarial Network (GAN)[21]. A QCBM is a circuit-
based generative model which encodes a data distribution
in a quantum state. This approach allows for sampling of
the QCBM by repeatedly preparing and measuring its corre-
sponding wavefunction

|ψ(θ)〉 = U(θ)|0〉. (1)

U(θ) is a parameterized quantum circuit acting on an initial
qubit state |0〉, with U(θ) chosen according to the capabil-
ities and limitations of NISQ devices. The probabilities of
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FIG. 1. Top: Schematic description of our Quantum Circuit Associative Adversarial Network (QC-AAN) framework where the prior of
a Generative Adversarial Network (GAN) is modelled by a multi-basis Quantum Circuit Born Machine (QCBM). This quantum generative
model with encoded distribution q(z) is trained on latent activations ẑ in layer l of the discriminator, learning the feature distribution pl. In
the multi-basis QCBM, trainable single-qubit rotations follow the parametrized quantum circuit U(θ) and allow for measuring the prepared
wavefunction in additional bases. Angles for those post-rotations can be fixed, e.g. to measure all qubits in the orthogonal Y -basis, or they
can be trained along with other parameters in U(θ) to measure so and st, respectively. Measurements s and so/t are concatenated and
forwarded as prior samples into the GAN, which is otherwise trained conventionally. To keep consistency with single-qubit gate rotations, we
denote X̂ := σ̂x/2. Bottom: Illustration of the 11-qubit ion-trap quantum device by IonQ based on 171Yb+ ion qubits. The experimental
implementation of the QC-AAN algorithm in this work was performed on 8 qubits. The device is operated with automated loading of a linear
chain of ions, which is then optically initialized with high fidelity. Computations are performed using a mode-locked 355 nm laser, which
drives native single-qubit- and two-qubit gates.

observing any of the 2n bitstrings xi in the n-bit (qubit) target
distribution probability are modeled using the Born probabil-
ities with P (xi) = |〈xi|ψ(θ)〉|2. Importantly, QCBMs can
be implemented on most NISQ devices (see e.g. Refs. [22–
25]) and additionally open our algorithm up to exploit unique
features of quantum circuit-based approaches, like the multi-
basis technique proposed in this work.

We implement this quantum-classical algorithm experi-
mentally with 8 qubits to generate the first high-resolution
handwritten digits with end-to-end training on an ion-trap
quantum device. We also argue that implementing a quantum
generative model in the prior space of a deep generative
neural network could enhance such algorithms by providing

them with non-classical distributions and quantum samples
from a variety of measurement bases.

GANs are one of the most popular recent generative ma-
chine learning algorithms able to generate remarkably realis-
tic images and other data. In a GAN, a generator G and a
discriminator D are trained according to the adversarial min-
max cost function

CGAN = min
G

max
D

[
Ex∼pdata(x)[logD(x)]+

Ez∼q(z)[log (1−D(G(z)))]
]
.

(2)

G learns to map prior samples z from the prior distribution
q to good outputs G(z) while D attempts to identify whether
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input data is from the training data pdata or if it was generated
by G. The prior of G is conventionally a high-dimensional
continuous uniform or normal distribution with zero mean but
discrete Bernoulli priors have also been shown empirically to
be competitive [26]. A specific prior distribution should gen-
erally be of a shape that allows G to effectively map it to a
high-quality output space while still providing enough edge
cases for the model to explore the entire target data space. If
the prior space is too small for a given task, the model cannot
learn a good approximation of the target data, whereas a large
prior requires a notably expressive neural network architecture
to be able to map the full space to high-quality outputs [27].
ML practitioners often fall back on utilizing sufficiently large
priors and increase the number of parameters in the GAN for
their purpose.

Common challenges in training a GAN lie in mode-collapse
and non-convergence, which are natural consequences of the
delicately balanced adversarial game. Approaches to imple-
ment non-trivial priors during training of a GAN, such as the
AAN framework, have been suggested to improve training
of the algorithm [15, 28]. In an AAN, the prior distribution
of G is re-parametrized by a Restricted Boltzmann Machine
(RBM) [29]. This generative model is trained on activations
ẑ in the classical layer l representing the latent space pl of
D shown in Fig. 1. The latent space captures features of the
training data and generated data which the discriminator D
deems to be important for its classification task. To that end,
the GAN cost function in Eq. 2 is extended with the likelihood
distance

Cq = max
q

Eẑ∼pf (ẑ)[log q(ẑ)] (3)

between the current prior distribution q and the latent space
distribution pl. This introduces a structure into q which is
specific to the training data set and the current stage of train-
ing. RBMs have been shown to be outperformed by com-
parable QCBM models in learning and sampling probability
distributions constructed from real-world data [30]. In our hy-
brid framework, the prior distribution is modelled by a QCBM
that slowly follows changes in the latent space during training
of G and D in a smooth transition training protocol (see Ap-
pendix G) mitigating instabilities in the only-classical AAN
(see Appendix H for an example).

Importantly, in this work, we take advantage of an ex-
clusive property of quantum generative models, i.e. their
representation of encoded probability distributions in dif-
ferent bases. By training a QCBM on computational basis
samples, families of sample distributions, i.e. projections
of the wavefunction, become accessible in a range of other
basis sets without adding a large number of parameters in the
quantum circuit. Thus, we propose a multi-basis technique for
the QCBM which provides the QC-AAN with a prior space
consisting of quantum samples in flexible bases, potentially
enhancing the overall performance of the neural network.
Fig. 1 displays how a second set of measurements is prepared
in the multi-basis technique by applying parametrized post-
rotations to the QCBM wavefunction. Samples of both bases
are forwarded through a fully-connected neural network layer
and into the generator G to learn an effective utilization of
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Classical Models and MNIST Data

8 bit DCGAN
IS = 9.27 ± 0.03

16 bit DCGAN
IS = 9.52 ± 0.03

MNIST data
IS = 9.81 ± 0.00

8 Qubit Simulations

QC-AAN
IS = 9.33 ± 0.02

QC+o-AAN
IS = 9.59 ± 0.02

QC+t-AAN
IS = 9.57 ± 0.02

FIG. 2. Simulated results of digits generated by our 8-qubit QC-
AAN models, with- and without basis extension, and comparable
DCGANs trained on the MNIST data set of hanwritten digits. The
models have been selected to have a high Inception Score for their
respective model type as well as being pleasant looking. The exten-
sion of QCBM samples in the QC+o/tAAN with measurements in
bases other than the computational basis clearly enhances the final
results.

all measurements. The second measurement basis in the
multi-basis QCBM can be fixed, for example to measure all
qubits in the orthogonal Y -basis, or it can be trained for
each qubit along with other circuit parameters to optimize the
information extracted from the quantum state. We call those
variants QC+o-AAN and QC+t-AAN, respectively.

As a first step towards showcasing the QC-AAN and our
multi-basis technique, we numerically simulate training on the
canonical MNIST data set of handwritten digits, a standard
data set for benchmarking a variety of ML and deep learning
algorithms, using the Orquestra™platform. To isolate the ef-
fect of modelling the prior with a QCBM, we compare our
quantum-classical models to purely classical Deep Convolu-
tional GANs (DCGANs) with precisely the same neural net-
work architecture (see Appendix F for details) and with uni-
form prior distribution. The QCBM is initiated with a warm
start such that the prior distribution is uniform and thus QC-
AANs and DCGANs are equivalent at the beginning of train-
ing. This initialization should additionally avoid complica-
tions related to barren plateaus [31]. For more information
on the quantum circuit ansatz and training of the QCBM, we
refer to Appendix B and Appendix G. To quantitatively as-
sess performance, we calculate the Inception Score (IS) (see
Appendix I) which evaluates the quality and diversity of gen-
erated images in GANs. The IS is high for a model which pro-
duces very diverse images of high-quality handwritten digits.

Fig. 2 shows results of handwritten digits generated

FIG. 2. Digits generated by our QC-AANs with 8 simulated qubits
and comparable classical DCGANs. All models shown here were
selected among several training repetitions to have a high Inception
Score for their respective model type. The multi-basis technique in
the QC+o/t-AAN clearly enhances the algorithm compared to the
8 bit DCGAN and the QC-AAN without measurements in a second
basis.

all measurements. The second measurement basis in the
multi-basis QCBM can be fixed, for example to measure all
qubits in the orthogonal Y -basis, or it can be trained for
each qubit along with other circuit parameters to optimize the
information extracted from the quantum state. We call those
variants QC+o-AAN and QC+t-AAN, respectively.

As a first step towards showcasing the QC-AAN and our
multi-basis technique, we numerically simulate training on the
canonical MNIST data set of handwritten digits, a standard
data set for benchmarking a variety of ML and deep learning
algorithms, using the Orquestra™ platform. To isolate the ef-
fect of modelling the prior with a QCBM, we compare our
quantum-classical models to purely classical Deep Convolu-
tional GANs (DCGANs) with precisely the same neural net-
work architecture (see Appendix F for details) and with uni-
form prior distribution. The QCBM is initiated with a warm
start such that the prior distribution is uniform and thus QC-
AANs and DCGANs are equivalent at the beginning of train-
ing. This initialization should additionally avoid complica-
tions related to barren plateaus [31]. For more information
on the quantum circuit ansatz and training of the QCBM, we
refer to Appendix B and Appendix G. To quantitatively as-
sess performance, we calculate the Inception Score (IS) (see
Appendix I) which evaluates the quality and diversity of gen-
erated images in GANs. The IS is high for a model which pro-
duces very diverse images of high-quality handwritten digits.

Fig. 2 shows results of handwritten digits generated by
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FIG. 3. Left: Quantitative comparison between DCGANs with 16 bit prior distribution and our 8 qubit QC+o/t-AAN algorithm. The exper-
imental realization on the IonQ device includes complete implementation of the multi-basis QCBM on hardware. Where present, error bars
indicate the standard deviation of 10 independent training repetitions. The 8 qubit hybrid models generally outperform the classical DCGAN
with uniform prior distribution. Right: Images of handwritten digits generated by the experimental implementation of the QC+o/t-AAN mod-
els on the IonQ device. The QC+o-AAN model achieves a maximal Inception score of over 9.4 while the QC+t-AAN scores over 9.5 with
overall better diversity.

our models. For each model type, we pre-selected the
best-performing models in terms of the IS and chose a single
representative based on quality and diversity of the images
for a human observer. The generated digits themselves are
random subsamples of the selected models. For details on the
training parameters of the QCBM and the neural networks,
we refer to Appendix F and Appendix G. It is apparent
that all models presented here can potentially achieve good
performance and output high-resolution handwritten digits.
In a quantitative evaluation of the average model performance
(see Appendix E), we see that the 8 qubit QC-AAN without
multi-basis technique typically does not outperform com-
parable 8 bit DCGANs under any of the hyperparameters
explored. For low-dimensional priors in general, a uniform
prior distribution seems to yield an optimal training for the
GAN. In contrast, Fig. 3 shows that both multi-basis QC-
AAN models, the QC+o-AAN and the QC+t-AAN, generate
visibly better images and achieve average Inception scores
of 9.28 and 9.36, respectively, whereas the DCGAN with
16-dimensional prior averages approximately 9.20. This is a
striking result, indicating that an 8 qubit multi-basis QCBM
does not require full access to a 16 qubit Hilbert space to
outperform a 16 bit DCGAN. Another key observation is that
the trained-basis approach generally enhances the algorithm
even more compared to the fixed orthogonal-basis approach.

To provide final confirmation that the QC-AAN frame-
work is fit for implementation on NISQ devices, we train
the QC+o/t-AAN algorithms on a quantum device from IonQ
which is based on 171Yb+ ion qubits. For more information
on the device, we refer to Fig. 1, Appendix A, and Ref. [32].
The experimental results for the full training on hardware can
be viewed in Fig. 3. To the best of our knowledge, this is
the first practical implementation of a quantum-classical algo-
rithm generating high-resolution digits on a NISQ device.
With as few as 8 qubits, we show signs of positively influenc-
ing the training of GANs, indicating general utility in mod-

elling their prior with a QCBM on NISQ devices and a po-
tential quantum enhancement by utilizing quantum samples
in several bases. Learning the choice of the second measure-
ment basis through the quantum-classical training loop, i.e.
our QC+t-AAN algorithm, appears to be the most successful
algorithm in simulations and also in the experimental realiza-
tion on the IonQ device. This is a great example of how quan-
tum components in a hybrid quantum ML algorithm are ca-
pable of effectively utilizing feedback coming from classical
neural networks and a testament to the general ML approach
of learning the best parameters rather than fixing them. Unlike
many other use-case implementations of quantum algorithms
on NISQ devices, our models do not under-perform compared
to noise-free simulations. It is reasonable that significant re-
parametrization of the prior space, paired with a modest noise
floor, provide GANs with an improved trade-off between ex-
ploration of the target space and convergence to high-quality
data.

Using a quantum generative model like a QCBM as a build-
ing block in the prior space of larger classical generative ML
models, unlocks the path to effectively studying the influence
of certain prior shapes on a given learning task. This is a field
which is worth studying in the context of deep learning algo-
rithms [26], and a quantum model may offer the tools required
to do so. Our QC-AAN framework flexibly extends to more
complex datasets such as larger and colored images for which
we expect refinement of the prior distribution to become more
vital for performance of the algorithm. Besides extending to
these more challenging datasets, we could adapt the learn-
ing strategy of the quantum prior to follow a different objec-
tive function, potentially one that directly ties into improving
the generator’s performance in the adversarial game with the
discriminator. Exploring prior distributions from quantum-
inspired models such as the tensor-network-based Born ma-
chines [33] is another exciting research direction we will be
exploring.

Given that our multi-basis technique equips hybrid
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quantum-classical algorithms with quantum samples which
could enhance deep learning models beyond a classical
threshold, it is essential that we better understand the kinds of
quantum distributions that can be built from these families of
basis set measurement distributions. Despite the enhancement
observed in our hybrid quantum models, it is not the intention
of this work to claim a quantum advantage. A full-fledged
quantitative comparison between quantum and classical ver-
sions of machine learning algorithms can be challenging. For
instance, classical resources are currently much cheaper and
more accessible than quantum resources. Therefore, our focus
has been towards showcasing our quantum-assisted algorithm
which is able to outperform comparable classical GANs on
the MNIST data set of handwritten digits. Although for this
task, one might be able to achieve better classical ML perfor-
mance by choosing more sophisticated variants of GANs, we
show that our QC-AAN framework could be a strong candi-

date to potentially enhance the best classical GANs with NISQ
devices on full scale data sets.
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Appendix A: Details on the IonQ Hardware

The experimental circuits are implemented on an 11-qubit
trapped ion processor based on 171Yb+ ion qubits. The hyper-
fine levels of the 2S1/2 ground state are used as the states of
the qubit with |0〉 ≡ |F = 0,mF = 0〉 and |1〉 ≡ |F =
1,mF = 0〉. Measurement of the entire qubit register is
achieved through state dependent fluorescence between |1〉
and 2P1/2 states, with the scattered photons being collected
through an aperture lens and passed through a dichroic mirror
to an array of photon detectors.

The 11-qubit device is operated with automated loading
of a linear chain of ions, which is then optically initialized
with high fidelity. Computations are performed using a mode-
locked 355nm laser, which drives native single-qubit-gate
(SQG) and two-qubit-gate (TQG) operations. TQG operations
are done through the motional modes shared by all the ions,

this allows for an all to all connectivity topology. The native
entangling operation, the Mølmer Sørenson gate, written us-
ing Pauli operators is

θi,jxx = e−i
θ
2σ

i
xσ

j
x . (A1)

In order to maintain consistent gate performance, calibrations
of the trapped ion processor are automated. Additionally,
phase calibrations are performed for SQG and TQG sets, as
required for implementing computations in queue and to en-
sure consistency of the gate performance.
The device is commercially available through IonQ’s cloud
service. On the cloud, the system has all-to-all connectivity,
an average 1-qubit gate fidelity of 99.35%, 2-qubit gate fi-
delity > 98% and SPAM error of 99.3%. The error per gate is
less than 4× 10−3. For more details we refer to Ref. [32].

Appendix B: The Quantum Circuit Born Machine

Fig. 4 shows the quantum circuit ansatz used throughout
this work to implement the QCBM state preparation unitary
U such that

|ψ(θ)〉 = U(θ)|0〉. (B1)

The ansatz is inspired by capabilities of current ion-trap
quantum devices and is structured in layers were expressivity
of the model increases as layers are added. Although the
QCBM equipped with this ansatz can become a powerful
generative model, one needs to consider important trade-offs
in the ansatz hyperparameter choice. For NISQ quantum
devices, shallow quantum circuits are generally desired
as deeper circuits can significantly decrease fidelity of the
quantum states. Additionally, deep circuits oftentimes come
with an excess number of parametrized quantum gates that
enhance expressivity but can compromise trainability as well
as creating a model that strongly overfits training data. For
our work, we limit ourselves to 2 layers to minimize the
number of gates used while introducing entanglement into
the quantum state. Additionally, we reduce the all-to-all
connectivity of the XX gates shown in Fig. 4 to a linear
chain of entangling operations for the experiment on the
IonQ quantum device. The circuit parameters are initialized
with a warm start such that the QCBM encodes a uniform
distribution in computational basis as well as the o/t bases
discussed in the main text and Appendix C.

In our application, the QCBM is trained by minimizing
the clipped negative log-likelihood

L(θ) = −
∑
x

p(x) logmax(qθ(x), ε) (B2)

where p(x) is the probability over N training data samples x
and qθ(x) = |〈x|ψ(θ)〉|2 is the QCBM model distribution. A
regularization constant ε prevents singularity of the logarithm
for samples with zero probability. The probability distribution
qθ(x) of samples x is estimated by sampling the prepared state
and accumulating the measurements

http://arxiv.org/abs/1901.08047
http://arxiv.org/abs/2008.00691
http://arxiv.org/abs/1812.08862
http://arxiv.org/abs/1809.11096
http://arxiv.org/abs/2004.06882
http://dx.doi.org/ 10.1038/s41467-019-13534-2
http://dx.doi.org/ 10.1038/s41467-019-13534-2


7

4
6

FIG. 4. Quantum circuit ansatz for the QCBM. The ansatz is struc-
tured in layers to control expressivity of the model and fidelity of the
prepared state. Throughout this work, we use a layer depth of 2 in
order to maximize fidelity in the experimental implementation and
enforce some interpolation between learned samples. The red num-
bers indicate the layer counting convention. For simulations, we used
the all-to-all entangling layer as shown here, whereas for the exper-
imental implementation, we instead adopted linear nearest-neighbor
connectivity.

Appendix C: The Multi-Basis Technique

In this work, we introduce a multi-basis technique for
quantum circuit-based models to expand the repertoire of
quantum machine learning researchers. It can aid algorithms
to gain a practical quantum advantage by providing it with
quantum samples in different measurements bases which
have no classical analog.
Commonly, when referring to sampling a generative model,
one means generating instances of data that follow the
encoded probability distribution. For classical models, one
is limited to one basis - the computational basis. In quantum
models, this is not the case. When encoding a probability
distribution into a qubit wavefunction, as is the case with a
Quantum Circuit Born Machine (QCBM), the learned wave-
function contains a potential family of sample distributions
which are accessible by measuring in different bases. These
additional distributions, or more specifically, projections of
the wavefunction, can be evaluated by applying arbitrary
post-rotations to the quantum registers before measurement.
In this work, we explore the questions of whether we can
enhance a generative model by including measurements in
additional bases and how we can maximize the benefit of
measuring additional basis sets. For the selection of the
measured bases, we follow an ML approach where we train
the post-rotation angles together with the parameters for the
ansatz to learn a more flexible prior. This is done by doubling
the latent space in the discriminator and training the samples
of the multi-basis QCBM on its activations.

When measuring the multi-basis QCBM wavefunction
in Eq. B1, we obtain a sample s in computational basis;
the Z-basis. Other basis measurements are prepared by

applying parametrized single qubit rotations RX(ϕi) for
each qubit i. For ϕ = π/2, the state gets rotated into the
Y-basis, which we refer to as the ‘orthogonal basis’ and is
denoted with o throughout this work. The general case of
ϕ defines what we call the ‘trained basis’ which we denote
with t. When preparing the same QCBM wavefunction and
applying the corresponding single-qubit post-rotations, we
obtain a sample so/t ∈ {0, 1}n in the orthogonal or trained
basis, respectively. By concatenating the samples sz and
so/t into an extended sample s* = s ◦ so/t, we can leverage
information that is present in the model but conventionally
not used. As an explicit example, samples s = 1010 and
so/t = 1100 in computational and o/t basis, respectively,
then define s* = 10101100. For a series of measurements
in the computational and o/t bases, the assignment of which
pair of measurements is forwarded to the neural network
is arbitrary as there is no direct correlation between the
computational basis and o/t basis distributions other than
that they obey the normalization constraint of the QCBM
wavefunction. This technique generalizes to the measurement
and concatenation of samples of any observable able to be
measured on a quantum device.
A more subtle advantage of this multi-basis technique in the
context of generative modelling with a QCBM is that the
dimension of the effective sample space for n qubits increases
from 2n to 22n. Although the sample s* lives in the {0, 1}2n
space, the multi-basis QCBM does not have access to the full
2n qubit space because of the normalization constraint of the
wavefunction. However, increasing the sample dimension
and additionally the amount of information encoded and
utilized from small near-term quantum computers, here
proved of immense value by enhancing the expressivity and
the robustness of the hybrid QC-AAN model considered. In
principle, we could construct multiple basis sets with few
additional gates and a linear scaling in the number of state-
preparations, although this implies measuring increasingly
redundant bases. The optimal number of basis sets likely
depends on the given learning task and available resources.

Appendix D: Associative Adversarial Networks

Associative Adversarial Networks (AANs) were first pro-
posed in Ref. [15] as an extension of the popular Generative
Adversarial Networks (GANs). Their purpose was to improve
trainability and consequently general performance of GANs
by modeling and reparametrizing the generator G’s prior dis-
tribution with a restricted Boltzmann machine (RBM). The
objective functional for the AAN is

CAAN = CGAN ◦ Cq, (D1)

and consists of the traditional minimax game objective of a
GAN

CGAN = min
G

max
D

[
〈logD(x)〉x∈data + 〈log(1−D(G(z)))〉z∈q

]
,

(D2)
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and the cost function for the RBM

Cq = max
q
〈log q(ẑ)〉ẑ←pl , (D3)

which maximized the likelihood distance of the RBM distri-
bution

q(z) =
∑

h

e−E(z,h)

Z
, (D4)

and the latent distribution pl in the discriminator D. E(z, h)
is the energy functional for the RBM with visible units z and
hidden units h, and Z =

∑
z,h e

−E(z,h) is the partition func-
tion. For more details, we refer the reader to the original AAN
paper in Ref. [15].

Appendix E: Simulated QC-AAN results for 6 and 8 qubits

To benchmark the performance of a QC-AAN with few
qubits, we compare average Inception Scores (IS) of our QC-
AANs, with 6- and 8-qubit multi-basis QCBM in the model
prior. For this work, we only compare models with the same
prior dimension to isolate the effect that re-parametrization
of the prior distribution has on GAN training. In Fig. 5 we
show that for 6- and 8-qubit QC-AANs, we could not achieve
an advantage in learning a non-trivial prior. For a 6 (8) qubit
QCBM, there are only 64 (256) distinct samples available
for the neural network to map to high-quality images. Since
the IS is very sensitive to class imbalance of the generated
images, we see that modeling those priors does not lead to
meaningful improvements. In fact, the results shown in Fig. 5
for the QC-AAN with 6- and 8 qubits were obtained by only
minimally disturbing the uniform distribution. The QC+o/t-
AANs with the multi-basis technique show interesting results
where for 6 qubits, we almost reach the performance of a
12 bit DCGAN, whereas with 8 qubits, we outperform a
16 bit DCGAN (see Fig. 3 in main text). This is despite
the fact that the QC+o/t-AAN models are restricted to an
effictive sub-space compared to a Hilbert space with double
the number of qubits.
Note, that these results are specific to our neural network
architecture. It is possible that more expressive and compu-
tationally intensive neural networks face less challenges in
learning a great model with a uniform prior distribution. For a
general learning task and network architecture, the QC-AAN
algorithm allows to consider the hyperparameters of the
trainable prior as hyperparameters towards a more successful
overall generative algorithm.

The 8 qubit QC+o/t-AANs operate on a space with
216 = 65, 536 potential samples. Although the multi-basis
QCBM is a binary model, with this amount of different
images, an Inception Score of occasionally over 9.5 can be
considered to be comparable to state-of-the-art GANs with
continuous priors. In fact, Ref. [26] argues that binary units
may perform at least as good as continuous uniform or normal
distributions.
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FIG. 5. Simulation results of QC-AANs with 6- and 8 qubits rel-
ative to comparable DCGANs with uniform prior distribution. De-
picted are average Inception Scores and standard deviations of 10
independent training repetitions per model. We observe no signifi-
cant improvement for the 6- and 8 qubit QC-AANs, as well as for
the QC+o/t-AANs with 6 qubits. For results of the 8 qubit QC+o/t-
AAN, we refer to Figure 3 in the main text.

Appendix F: Neural Network Architectures and Training

Fig. 6 shows the network architectures of generator G and
discriminatorD in this work for our hybrid QC-AANs and the
classical DCGANs. They have approximately inverse struc-
ture with three convolutional layers, although it is not gen-
erally required for stable GAN training. The second to last
layer in D (latent space) has the same size as the first layer
in G (prior space) to be able to train the quantum model in
the QC-AAN on the latent activations of D. The total num-
ber of parameters in each network amounts to approximately
2.77× 105. The multi-basis QCBM in the QC-AAN adds be-
tween 31 and 52 trainable parameters for the 8 qubit model,
equating to an increase of 0.02% in the total number of pa-
rameters.
All convolutional layers have batch normalization and leaky
ReLU activation functions. In training D, a small percent-
age (3%) of training samples have their label flipped and label
smoothing is applied to the training images. The optimizer
for both networks is the ADAM optimizer with parameters
[β1, β2] = [0.5, 0.9].
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FIG. 6. Schematic neural network architectures of the generator
G and discriminator D used throughout this work for the MNIST
dataset of handwritten Digits. Purple color indicate a 1d layer of
nodes whereas the orange blocks represent 2d convolutional layers
with 128, 64 and 32 channels. G and D are approximately inverse,
although this is not strictly required. Note that the second to last layer
in D represents the latent space which contains n bits, the same size
chosen for the prior of G.

Appendix G: Training Details of the QCBM as Model Prior

The QCBM in this work implements a hardware efficient
ansatz inspired by capabilities of ion-trap quantum computers
(see Fig. 4). The layer depth of the ansatz is chosen to be shal-
low with only one layer of single-qubit and entangling gates
respectively. For the numerical simulations, we chose an all-
to-all connectivity between qubits, whereas in the hardware
implementation, we used linear connectivity to improve the
state fidelity. For the case of the MNIST training set, we did
not observe on average significant negative effects in reducing
the ansatz connectivity. We expect that for more challenging
generative modeling tasks, the circuit ansatz will play a more
crucial role.
Over one QC-AAN training epoch on the entire MNIST
dataset with N = 60, 000 images, we perform an update of
the QCBM parameters every 100 batches for the simulation
and every 600 batches for the experimental implementation.
The latter implies one training step per training epoch. We
use the Simultaneous Perturbation Stochastic Approximation
(SPSA) algorithm [34] for training the parametrized quantum

circuit to adapt the model distribution of the QCBM while
minimizing calls of the quantum device. The gradients are
evaluated with 1000 readout measurements (shots). For the
experimental implementation on the quantum device, we sam-
ple the 8 qubit distributions with 104 shots per measured basis
and are able to construct multi-basis samples appropriately by
resampling those measurements until the next training step.
For the numerical simulations, this resampling was not per-
formed and circuits where evaluated with as many shots as
required for the GAN, i.e. for each image generated by the
generator.
One technique that has shown to stabilize training for the QC-
AAN is to freeze the prior, i.e. to fix the QCBM parame-
ters, after a certain number of training epochs. Altering the
prior distribution significantly in the latter stages of training
has shown to destabilize training and lead to visibly worse
images. Throughout this work, we freeze the prior after 10
epochs.

Appendix H: QCBM and RBM in the AAN-Framework

Quantum Circuit Born Machines (QCBMs) are promising
quantum generative models that offer global sampling of
the encoded distribution without algorithmic overhead and
additionally provides access to quantum measurements that
may be beneficial in learning a strong model. One of those
properties, which we leverage in this work, is the possibility
to measure in additional bases. Still, one needs to weigh the
costs and benefits for such a quantum model when Restricted
Boltzmann Machines (RBMs) are light-weight generative
models with efficient but local sampling algorithm. Ref. [14]
shows that the AAN framework with an RBM modeling the
Generator’s prior could be improved by instead implementing
a Quantum Boltzmann Machine. Finding the best hyperpa-
rameters for their respective models is a notoriously difficult
task and comparing models across all possible hyperparam-
eter combinations is in general unfeasible. In this work, we
argue that, given a poor choice of hyperparameters and the
same number of model parameters, RBMs can easily become
unstable in our smooth learning protocol while our QC-AAN
models retain their stability. Fig. 7 shows a QC-AAN and an
AAN, both with 8-dimensional prior on the MNIST training
set. The stable, well-configured results correspond to 1
gradient step per training instance of the QCBM or RBM.
The unfavorable hyperparameter configuration corresponds
to 5 gradient steps with equal hyperparameters elsewhere. A
priori, a step size of 0.01 seems small enough that both of the
hyperparemter options do not seem unreasonable. In fact, 1
step changes the prior very little relative to a uniform distri-
bution and 5 steps too much. Figure 7 shows the downfall of
the RBM with its native local sampling technique that can get
stuck in certain distribution modes. If it does, further training
of the AAN becomes impossible. The transition for a QCBM
prior between two hyperparameters choices is smoother and
indicates a potentially improved robustness of the QCBM
model compared to the RBM model in the AAN framework.
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FIG. 7. Example comparison of two hyperparameter configurations
for an AAN and QC-AAN, which implement a RBM and QCBM as
the model prior, respectively. A training protocol of 5 training steps
per training instance appears to be too much variation in the GAN
prior for stable training, but unlike a QCBM, a RBM is prone to be-
coming unstable under sub-optimal configurations and sampling only
one distribution mode. When that happens, training of the algorithm
fails.

Appendix I: Inception Score Definition & Discussion

The Inception Score (IS)

IS(G) = exp (Ex∼G[KL(p(y|x)||p(y))]) (I1)

is a popular metric for evaluating GANs. For a given Gen-
erator G, it measures the quality p(y|x) of generated images
x and also their diversity p(y) across all possible classes y
of the original dataset. The IS is a human-readable metric
with values between 1 and the number of total classes in
the dataset, i.e. 10 for the MNIST dataset of handwritten
digits. Although it has been proven to be very useful, one
of the main criticisms of the IS is that it does not depict the
realism of generated images for a human observer because it
is calculated with classifiers which are trained to search and
find exactly the class labels that they have been trained for.
Images can either be warped or noisy and still achieve very
high classification certainty [35]. In this work specifically, we
achieve a surprisingly high IS with models that implement
6- and 8-dimensional priors, resulting in only 64 and 256
distinct images in total. Although the IS is high for those
models, a human observer does not judge them as being par-
ticularly clear images. For such limited models, there arises
an interesting effect where the discriminator can remember
all images generated by the generator, constantly pushing it
away, preventing further convergence and thus introducing
noisy artifacts. Another classifier will clearly identify the
digits as member of their particular class, regardless of the
noise. Nevertheless, IS is a straight-forward quantitative
performance measure for GANs that commonly correlates
well with human perception.

The IS is commonly calculated with use of the pre-
trained Inception-v3 Network [36] as a proxy to calculate the
probabilities in Eq. I1. For this work, we instead utilize a
convolutional classifier with approximately 99.3% accuracy
on the MNIST data set.
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