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PREFACE TO THE SECOND EDITION

The second edition of a book offers the author the chance to reflect
on changes that have taken place since the first edition was
published. In the case of Digital Culture this means trying to think
about some of the most dramatic and important transformations
that are the result of the increasing ubiquity and importance of
digital technologies. I believe that the underlying argument of the
book — that people (in the ‘developed” world at least) increasingly
live in a ‘digital culture’ — holds true. Indeed I would suggest that this
is more clearly the case than when I started writing about the subject
back in the mid-1990s. To some extent our culture is becoming so
thoroughly digital that the term digital culture risks becoming tauto-
logical.

One of the concomitants of our current digital culture is the sense
of rapid change. Everything is of course always changing all the time.
Change appears to be a given of existence, whether it is manifested
in the universal tendency towards entropy, or in the glacially slow
drift of evolutionary change. The only thing that never changes is
that everything always changes. Mostly this process of change is slow
enough to be imperceptible, other than in retrospect, or by implica-
tion. But for the beings that Nietzsche so dismissively characterized
as ‘some clever animals’ in a ‘remote corner of the universe’ things

appear to be changing very fast, perhaps too fast. The reason for this
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rapid change is the animals’ extended and augmented capacity to
manipulate their environment through their technological prosthe-
ses, from flint tools through to computers. It is this capacity alone
that distinguishes the clever, human animals from the other, less
clever, species that share the same world. The human is only human
in so far as it is technical. Technology is not a product of human
beings. It is a precondition of their existence. It is technology that
has enabled humans to be clever, or at least to think of themselves as
such. It is also technology that appears to have brought them poten-
tially to the brink of their own annihilation, whether through
nuclear war or global warming, which is not clever.

It is the increasingly rapid development and complexity of tech-
nology that is making things change so rapidly. Our technologies are
always in the process of changing us and our relationship with our
environment. The difference is the rate at which this change is taking
place. For the first few million years of hominoid and human tool
use, change would have been more or less imperceptible. Then,
within the last twenty to thirty thousand years, developments started
to pick up pace. By the time we arrive at the modern era, technology
is developing at an incredible rate (for those of us in the ‘developed’
world at least). Finally, the last one hundred or so years have seen
more and more rapid technological change and development than
in all of previous human history. If it was possible to plot this rate of
development on a graph, with technological complexity on the
vertical axis and time on the horizontal, then the likely result would
be a line that barely crept above the base line until it almost reached
the further edge, at which point it would curve dramatically, until it
was almost vertical. It would show that the rate of technological
development is exponential, in that it grows in relation to its size.
One of the results of this accelerating rate of growth is that it is
increasingly hard, if not impossible, for us to fully grasp what is
going on.

Though most of us are aware of other technological developments
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and issues — for example, questions of nuclear power and nuclear
weaponry, industrial production and its effects on the environment,
diminishing energy reserves and the search for renewable and
sustainable sources of energy — our most vivid encounter with tech-
nology and experience of its capacity for change is likely to be
through our media, which are changing and developing in extraor-
dinary and unprecedented ways. This is particularly true of digital
media, such as the Internet and the World Wide Web, mobile tele-
phony, digital video, which either enable us now to do things we did
before more often and more easily, or to do things we could previ-
ously barely imagine. More dramatically they are in the process of
transforming not just our world, but our very selves, how we under-
stand who we are. They are changing everything, including the idea
of ‘media’ itself (already a problematic and contentious term). And
this is the problem: almost by definition any radical transformations
brought about by the media are impossible to fully grasp at the time
they are taking place. This is because how we understand the world
is structured by and accessible through our media (if you use the
term in the broadest sense, to include, for example, language). There
is not, indeed there cannot be, a point outside of our media from
which we can have some kind of privileged un- or premeditated
perspective on any aspect of our existence, let alone that of media
itself.

Consider how someone in Europe in the late fifteenth century
might have understood the development of printing. However
educated he or she might have been it is unlikely that they could
have grasped the full implications of this new media technology, or
the dramatic effects it would have on Western and, eventually, global
culture and society. His or her way of thinking would have evolved
within and for a particular ‘media ecology’, and thus would not be
fit for comprehending new emerging media conditions. It is surely
far more likely that, in the late fifteenth century at least, printing

would still have been regarded as an extension or more efficient
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scribal practice, a kind of prosthesis or substitute for the production
of texts by hand, not as the means for a wholesale transformation of
the intellectual environment. We are perhaps at a similar moment in
our understanding of the transformations being wrought by our
new technologies.

But this is to fall into the trap of thinking of current technologi-
cal and media change in terms of earlier such transformations.
Much as military planners are always said to be making preparations
to re-fight the last war, rather than the new one they are going to be
confronted with, we can only understanding new media in terms of
old. It is possible that the ability to fully grasp the implications of the
transformations wrought by printing only occurs when print
culture itself has began properly to be superseded by electronic,
‘post-print’ culture. If we were capable of understanding the changes
around us, then they would not truly be changes, but merely devel-
opments of the present situation. All we can do therefore is to map
the changes we see in the hope of maintaining our grasp on our

rapidly changing situation. This is what I hope Digital Culture offers.
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INTRODUCTION

What is Digital Culture?

In the early years of computing, when computer memory space was
scarce, programmers used abbreviations as much as possible. This
involved, for example, encoding years using only the last two digits.
Thus 1965” would become simply ‘65” (or rather, its binary equiva-
lent). To the early programmers this must have seemed of little or no
significance, and as computer memory became cheaper and more
widely available there was no longer any need for such parsimony.
But, as the new millennium approached, some experts began to
propose that this apparently insignificant aspect of early computing
might have produced an unwelcome legacy. It was suggested that,
when the clocks rolled over to the new millennium, any system still
using the two digit method of encoding dates would not recognize
that it was 2000, and think, for example, that it was 1900, with all
sorts of unforeseeable consequences. The problem was that many
operating systems and programs still used the shorter convention,
despite it no longer being necessary, and that many of the early
computer programs continued to run, often deeply embedded in the
older mainframe computers still used by institutions such as banks.

This realization generated much doom-watching and apocalyptic
scenario-constructing, often emanating from those who would most
benefit. Consultancy services to combat the possible effects of the
‘Millennium bug), the ‘Year 2000 problem’ or the “Y2K bug), as the
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issue was variously called, proliferated. (‘Y2K* was the preferred
designation among computer experts, which seemed to suggest that
the love of abbreviation, which caused all the problems in the first
place, was now a part of computer culture.) Among the possible
consequences was the breakdown of banking computer systems,
leading to people being unable to access their money and therefore
to possible social unrest, as well as broader national and global
consequences relating to interruptions to the flow of finances. It was
also suggested that similar outcomes might result if the systems
governing the distribution of welfare provision were to be affected.
Lifts, medical equipment, air conditioning systems, elevators, were
all potentially at risk, as indeed were electricity grids, traffic control
systems, air control systems and any other system that used digital
technology (which in effect meant almost every aspect of a devel-
oped nation’s technical infrastructure). Most chilling of all was the
suggestion that nuclear missiles might be confused by consequences
of the bug and launch themselves. This was vociferously denied by
those in charge of such weapons, and did indeed seem fairly improb-
able. Nevertheless the consequences of computer breakdown on
the human element in nuclear defence was potentially catastrophic
enough for the Pentagon to invite Russian military observers into
the Peterson Air Force Base over the New Year period to observe the
American early warning observation systems and to be on hand
should any problems arise.

That there might be rioting on the streets, aeroplanes dropping
from the skies and even accidental nuclear war as a direct result of
the coming of the third Christian Millennium seemed almost too
pat. For those inclined to apocalyptic beliefs the millennium bug
presented a plausible mechanism by which Armageddon would be
put in train. Even for those without such beliefs the coincidence
of the bug and the symbolically charged date was unnerving. Those
with libertarian leanings, which included many in the computer
industry, seemed to welcome the consequences, as it enabled them to
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fulfil fantasies of self-reliance away from government intervention.
Meanwhile governments around the world attempted to forestall
any problems, though with varying degrees of enthusiasm and
investment. In the end, as we know, nothing happened. The New
Year came and went without incident. Whether this was because of
or despite the various preparations and warnings is open to debate.
There is an entirely plausible view that the whole issue was hyped
up, largely by those with a vested interest in selling their knowledge
of computer systems. Whatever the truth of the matter many of the
doom-mongers and those who had listened them too assiduously
ended up looking rather foolish. The unfortunate Eckhart family
of Lisbon, Ohio, who had spent several years stockpiling food,
conducting surprise drills, practising with firearms, studying rudi-
mentary dentistry and field medicine and converting their savings
into gold, found that the most apocalyptic result of the millen-
nium was being gently mocked by Time magazine for their bunker
mentality.

Not that this is any reason to be complacent. Putting aside
the contempt such survivalist foolishness always incites and the
schadenfreude that accompanies the humiliation of self-proclaimed
experts, the issues that emerged in the context of the millennium
bug scare, concerning our increasing reliance on overly complex,
sometimes archaic systems, remain a definite cause for concern.
But the bug did far more than highlight such problems. It was an
apocalypse in another sense, an apo-kalyptein — an uncovering or
disclosing of what had previously been hidden. Like a lightning flash
over a darkened scene, it made briefly visible what had hitherto
been obscure; the almost total transformation of the world by digital
technology. It is hard to grasp the full extent of this transformation,
which, in the developed world at least, can be observed in almost
every aspect of modern living. Most forms of mass media, television,
recorded music, film, are produced and, increasingly, distributed

digitally. These media are beginning to converge with digital forms,
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such as the Internet, the World Wide Web, and video games, to
produce a seamless digital mediascape. When at work we are also
surrounded by such technology, whether in offices, where computers
have become indispensable tools for word processing and data
management, or in, for example, supermarkets or factories, where
every aspect of marketing and production is monitored and con-
trolled digitally. Much of the means by which governments and other
complex organizations pursue their ends rely on digital technology.
Physical money, coins and notes, is no more than digital data con-
gealed into matter. By extension, information of every kind and for
every purpose is now mostly in digital form, including that relating
to insurance, social services, utilities, real estate, leisure and travel,
credit arrangements, employment, education, law, as well as personal
information for identification and qualification, such as birth certi-
ficates, drivers licences, passports and marriage certificates.

This pervasion of digital technology through our lives is part of a
broader set of phenomena. The last 30 years have seen both the rise
of globalization and the domination of free market capitalism, the
increasing ubiquity of information and communications technolo-
gies, and the burgeoning power and influence of techno-science.
Digital technology is an important and constitutive part of these
developments, and has, to some extent, determined their form.
The computerization of banking, international currency exchange
and trading has greatly aided the rise of globalization and finan-
cial liberalization. The possibilities of convergence and integration
that digital technology offers has led to it to dominate technical
developments in media and communications. Computers are also
the essential means by which the vast amounts of data that large
techno-scientific projects require are managed and manipulated.
The concurrent development of science, media and capital under
the aegis of digital technology produces a kind of fast-forward effect
in which everything appears to take place at an accelerated rate and

to produce dramatic change in a very short time. This excites both
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euphoria and terror, not least because of the shocking pace at which
things happen. One has barely enough time to register one set of
events and its possible consequences when another makes it irrele-
vant. At the same time these events offer extraordinary challenges
to the preconceptions through which our existence is negotiated.
These include, for example, the annihilation of physical distance and
the dissolution of material reality by virtual or telecommunication
technologies, or the apparent end of the human and the rise of the
so-called posthuman as a result of advances in Cybernetics, robotics
and research into consciousness and intelligence.

Given how important digital technology has become to our lives
it is useful to know what the word ‘digital’ actual means. In techni-
cal terms it is used to refer to data in the form of discrete elements.
Though it could refer to almost any system, numerical, linguistic
or otherwise, used to describe phenomena in discrete terms over
the last 60 or so years, the word has become synonymous with the
technology which has made much of the aforementioned possible,
electronic digital binary computers. To some extent the terms
‘computer technology’ and ‘digital technology’ have become inter-
changeable. Computers are digital because they manipulate and
store data in digital, binary form, zeroes and ones. But, as the above
indicates, the term digital has come to mean far more than simply
either discrete data or the machines that use such data. To speak
of the digital is to call up, metonymically, the whole panoply of
virtual simulacra, instantaneous communication, ubiquitous media
and global connectivity that constitutes much of our contemporary
experience. It is to allude to the vast range of applications and media
forms that digital technology has made possible, including virtual
reality, digital special effects, digital film, digital television, electronic
music, computer games, multimedia, the Internet, the World Wide
Web, digital telephony and Wireless Application Protocol (WAP), as
well as the various cultural and artistic responses to the ubiquity of
digital technology, such as Cyberpunk novels and films, Techno and
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post-pop music, the ‘new typography’, net.art and so on. It also
evokes the whole world of wired capitalism dominated by high-tech
companies such as Microsoft and Sony and the so-called ‘dot.coms,
companies based on the Internet, which, for a while, seemed to
present the ideal model for twenty-first-century business, as well
as, more generally, the ungraspable complex of corporate business
which, enabled by high technology, operates on a global level and
sometimes appears to wield more power than nation states. It
also suggests other digital phenomena, such as the new paradigms
of computer-controlled and supposedly clean ‘virtual war), or the
computerization of genetic information as in endeavours such as
the Human Genome Project, in which the transmission of inherited
characteristics becomes a digital matter in itself. Thus the apparently
simple term digital defines a complex set of phenomena.

From this it is possible to propose the existence of a distinctive
digital culture, in that the term digital can stand for a particular way
of life of a group or groups of people at a certain period in history,
to invoke one of Raymond Williams’ useful definitions of culture as
a keyword.! Digitality can be thought of as a marker of culture
because it encompasses both the artefacts and the systems of signi-
fication and communication that most clearly demarcate our
contemporary way of life from others. A useful confirmation that
this culture exists is the number of recent books that have as their
starting point the central and determining fact of the dominance
of the digital, either in technological or philosophical terms. As an
indication, David Abrahamson of Northwestern University recently
published a bibliography of books and articles concerning ‘Digital
Culture, Information Technology, the Internet, the Web’ in the
on-line Journal of Magazine and New Media Research; it contains
450 items, the vast majority of which were published in the last
five years.> Nor are these technical works in the usual sense. They
range from sociological analyses of information society, first-hand

accounts of experiences with the Internet, philosophical discussions
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concerning aesthetics, ethics and ontology, works of cultural theory
and political analysis. It even includes, perhaps as an indication of
the vitality of digital culture, a book entitled The Joy of Cybersex:
A Guide for Creative Lovers by Deb Levine. Many of these books
refer in their titles to digital culture or to some variation on that
theme, such as cyberculture, electronic culture or the information
age/society. Others allude to digital aesthetics, digital arts, or even
‘being digital.

If the proliferation of work of this sort seems to confirm the
existence of a distinctive digital culture, it also highlights one of the
main problems with how it is understood. The discourse of digital
culture, as represented by much of this work, appears to be animated
by two interconnected beliefs. One is that such a culture represents
a decisive rupture with what has preceded it, and the other is that
digital culture derives from and is determined by the existence of
digital technology. Both these beliefs seem reasonable at first sight,
and in the most practical sense, both are true. The existence of a
distinct digital culture is only recognizable in the light of recent
technological developments, and gives every appearance of being
distinctly different to what came before. But, as this book will
attempt to demonstrate, as a culture it is neither as new as it might
appear, nor is its development ultimately determined by technolog-
ical advances. It would be more accurate to suggest that digital
technology is a product of digital culture, rather than vice versa. As
Gilles Deleuze points out, ‘the machine is always social before it is
technical. There is always a social machine which selects or assigns
the technical elements used.? Digital refers not just to the effects
and possibilities of a particular technology. It defines and encom-
passes the ways of thinking and doing that are embodied within
that technology, and which make its development possible. These
include abstraction, codification, self-regulation, virtualization and
programming. These qualities are concomitant with writing and,

indeed, with language more generally, and, inasmuch as language,
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written or spoken, is digital in that it deals with discrete elements,
then almost all human culture may be said to be digital.

But such a claim does not explain the emergence of our contem-
porary digital culture, nor the particular form it has taken. Digital
culture in its present specific form is a historically contingent
phenomenon, the various components of which first emerge as a
response to the exigencies of modern capitalism, and then are
brought together by the demands of mid-twentieth century war-
fare. The Second World War was the catalytic event out of which
modern electronic digital binary computing emerged and the Cold
War the context in which it developed to assume its current form.
But technology is only one of a number of sources that have con-
tributed to the development of our current digital culture. Others
include techno-scientific discourses about information and systems,
avant-garde art practice, counter-cultural utopianism, critical theory
and philosophy, and even subcultural formations such as Punk.
These different elements are as much a product of the paradigm
of abstraction, codification, self-regulation, virtualization and pro-
gramming as the computer. Digital culture has been produced out
of the complex interactions and dialectical engagements between
these elements.

This, then, is both the subject and theme of this book. It is written
out of the belief that it is not possible to understand digital culture
unless one can distinguish the heterogeneous elements out of which
it is composed. It is important moreover to understand the context
in which they develop, and how they interact to produce that cul-
ture. As the book’s title suggests, the focus is decidedly on the
cultural, rather than, for example, the sociological. Important as they
undoubtedly are, issues such as changes in the workplace brought
about by new technology are not the concern here. Nor is the aim
simply to write a history of digital culture, in the sense of a linear
account of a progression of cause and effect, leading, inevitably, to
our current situation. It is, rather, an attempt to ‘blast a specific era
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out of the homogenous course of history’* and to ‘grasp the con-
stellation which this era has formed with a definite earlier one’’ or
in this case a number of earlier ones, including nineteenth-century
capitalism, twentieth-century warfare, the post-war avant-garde, the
counter-culture, post-modern theory and Punk.

The above quotes come from Walter Benjamin’s ‘Theses on the
Philosophy of History, in which he expounds his idiosyncratic
combination of Marxist historical materialism and Jewish mysticism
as the basis for thinking about history in revolutionary terms. For
Benjamin the homogenous empty time of historical progress is
contrasted with the ‘the time of the now’ (jetztzeit), which is ‘shot
through with chips of Messianic time’.¢ For Benjamin, an unbeliever,
this meant the ever-present promise of revolution in the face of
fascist ascendancy. While not comparable to Fascism, the dominance
of digital technology is not without its threatening aspects. If, as
Max Weber suggested, industrialization and the rise of capitalism
lead to the ‘disenchantment of the world) the process by which
rationality and legality replace more mystical forms of knowledge
and authority, then its supersession by the so-called information or
post-industrial society results in a radical re-enchantment. As with
the aestheticization of politics under Fascism the world is placed
under a kind of spell, an enchantment, in which we are beguiled
by the effects of new technologies and media, and what they seem
to promise, and thus fail to see how they are part of an apparatus
of dominance, control and exploitation.

The spell cast by these technologies owes much to their apparently
magical qualities. Their ineffable, immaterial capabilities suggest
a whole array of supernatural figures, such as angels, ghosts and
golems. These spectral emanations are accompanied, and interceded
with, by a panoply of priest engineers, software wizards, techno-
gurus, charismatic leaders and futurologist soothsayers. It is against
the technological enchantment practised by these figures that this
book is written. In particular it is a response to the soothsayers of the
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digital age, the futurologists, futurists and techno-utopians whose
message of combined technological and social progress charms us
into complacency. By returning to the past as the constellation out
of which the present is constructed we can exorcize this charm.
As Benjamin remarks it is only by remembrance that we can strip
‘the future of its magic, to which all those succumb who turn to

soothsayers for enlightenment’’
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1. The Beginnings of Digital Culture

TURING’S CONCEPTUAL MACHINE

In the late 1930s Alan Turing, a fellow of King’s College, Cambridge,
published a paper entitled ‘On Computable Numbers with Appli-
cation to the Entscheidungsproblem’* It was a response to part of
one of a number of proposals by the German mathematician David
Hilbert. Hilbert wished to cast all mathematics in an axiomatic
structure, using the ideas of set theory. From the beginning of the
twentieth century on, he proposed a number of programmes that
would achieve his aim. In the 1920s he put forward his most ambi-
tious of these programmes, in which all mathematics was to be put
into an axiomatic form, the rules of inference to be only those of
elementary logic. He proposed that a satisfactory system would be
one which was consistent, in that it would be impossible to derive
both a statement and its negation, complete, in that every properly
written statement should be such that either it or its negation should
be derivable from the axioms, and decidable, in that any statement
or its negation should be provable by an algorithm. The complete-
ness part of this programme was shown to be unworkable by the
German mathematician Kurt Gédel who, in 1931, demonstrated that
there was no system of the type Hilbert proposed in which integers
could be defined and which was both consistent and complete. The
impact of this discovery, which is known as ‘Godel’s incompleteness

theorem’, was great and its importance goes beyond mathematics
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to encompass broader questions of systems and systemization. The
decidability part of the programme was also undermined by the
simultaneous work of Godel and Turing. In order to approach the
question Turing imagined an entirely conceptual machine, which
could be configured to be in a number of different states. He based
this idea on the typewriter, which can be configured to write in
either upper or lower case. The difference was that Turing’s machine
could be configured in an infinite number of states. He also imag-
ined his machine having a writing head, like a typewriter key,
which could write and erase marks on an infinite tape. The tape
would contain spaces that were either marked or blank. The writing
head could move up and down the tape in either direction. It could
also read whether the space on the position contained a mark or was
blank. The machine could be configured to undertake a number of
different actions according to what it found. With the appropriate
configuration almost any mathematical problem could be solved,
but certain problems were effectively unsolvable with such mechan-
ical processes. By devising his universal machine Turing proved that
mathematics was not decidable. Turing’s virtual machine worked
for him inasmuch as, as a kind of philosophical toy, it enabled
him to conceptualize and solve the problem with which he was
concerned. He also went some way in conceptualizing the modern
computer, by positing a binary machine that could be configured in
any number of different states.> Turing was able to use his purely
theoretical ideas about calculating machines during the War when
he developed methods and technologies for decrypting German
U-Boat signals. This work in turn led to some of the first modern
electronic binary digital computers. Turing’s Entscheidungsproblem
paper is widely regarded as one of the first conceptualizations of
such machines, and one of the keystones of the development of
digital technology. But it is fascinating as much for the past to
which it alludes, albeit unconsciously, as for the future it antici-

pates. In a sense it contains, in minutiae, many of the elements
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from which digital technology and digital culture developed.
Turing’s thought experiment is of particular importance for the
development of modern computers in that it was intended to be a
universal machine. Though a number of electronic calculators had
been produced these were mostly dedicated devices, capable only
of specific hardwired operations. In contrast, Turing’s imaginary
device was, in theory at least, able to be programmed to undertake
any mathematical problem. The idea of a universal machine had
already been imagined by predecessors such as Charles Babbage and
Ada Lovelace, and work by George Stibitz, Konrad Zuse and Claude
Shannon and others made its practical realization more feasible,
but Turing’s particular vision had a conceptual coherence lacking
before. As mentioned before, Turing was able to conceive of the
idea of the universal machine through the example of the typewriter,
which can be configured in two different states, upper and lower
case, using the same keyboard. On one level Turing’s use of the
typewriter was merely expedient: it was a readily available tool
that Turing himself used, albeit erratically.? He was undoubtedly
concerned simply to find some device that could act as a model
in conceptualizing a solution to the problem he was addressing. It
is almost certain that Turing had little interest in the social and
cultural implications of his choice. Yet the technology he chose,
and that was so readily available to him, was in fact deeply embed-
ded in a network of social and cultural meaning, one derived from
contemporary capitalism. Thus it is possible to see how capitalism

offered the context in which the computer could develop.

THE DIVISION AND ABSTRACTION OF LABOUR AND CAPITAL

Invented in the late nineteenth century, as a response to the bur-
geoning information needs of business, the typewriter standardizes
and mechanizes the production of language, reducing the elements

out of which it is composed to abstracted signs (illus. 1).* In this it
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is a paradigmatic product of the system in which it was developed.
Like the typewriter and, by extension, Turing’s device, the oper-
ations of capitalism are fundamentally predicated on abstraction,
standardization and mechanization, to ensure that it can operate
as a universal machine, capable of treating disparate phenomena
as equal and interchangeable. This is found in its emphasis on the
exchange value of commodities, rather than their use value, the
introduction of credit, paper money, and ‘fiduciary’ money, the divi-
sion of labour into discrete and repeatable parts, and the stan-
dardization of components. This abstraction enables the flow of
goods, money, and people crucial to capitalism’s continuous quest
for expansion and profit. It also allows for the integration of
machinic assemblages, including physical machinery, such as the
steam engines and spinning jennys of the early nineteenth century,
and factories, in which workers were bound to machines and their
work is regulated like machine-like processes. One result of this is
that under capitalism signification is no longer anchored to stable,
embodied meanings. Goods are no longer valued for their material

1 A Remington typewriter,
after 1874.
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and embodied usefulness, but instead for their exchange value. The
value of money no longer refers to its intrinsic worth as metal, or
what it might represent in stocks of gold. Wealth is in liquid form
rather than tied to ownership of land. The complex web of feudal
social relations is replaced by the ‘cash nexus’ Workers are regarded
as abstract labour power. Thus signification itself becomes autono-
mous, and signifiers move independently from the world of mat-
erial objects. As Karl Marx analysed in the first section of Das
Kapital, the commodity is at the heart of capitalism’s capacity to
operate in abstract terms. Marx shows how, in order to be circulated,
commodities have to be considered in terms of their exchange value.
This is a form of ‘semiotization’ in that the commodity’s physical
and material character ceases to be of account in relation to its
capacity to circulate, as a sign, within a capitalist society.’ As long
as a commodity is circulating thus it can be considered in terms
of its comparative value against other commodities. Labour too is
considered a commodity in that it too is exchanged for money.
Turing’s imaginary device not only invokes the typewriter, one
of the paradigmatic information technologies of nineteenth-century
capitalism, but also, in the tape and writing head assemblage, the
very model of the assembly line. Moreover, the algorithmic method
which his machine was intended to automate is itself a model of
the division of labour, which, as both Adam Smith and, later,
Marx realized, lies at the heart of efficient capitalist production.
Smith begins The Wealth of Nations with his famous description of
the manufacture of pins, an operation divided, according to Smith,
into eighteen different parts, each of which can be undertaken by
a separate labourer.® In this manner a far greater number of pins
can be produced per person than if one worker undertook the
whole process of manufacture for each pin. The division of labour
also allows each individual action to become a repeatable and
interchangeable sign. Codified in this manner, the operations of

production can be more easily understood and controlled. This can
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2 A Jacquard silk-weaving
hand-loom, the first

machine to use punched-
card programming, 1810.

help reduce reliance on expensive skilled labour, and living labour
altogether.

This can be seen in one of the first (and most celebrated) exam-
ples of automation, in which the division of labour was embodied
in a machine (illus. 2). Joseph-Marie Jacquard’s pattern-weaving
loom of 1804 controlled the lifting of each of the warp threads for
each pass of the shuttle through a system of wooden cards punched
with holes. The actions of the human weaver were codified and
converted into marks on the wooden card, which were then ‘read’
by the machine in order to repeat them. The Jacquard Loom can be
understood as an early attempt to reduce the costs and difficulties of
employing living labour, by embodying the labour process in fixed
capital. Though embedded in an artisanal paradigm, it anticipates
not only automation but the whole development of labour manage-
ment in which workers’ actions become discrete and interchange-
able, and in which individual skill ceases to be of account.

One of the first theoreticians of labour management was the
mathematician Charles Babbage (illus. 3). In a number of works,

26 Digital Culture



3 The computer pioneer Charles
Babbage (1791-1871) in 1860.

studying the postal system, the railways, and especially in his On
the Economy of Machinery and Manufactures,” Babbage examined
ways of making manufacturing efficient, economic and rational.
Following the work of Smith he promulgated the economic advan-
tages of the division of labour, as well as the increased use of
machinery in manufacturing. This directly inspired the work for
which he is now most famous, his development of early computing
machines. From 1822 right up to his death in 1871 Babbage was
engaged in building, or trying to build, machines, the ‘Difference’
and ‘Analytical’ engines (illus. 4), that are recognizably prototypical
computers. His initial reasons for building the ‘Difference Engine’
concerned the efficient production of mathematical tables, used
both at sea and in industrial production. Babbage had come across
the table-making project of Baron Gaspard de Prony in France,
which had employed the division of labour advocated by Smith in
The Wealth of Nations. Prony had divided the work of generating
such tables into a number of small simple tasks distributed among
many human ‘computers’. Babbage realized that this technique could

be automated and persuaded the government to fund the Difference
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4 Charles Babbage’s
Analytical Engine,
1871.

Engine, which was comparatively simple, being intended only to
calculate and print out such tables. The second, the ‘Analytical
Engine’, had it been completed, would have been programmable, and
able to calculate any formula, and to compare numbers and decide
how to proceed with the operation it was performing. The engines
were modelled on industrial machinery and built using the same
techniques. But they also invoked the newly emerging digital
technologies of control. Babbage intended employing the punched
cards used by Jacquard in his loom as a method of programming
his Analytical Engine. What Babbage hoped to achieve for his
Analytical Engine is less extraordinary than some of the ideas of his
colleague Ada Lovelace (illus. 5). She remarked that the Analytical
Engine ‘can arrange and combine its numerical quantities exactly as
if they were letters or other general symbols’. She also suggested that
the engine might compose elaborate and scientific pieces of music
of ‘any degree of complexity or extent. Remarking on the use of
punched cards as used in the Jacquard Loom she wrote ‘We may say
most aptly that the Analytical Engine weaves algebraical patterns just
as the Jacquard-loom weaves flowers and leaves’® Though Babbage
did not think of employing his engines in pursuit of efficient
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manufacturing, he embodied a link between calculating machinery
and rational industrial management that has never since been
broken. Both his calculating machines and his management theories
were responses to burgeoning capitalism, which was producing the
need for ways of dealing with ever-greater amounts of information,
and for more efficient and rational ways of producing profits. These
twin needs, information processing and rationalization, have perma-
nently linked the development of calculating machinery with the
development of modern capitalism, in all its protean forms. Indeed
one might argue that, though manufacturing processes did not
generally use machinery for control purposes until the twentieth
century, processes of mass production and the division of labour
clearly evolved within a paradigm of machine logic, one later devel-
oped by Frederick Taylor and Henry Ford.

At a deeper level Babbage’s dream of a machine capable of
responding without prompting from outside resembles the very
basis of the market. As formulated by Adam Smith in The Wealth
of Nations, this became the canonical expression of the ideology of

classical capitalism. Central to Smith’s argument was the notion

S

5 Babbage’s protégée and
programming pioneer Ada Lovelace
(1816—52), c. 1844.
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of the market as a self-regulating system. The Wealth of Nations can
be, and has been, read as the description of a vast self-regulating
machine, that of a free market, which with the minimum of state
interference, relies on the famous ‘invisible hand’,? which would lead
to commodities finding their appropriate value. The computer-like
nature of free-market capitalism led the historian Fernand Braudel
to suggest that the ‘market, the system by which goods are exchanged
for money, was ‘the first computer mankind ever had, a self-regulat-
ing machine that would itself ensure the equilibrium of economic
activities’ Such ideas were already being embodied in machines
at more or less the same time as Smith was writing The Wealth
of Nations. His contemporary James Watt developed a number of
modifications to contemporary steam technology that enabled more
work to be done with the consumption of less fuel. Among these
was the ‘Governor’, a device based on a mechanism seen on a mill
by Watt’s partner Matthew Boulton. The Governor is a device that
steam pressure causes to rotate centrifugally. If it rotates fast enough
it is designed to rise. In doing so it will release the pressure causing
to rotate. Thus it governs the pressure generated by the steam
engine. The Governor is the first practical self-regulating technology,
and acted as a paradigm for later conceptions of self-regulation
such as those of Norbert Wiener, the developer of the concept of
Cybernetics. The publication of The Wealth of Nations and James
Watt’s production of his first large machines coincide almost exactly,
though this can only be considered as, in the words of Otto Mayr,
‘evidence of the interdependence of the socio-intellectual with the
technical activities of a culture), rather than evidence of any determi-
nate influence in either direction.”

Steam power also inspired the development of thermodynamics,
one of the paradigmatic scientific discourses of the nineteenth cen-
tury. Thermodynamics dominated not just science and technology,
but even conceptions of labour and political economy. It also made

its mark in theology, philosophy, and popular culture. But latent
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within it the beginnings of another paradigm can be discerned, that
of information, which would come to take a similarly dominant
role in the twentieth century. The first law of thermodynamics was
codified by the German scientist Hermann von Helmbholtz, then 26
years old, in a famous lecture given at the Berlin Physical Society
in 1847. Helmholtz constructed a full mathematical formulation of
the concept, which could be applied to mechanics, heat, electricity,
magnetism, physical chemistry and astronomy. In essence Helmholtz
stated that energy can be neither created or destroyed, and that there
was a fixed amount of energy in the universe. This formulation was
crucial not just in the development of thermodynamics, but in the
move from a general conception of the universe in mechanistic
terms inherited from Newton, to one in which energy is the domi-
nant aspect. Rudolf Clausius and William Thomson (later Lord
Kelvin of Largs) independently developed the second law of thermo-
dynamics. Clausius’s version of the second law states that energy may
not lose quantity but it does tend to lose quality. Clausius realized
that, without outside aid, heat could only move from a hot reservoir
to a cold one and not vice versa. Clausius coined the term ‘entropy,
from the Greek for transformation, to describe what he saw as the
universal tendency towards equilibrium, or in other words towards
a situation in which energy is distributed equally in a system. In a
lecture of 1894 the German physicist Ludwig Boltzmann, inventor
of statistical mechanics, compared entropy to ‘missing informa-
tion’ In this passing statement he prefigured the relation between
entropy and information that would comprise a vital aspect of
how information came to be understood. In the next century this
insight would become the basis of Information Theory and be of
crucial importance to the development of telecommunications,
computers, genetics, and Cybernetics.”

Capitalism can operate as a self-regulating system because of the
emergence of the ‘money commodity’. The latter serves as a form

against which all other commodities can be valued and which
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allows for universal exchangeability and thereby abstraction. By the
late-eighteenth and early-nineteenth century much of the money in
circulation was in paper form, as cheques or banknotes, known as
‘fiduciary’ money. From this it was a short step to ‘fiat’ paper money,
notes that are issued on the fiat of the sovereign, and are legal tender
representing so many units of a currency, but are not promises to
pay something else, such as a precious metal. Though nominally
connected to the value of a material substance, gold or silver, fidu-
ciary paper money started the process completed by fiat money, of
turning money into a pure sign. The concept of paper money led to
extended debates in the nineteenth century that concerned not just
questions of finance, but wider issues relating to the nature of signs
in general. The idea that a sign could stand for and act in place of
what it is supposed to represent was a cause of anxiety. An American
cartoon of the 1870s showed a rag doll next to a notice declaring
that it is ‘a real baby by Act of Congress) being offered a piece of
paper upon which is written ‘“This is milk by Act of Congress, while
on the wall there are a number of pictures, including one of a house
inscribed with ‘this is a house and lot by act of the architect’, one of
a cow, similarly declaring ‘this is a cow by act of the artist’. Beneath
is a banknote saying ‘this is money by Act of Congress’. Here it is
possible to see prefigurings of both our current concern with virtu-
ality and simulacra and of the anxieties such concepts generate. The
transformation of money into sign enabled capitalism’s develop-
ment and expansion, by greatly facilitating the operations of credit
and the transfer of capital. Only recently with the increasing use
of e-money and the concomitant rise of e-commerce has the dema-
terialization of money been fully realized, but, as the above suggests,
it is immanent within, and necessary for, capitalism’s operation.
Such abstraction resonated with developments in areas such as
mathematics and logic. The work of self-taught mathematician
George Boole in formulating symbolic logic would become a crucial

element in the future development of information technologies.
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Boole made a number of brilliant contributions to mathematics,
but his most famous was to be found in his books The Mathematical
Analysis of Logic® and An Investigation of the Laws of Thought.4
In these works he successfully applied algebraic methods to logic,
thus allowing logical relations to be calculated in a mathematical
manner. One of Boole’s insights was that his algebraic logic worked
using only two numerical values, 1 and o, which could stand respec-
tively for the universe and nothing. Within Boole’s system it is
possible to deduce any result from these terms, the variables x, y, z
etc. and the standard operators, +, —, x. Boole’s symbolic logic was
highly influential on later generations of logicians and mathemati-
cians, and indirectly contributed to the conception of the modern
digital computer. More directly, Boole’s logic also contributed to
the development of binary switching systems for telephone switch-
boards before the Second World War and, after, to the building of
logical circuits. Much of the work examining the applications of
Boolean logic to telephone switching relays was undertaken by MIT
student Claude Shannon, who was also largely responsible for the
post-war development of Information Theory.

Boole’s work in Symbolic Logic was, in fact, anticipated by the
seventeenth century philosopher Gottfried Leibniz, who was one of
the most important and influential thinkers of his period, and whose
interests ranged across science, mathematics, politics and meta-
physics. Starting with his Dissertatio de arte combinatoria of 1666,
he was concerned with the dream of a perfect, logical language. To
this end Leibniz worked on a number of schemes involving the use
of numbers to represent concepts, which could then be manipu-
lated to determine whether statements were true or false. This was
paralleled by his interest in calculating machines, which he built,
and which he saw as being able to undertake some of these logical
processes of induction, as well as his development of binary nota-
tion. His ambitious programme for logic proved to be unrealizable

in both practical and philosophical terms. It also marked a return to
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formalism that was problematic to other philosophers of the time,
reacting as they were to the formal logic of Aristotelianism. Though
after his death his work in logic and language was largely neglected
in favour of other aspects of his work, he is now seen as having
anticipated many of the developments surrounding computing. His
intention to formalize thought in a logical system clearly anticipates
both the development of programming languages and of Artificial
Intelligence. This, along with his interest in calculating machines, has
led to his being regarded as a kind of grandfather of the computer
age. His interest in the formal structure of thought can also be seen
as anticipating contemporary projects such as Structuralism that
themselves are concerned with structure. Though Leibniz’s ideas
clearly prefigured many current developments, he did not, in fact,
make any direct contribution to the history of the computer. Apart
from other factors, his considerations on logic and language were
mostly in private papers, which were not widely known to the late
nineteenth century, by which time many of the ideas he discussed
had been developed further independently.

ABSTRACTION, COMMUNICATION AND REPRESENTATION

The necessity of enabling the circulation of signs of various sorts led
to the development of increasingly sophisticated information and
communication technologies. Some of these developed out of the
demands of contemporary warfare. In the late eighteenth century,
field armies had grown larger, weapons had become more elaborate
and administrative needs increased accordingly. ‘Napoleonic warfare
required an apparatus of command, control and communications
more advanced than anything previously attempted.’® One result
was the development of more complex and flexible systems of
communication than had previously been possible or necessary,
leading, eventually, to the first electric digital technology. The elec-
tric telegraph (illus. 6) was developed more or less simultaneously in
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6 ‘The Telegraph’ song-sheet THE TELEGRAPH,
cover. Written and performed o

by George Leybourne
(1842-84, also known as
‘Champagne Charlie’) in the
1860s.

the 1820s and ’30s, by the British scientists Sir Charles Wheatstone
and Sir William Fothergill Cooke, and the American painter, Samuel
Morse. Morse developed an intricate code involving sending short
signals for numbers, which could then be looked up in a codebook.
Morse’s colleague Alfred Vail developed a far more practical system
involving sending combinations of short and long signals to
represent letters of the alphabet. This was named (rather unfairly)
Morse Code. The electric telegraph and Morse Code were first
widely adopted as a solution for the ‘crisis of control’ in what was
then possibly the most complex system ever built, the railways. Both
in Britain and the United States the early railways were troubled
by large numbers of accidents as well as problems with efficiency,
mostly owing to the difficulty of coordinating different trains on
the same line. The telegraph offered a means of coordinating and
organizing the railways, thus initiating one aspect of what James
Beniger calls the ‘control revolution’” which for Beniger represents
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the nineteenth-century beginnings of the ‘Information Society),
commonly supposed to be a more recent phenomenon.

The combination of railway and telegraph was also an important
component of the beginnings of modern commodity capitalism.
Increased communications both encouraged the growth of markets,
and changed the nature of those markets. In the United States in
particular, the telegraph, along with the railroad, enabled a radical
shift from local markets’ conditions of supply and demand to
national markets), in which the price of goods responded to national
conditions. As James Cary points out, the telegraph evened out
markets in space, and placed everyone in the same place for
purposes of trade, thus making geography irrelevant.® In effect
the telegraph was responsible for the development of widespread
futures trading, trading in time, rather than arbitrage or geograph-
ical price differences. But in order for such a condition to be
realized other conditions needed to change. According to Cary ‘the
development of futures trading depended on the ability to trade
or circulate negotiable instruments independently of the actual
physical movement of goods.* What was traded was information
rather than actual products. To begin with this meant the ware-
house receipts from grain elevators along the railroad line, which
were traded instead of the grain itself. In order to facilitate this kind
of trade, products had to be standardized and homogenized so that
they could be bought and sold without inspection. Cary continues
to suggest that this process of divorcing the receipt from the product
can be thought of as ‘part of a general process initiated by the use of
money . .. the progressive divorce of the signifier from the signified,
a process in which the world of signifiers progressively overwhelms
and moves independently of real material objects’.>

Other methods of allowing signs to circulate were developed at
the same time, including photography. Jonathan Crary points out
that the photograph was the most significant, in terms of cultural

and social impact, of the ‘new field of serially produced objects’ that
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characterized modernity.* As he puts it: “The photograph becomes
a central element not only in a new commodity economy but in
the reshaping of an entire territory in which signs and images, each
effectively severed from a referent, circulate and proliferate.’?* Crary
explicitly compares the photograph to money, both being homo-
logous forms of social power in the nineteenth century, and ‘totalis-
ing systems for binding and unifying all subjects within a single
global network of valuation and desire’® (The capacity to produce
a number of images from the same negative made the photograph
more mobile, but only in a limited sense. Other technological
solutions were needed to allow photographs to be reproduced in
large quantities, and thus to circulate widely and freely. Attempts
to transmit pictures by telegraph were made as early as 1843, but
were not of high enough quality to succeed commercially. In the last
quarter of the nineteenth century a number of methods for cheaply
producing printing blocks from photographs were developed, which
were rapidly and enthusiastically adopted by newspapers. The most
famous and successful of these techniques was halftone, developed
by Frederick Ives of Philadelphia in 1883 and refined by Max and
Louis Levy a decade later.)

According to Crary the development of photography is enabled
by a rupture in understanding concerning the physiology of vision,
in which the corporeality of the observer becomes of account in the
act of seeing.This also laid the ground for research into the ‘persis-
tence of vision’. This derives from work done in the early nineteenth
century into after-images, which showed that images persisted in the
optic nerves after what was being looked at was no longer visible.
One result of this research was a proliferation of optical devices,
which exploited persistence of vision to create the illusion of move-
ment. These included the kaleidoscope, the phenakistiscope, the
zoetrope (illus. 7) and the thaumatrope. These devices are digital in
that they divide the continuous motion involved in an action into

discrete elements. They clearly anticipate and prepare the ground for
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the cinema, which relies exactly on the persistence of vision they
exploit, but also the coming of digital media, which would employ
similar techniques involving discrete elements.

The invention of the telegraph and photography, along with the
accompanying sense of the general dematerialization of signs, led to
anxiety about the relation between language and meaning. The early
nineteenth century saw a plethora of books and magazine articles
about ciphers, secret writing, and cryptography, a phenomenon
Shawn James Rosenheim has identified as the beginnings of what he
calls ‘the cryptographic imagination, which, for him, underpins
literary modernity. Perhaps the most visible cultural manifestation
of interest in the cryptological is the development of the detective
story.>* This genre, which first emerged in the early nineteenth
century, concerns the decoding of cryptic signs, usually by a gifted
individual. Exemplary of the genre are the Sherlock Holmes stories
by Conan Doyle and the works of Edgar Allan Poe. Poe’s fiction in

7 Zoetrope, c. 1860 — one
of the earliest digital visual
technologies.
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particular evidences a fascination with a world full of signs that can
be decoded and an anxiety, or even despair, about the ability to

uncover the true nature of things.

CAPITALISM AND INFORMATION TECHNOLOGY

The later nineteenth century saw the development of new digital
office technologies, intended to manage the increasing, and increas-
ingly complex, amount of information with which business was
confronted as a result of its massive expansion under the aegis of
monopoly capitalism. These included machines for calculation,
sign production and tabulation, such as cash registers, calculating
machines, filing systems, tabulating machines and typewriters. Each
of these devices answered the need of an increasingly complex
capitalist system to produce, circulate and control signs and to
render other phenomena into signs, for those purposes. Calculators,
such as the Comptometer developed by Felt and Tarrant (illus. 8),
the Adder-Lister from Burroughs Adding Machine Company, and
cash registers, such as those developed by National Cash Register,
helped businesses and shops manage their affairs in ever faster and
more intricate markets. Many of the companies responsible for
manufacturing and marketing these devices were later involved in
the burgeoning computer industry that emerged after the Second
World War. Most famous was C-T-R or the Computing-Tabulating-
Recording Company, which Thomas Watson Sr joined after he was
fired from his position as general manager at National Cash Register,
and which was renamed in 1924 by Watson, International Business
Machines, or as it is still known today, IBM.

The tabulating machine (illus. 9) was developed in response to
one of the main issues of industrialization. One of the results of
the Industrial Revolution was a great movement of population
from agrarian communities to urban centres. This had the effect of

producing both a new kind of individual and a new mass society.
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8 Advertisement for the Felt and Tarrant Comptometer, c. 1915.

The new free-floating individuals were no longer subject to the old
forms of power, and new decentralized techniques of control and
discipline were needed. Michel Foucault writes of the power of
examination and documentation as an essential part of the mecha-
nisms of discipline.> Subjects began to be defined by a ‘whole
series of codes of disciplinary individuality that made it possible to
transcribe by means of homogenization the individual features by
the examination’?® This process, which enables ‘the formalization of
the individual within power relations, makes it possible to ‘classify,
form categories, to determine averages, to fix norms’* It also allows
the circulation, comparison and transmission of such data, within
institutions and disciplines. This had two effects, the constitution
of the individual as a describable, analysable object and his or her
placing within a comparative system.

Through such means people became, for the purpose of social
control, discrete signs, both individual and homogenous, about

whom information could be transmitted, circulated, manipulated
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and compared. Perhaps the largest scale example of such endeavours
is the Census, the ten-yearly enumeration of a country’s population.
The first censuses took place in the United States in 1790 and in
Britain in 1801. By 1880, in America at least, the problem of gather-
ing and collating the large amount of information required was
proving insurmountable, at least by the means then available. These
were the conditions that provoked the development of the tabulat-
ing machine, one of the major technical developments on the way
to the modern electronic computer. A young engineer, Herman
Hollerith, designed a system using punched cards similar to the sort
used by the Jacquard Loom and proposed by Charles Babbage for his
Analytical Engine. Each person was represented by a card. Facts
about them were noted by holes punched in the card. The power
of Hollerith’s system was that the information could be tabulated
and sorted and counted mechanically. Complex concatenated sorts
could be undertaken, cross-tabulating different data. Hollerith’s

tabulating machine is an exemplary product of the disciplinary,
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panoptic society described by Foucault. Within his system people
are made visible as pieces of digital data. They are individuals, but
their individuality is rationalized and normalized in a system of
signs that also homogenizes them as a mass, and makes them inter-
changeable and manipulable as data. Widely adopted by insurance
companies and railways, Hollerith’s machine is the first direct
ancestor of the modern computer. The tabulating machine industry
became one of the bases of the future computing industry via
companies such as IBM, and it was also one of the technologies
exploited in the 1920s and ’30s during research into the possibilities
of calculating machines for scientific research. Hollerith’s invention
also helped found a connection that continues unabated to this
day, between digital technology and methods of surveillance, control
and discipline.

Hollerith’s invention enabled the management of large amounts
of data with an unprecedented degree of efficiency. It made possi-
ble great advances in the development of sophisticated calculating
machines, such as Vannevar Bush’s Differential Analyser (illus. 10),
designed at the Massachusetts Institute of Technology in 1930, of
which Alan Turing was aware. In the following decade the very
first digital electronic calculating machines, as well as Turing’s

conceptualization of the universal machine, described above, were
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developed. In Germany Konrad Zuse (illus. 11) built a digital calcu-
lating machine called the Z11in 1938, while in 1939 in the United States
John V. Atanasoff and his student Claude Berry built the ABC or
Atanasoff-Berry Computer, also electronic and digital. In 1939, build-
ing on his experience in using IBM accounting machines, Howard
Aiken, with the collaboration of IBM, started to develop a calculat-
ing machine, the Harvard-IBM Automatic Sequence Controlled
Calculator, also known as the Harvard Mark I, which was to be
followed by three more machines, the Marks II, III and IV. In the
same year George Stibitz built his Complex Number Calculator,
which used Boolean logic to calculate. None of these machines were
computers in the modern sense, in that they lacked the capacity to
store data, or in some cases were hard-wired to perform one task.
But all were close to the modern conception of the computer.

It was in this period that Turing published his Entscheidungs-
problem paper, which anticipated the future development of digital
technology. At the same time two other essays were published that
were unwittingly prescient about the future of digital technology
and culture. One was by the German Marxist philosopher and critic
Walter Benjamin, called “The Work of Art in the Age of Mechanical
Reproduction® and the other was an entry for the Encyclopédie
frangaise written by English novelist Herbert George (H. G.) Wells,
entitled ‘The Idea of a Permanent World Encyclopedia’® In his essay

11 Konrad Zuse and
colleague at work
on one of the first
digital computers in
his parents’ front
room, late 1930s.
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Wells proposed what he called a Permanent World Encyclopaedia,
involving the ‘collection, indexing, summarising and release of
knowledge™® by a ‘centralised world organ’ working on a ‘planetary
scale’ to pull the mind of the world together’3 Wells saw the techni-
cal means to realize this idea in the newly developing field of
micro-photography. For him the capacity for endless reproduction
and wide circulation afforded by photography was a ‘way to world
peace that can be followed without any very grave risk of collision
with the warring political forces and the vested interests of today’
Thus for Wells the technologies of reproduction offered the possi-
bility of going beyond the antagonisms of contemporary politics
and towards a global community united under a ‘common ideolo-
gy’ By contrast Benjamin saw mechanical reproduction as a means
of resistance, rather than unification. In his essay he suggested that
the mechanical reproduction of works of art detaches them from
the domain of tradition and enables them to be reactivated for
different purposes.”® For Benjamin this meant art could stop being
based in ritual and tradition and instead be based in politics, thus,
in particular, enabling a deritualized art to combat the fascist
aestheticization of politics through the politicization of aesthetics.3*
(Benjamin’s more antagonistic vision of technology’s potential
political role reflected his status as a German Jew, for whom the
threat of Fascism and Nazism was real and immediate. Three years
later, at the age of 48, he died at the Franco-Spanish border, while
fleeing Nazi-occupied France.)

THE CONSEQUENCES OF THE SECOND WORLD WAR

Though it is likely that a universal digital computing machine would
have emerged in time, circumstances forced its development more
rapidly than might have been the case. By the 1930s war was clearly
imminent. Its nature was clearly going to be dictated, in part at least,

by recent technological advances in ballistics, telecommunications
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and weapons of mass destruction. Radio, for example, with its
ability to transmit messages through the air without the aid of wires,
had been invented in the 1870s by Marconi. This presented an
unprecedented set of challenges. In conjunction with the greater
mobility made possible by the development of the internal combus-
tion engine, it transformed warfare. Commanders and troops could
signal to each other without the necessity of laying physical lines
of communication. In theory at least this greatly increased the flex-
ibility and capacity of movement of armies. But this freedom came
at a price: the enemy could easily intercept any signal broadcast by
radio. In the beginning of this century European governments began
to see both the possibilities and dangers of radio communication
and prepare appropriate ways of tackling them. Attention began to
be paid to cryptography and cryptoanalysis, the sciences of encod-
ing and decoding messages (illus. 12). Among those involved in this
work was Alan Turing. It was Turing’s mathematical expertise, rather

12 A three-ring Enigma
cypher machine in its
wooden transit case,
1930s. It was used by the
Germans during WWII to
encode and decode secret

transmissions to U-boats.
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than his ability to imagine machines, that brought him to Bletchley
Park, the British Government’s top secret centre for analysing
encoded signals intercepted from the enemy. There his interest in
both the abstract world of mathematics and the practical one of
mechanical and electrical engineering served him well. Through
the commitment and intelligence of Turing and others the German
codes used in radio transmissions were broken (illus. 13).3 The
extraordinary demands of complex cryptoanalysis led to radical
and innovative solutions involving mechanized calculating devices,
capable of running through possible solutions with unprecedented
speed (illus. 14). A number of such devices were built during the
War, and by the end engineers had started to explore the possibili-
ties of electronics. The problem with these machines was not in the
electronics, but in the mechanical components, the relays and those
used to ingest the paper tape that contained the data, so that it
might be read. The solution was to store data internally, in electronic
form. Such work led eventually to the machine that might be
considered to be the first proper digital computer, the Manchester
Mk 1 (illus. 15). It was built and designed by researchers working at
the Royal Society Computer Laboratory, then housed at Manchester
University. It exploited a method of storing data using cathode ray
tubes, designed by F. C. Williams and T. Kilburn at Manchester

13 The ‘Bombe’ code-
breaking machine at
Bletchley Park, 1943.
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14 Wrens operating the ‘Colossus’ computer at the British code-breaking centre at
Bletchley Park, 1943.

University. The Manchester machine, which was in service in 1948,
has a strong claim to be the first electronic digital computer in the
modern sense because of its capacity to store data. Soon after-
wards the electronics firm Ferranti (illus. 16) collaborated with
Manchester University to produce a properly engineered version of
the machine, which became the basis of one of the first commercial
computers.

In fact the British developments described above, though possibly
leading to the first actual modern computer, were less historically
important than similar developments in the United States. This is
partly because much of the British work was not known about
until later, owing to security considerations, and partly because, after
the War, the us was far more prepared to invest in research into
computing machinery. Nevertheless, through links within the small
community of those interested in such developments on both sides
of the Atlantic, the work of Turing and others in Britain became
known and appreciated. The importance of this work is in its

conception of digital technology being concerned not so much
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15 The Manchester Mk 1, June 1949, the first fully electronic stored-program
computer in operation, built by Professor Max Newman at Manchester University.

simply with calculation but rather with the manipulation of
symbols. In this it anticipated much of how computing would later
develop, which would not necessarily have been obvious at the time.

In the United States the impetus to develop digital calculating
machines derived from a different set of requirements. The need to
generate the unprecedented numbers of ballistic tables, describing
the angles at which artillery needed to be fired in different con-
ditions, gave new impetus to pre-war computer projects, and in
doing so led to the construction of one of the first modern comput-
ers. Before the War such tables were generated by hand. Almost
immediately it was finished in 1944, the Harvard Mark I was enlisted
for the war effort to calculate ballistic tables. Similar uses were
made of Bush’s Differential Analyser, and Stibitz’s Complex Number
Calculator technology, by then incorporated in a series of machines
built at Bell Labs, known as the Bell Relay Machines. Later in the
War similar machines were used in the Manhattan Project for the
unprecedentedly complex calculations involved in the building of
the atomic bomb. The twin demands of ballistic tables in the War
and the Manhattan Project for building the Atom Bomb led to the
building of another candidate for the title of the first modern
computer. By 1943 it became evident that the production of ballistic
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tables had fallen so far behind that new and faster means of produc-
tion were needed. The Moore School of Electrical Engineering at
the University of Pennsylvania was approached, since it was known
that several of its staff, including engineers Presper Eckert and
John Mauchly, were interested in electronic calculating machines.
The Moore School presented an idea for constructing called the
Electronic Numerical Integrator and Computer or ENTAC. The
‘and Computer’ in the name represented Mauchly’s belief that
the machine should be capable of more general tasks than simply
undertaking numerical integration, which is what interested the
military authorities.*

The construction of ENIAC was further encouraged by the
involvement and interest of the Hungarian emigré mathematician
John von Neumann, who was involved in the Manhattan Project,
and who saw that digital computing might be the solution to the
mathematical complexities of A-Bomb design. ENIAC was actually
completed in 1945, too late to take any active part in the War. It was
vast, expensive and, in comparison to electromagnetic machines,
very fast. It was not quite a computer in the modern understanding,
since it lacked any data storage. But it was an electronic, digital
calculating machine, and as such is an important object in the
history of modern computing. One of its most valuable contribu-

tions was to demonstrate the far greater speeds achievable with

16 Alan Turing and
colleagues working on
the Ferranti Mark 1
computer, 1951.
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electronic digital means as against those possible with comparable
analogue electromechanical technology. Furthermore Mauchly’s
insistence that it should be a machine capable of more general tasks
than those needed for ballistics invoked the idea of the computer
as a universal machine, which, despite being implicit in Turing’s
influential pre-war paper, was not widely appreciated. The ENIAC
led to the EDVAC, the ‘Electronic Discrete Variable Computer),
which was able to store data, and which also inspired a document
entitled ‘First Draft of a Report on the EDVAC. In this paper the now
standard logical structure of modern computers was first articu-
lated, comprising of a memory unit, storing both data and instruc-
tions, an arithmetic unit, input and output units and a control unit.
It was the capacity to store data electronically that demonstrated
that such devices could be universal machines, which could be
programmed to perform different operations. This configuration
became known as the “Von Neumann architecture), after John von
Neumann, whose name graced the report as its main author.

The simultaneous development of the Manchester Mk 1 and the
ENIAC marks the beginning of the digital age, in that they are
the first computers in the modern sense: digital, binary machines
capable of storing data and of being reconfigured to undertake
different tasks. The proximate cause of their emergence was the War
with its unprecedented demands for complex calculation at very
great speed. But, as this chapter has shown, they are also the embod-
iment of capitalist modernity, with its emphasis on abstraction,
exchangeability and self-regulation. Turing’s conceptual machine,
capable of being reconfigured in an infinite number of different
states, is the perfect, idealized model of capitalism as a universal
machine, in which different phenomena, labour and commodities
are homogenized in order to be exchanged, manipulated and
distributed.
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Z. The Cybernetic Era

CYBERNETIC DISCOURSES

The Second World War was the catalyst not just for the invention
of the modern binary digital electronic computer, but also for the
development of a number of remarkable and influential discourses,
including Cybernetics, Information Theory, General Systems
Theory, Molecular Biology, Artificial Intelligence, and Structural-
ism. Though emerging out of different contexts these discourses are
all concerned with developing abstract and formalized systems, in
order to understand the phenomena with which they are concerned.
In their different fields and contexts each of these systems was
highly influential. Indeed to a large extent they represent, collectively,
the paradigm of post-war technological and scientific thinking.
Though neither determining nor determined by the invention of
the computer, they were part of the same intellectual environment.
Furthermore the computer offered both a powerful tool with which
to pursue research into these areas as well as a source of metaphors
through which to envision such ideas. They in turn dictated much of
the way in which computing was understood. They are as important
in the development of digital culture as the computer itself. Though
many of the ideas are now deemed old-fashioned or problematic,
their influence is still strongly in evidence in contemporary culture.
This can be seen in current terminology and language, with terms

such as the ‘Information Society’ and ‘Information Technology’ or
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the use of ‘cyber’ as a modish prefix, as in ‘Cyberculture’ or ‘Cyber-
feminism’ Such usage demonstrates how deeply the ideas of the

post-war cybernetic era are embedded in our current digital culture.

Information Theory was developed by Claude Shannon, an elec-
trical engineer trained at the University of Michigan and the
Massachusetts Institute of Technology. Before the War he had
worked with Vannevar Bush on the Differential Analyser. A summer
internship at AT & T’s Bell Laboratories helped formulate the ideas
behind his thesis for his master’s degree in electrical engineering,
‘A Symbolic Analysis of Relay and Switching, which looked at the
application of boolean logic using telephone relays. This generated
far more interest than his thesis for his PhD in mathematics and, in
light of the development of digital technology, has been described as
one of the most significant master’s theses of the twentieth century.
His interest in communications continued in the War with work in
cryptography, and on developing ways of scrambling audio signals
with Project X at the Bell Labs, as well as his research into anti-
aircraft missile control systems. These experiences led him to write
a memorandum at Bell, entitled ‘Communication Theory of Secrecy
Systems), which outlined a mathematical analysis of communica-
tions systems. These ideas were expanded and made public in 1949
when Shannon published his book, written in collaboration with
mathematician Warren Weaver, entitled A Mathematical Theory of
Communication," which built on the work of other researchers at
Bell Labs, including Harry Nyquist and R.V.L. Hartley. In this
canonical work Shannon developed a linear schema of the commu-
nication process consisting of the following elements: the source of
a message; the device that encodes the message for transmission; the
channel along which the message is sent; the device that decodes the
message; and the message’s destination. In the case of a telephone
call these elements would be represented by the person speaking

into the phone; the telephone itself; the cable that transmits the
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message; the telephone at the other end; and the person listening.

One of Shannon’s key steps was to separate the technical prob-
lems of delivering a message from any consideration of its semantic
content. This enabled engineers to concentrate on the message
delivery system itself. Shannon’s concerns were how to find the
most efficient way of encoding what he called information in a
particular coding system in a noiseless environment and how to deal
with the problem of noise when it occurred. ‘Noise’ was Shannon’s
term for the elements of a signal that are extraneous to the message
being transmitted. He adopted the term ‘entropy’ from thermo-
dynamics to refer to the measure of a communication system’s
efficiency in transmitting a signal, which was computed on the basis
of the statistical properties of the message source. Through these
means Shannon developed a successful general theory for mathe-
matically calculating the efficiency of a communications system
that was applicable to both analogue and digital systems.

After the War Shannon’s theory was of great use in the burgeon-
ing development of binary digital computers, in the expansion and
technological advance of telecommunications, telegraphy, radio,
and television, as well as in servo-mechanical devices using feed-
back signals, and in computers, for which his emphasis on binary
logic made the application of his ideas particularly appropriate.
The concept of redundancy was of great help in building efficient
communications systems intended to operate in ‘noisy’ conditions,
using ‘redundant check bits), elements of data designed to enable
double-checking of message transmission. For engineers he pre-
sented an abstract model for the successful technical transmission
and reception of information. Shannon was reluctant to use the
word information in his paper, knowing that it would cause confu-
sion about the purely technical nature and potential applications
of his ideas. His reluctance was justified as Information Theory
began to be applied in areas outside electrical engineering, including

cognition, biology, linguistics, psychology, economics and physics.

The Cybernetic Era 53



These different disciplines sought to apply Shannon’s model of
communication, with its concepts of entropy, redundancy and noise
to their own, less technical fields. Shannon himself did not care for
these kinds of applications, and wrote papers explaining the techni-
cal nature of his ideas. Nevertheless it is from Shannon’s concept of
information that we owe the idea of information technology and
by extension the information society it helped to bring about.

No such scruples were entertained by Norbert Wiener, one of the
principle developers of Cybernetics, which he intended to be under-
stood as a general theory of, as the subtitle of his book on the subject
has it, ‘control and communication in the animal and machine’
with particular concern for issues of feedback and self-regulation.
Cybernetics incorporated a great deal of thinking about informa-
tion, in much the same terms as those Shannon had proposed, as
well as elements from a number of other disciplines and areas of
interest. During the War Wiener had worked at Bell Laboratories
on an electronic gun-sight system, which would compute and
predict the path of an enemy plane, thus allowing the gun to be
aimed at a probable future location. Wiener’s research into concepts
of self-regulation as well as other work investigating the random
behaviour of particles, called Brownian motion, led him to propose
a statistical solution to predicting the plane’s path. Like Shannon
he recognized that information was bound up with uncertainty. A
message is made up of a series of individual elements that make no
sense in themselves. Until a message is completed its meaning is
uncertain. Only as the sequence unfolds is its meaning made pro-
gressively clearer. At any one point along the sequence there is
a range of possibilities for what might come next, ranging from
the probable to the improbable (though not the impossible; any
message that violates the basis of communication, by for example
being nonsense, cannot convey any information). Wiener thus de-
veloped a statistical method for estimating the most probable path

taken by a plane, though whether his ideas were actually successful
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in enabling more efficient air defence is difficult to ascertain.

Some of the most important concepts for Cybernetics were devel-
oped in the so-called Macy Conferences, which were initiated in 1942
with a seminar called the Cerebral Inhibition Meeting, held at the
Institute for Advanced Study at Princeton. Organized by the Josiah
Macy Jr Foundation’s medical director Frank Fremont-Smith, the
seminar brought together mathematicians, physiologists and engi-
neers, to discuss the work that Wiener and others were developing
and how it might be applied to different disciplines. Among those
participating by invitation were Warren McCulloch, the anthropol-
ogists Margaret Mead and Gregory Bateson, psychologist Lawrence
K. Frank, and psychoanalyst Lawrence Kubie. One of the immediate
results of the seminar was a paper, published in 1943 by Wiener
and Arturo Rosenblueth, with the help of Julian Bigelow, entitled
‘Behaviour, Purpose, and Teleology,> which enframed the ideas
of negative feedback and teleological behaviour that had been
developed in relation to self-regulating systems. The next year
McCulloch, along with the brilliant young mathematician Walter
Pitts, was to publish a paper entitled ‘Logical Calculus of Ideas
Immanent in Nervous Activity,® which suggested that the workings
of the brain could be modelled in terms of a network of logical
operations. This paper was extremely influential both in presenting
a model for understanding the operations of the brain, and in
modelling the operations of machines in terms of mental processes.

The seminar was successful enough to attract funding for a series
of conferences from the Josiah Macy Foundation. These ran from
1946 to 1954 and generated a great deal of interest and excitement.
Among those attending the first conference was John von Neumann,
who was able to bring to the conferences his experiences with digital
technology, while applying the formalist ideas of McCulloch and
Pitts to his understanding of such machinery. In 1944 von Neumann,
along with Wiener, McCulloch, Pitts and Howard Aiken, designer

of the Harvard Mk 1 electromechanical computer, had formed the
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Teleological Society, to examine ‘communication engineering, the
engineering of control devices, the mathematics of time series in
statistics, and the communication and control aspects of the nervous
system’* From the very beginning the Macy Conferences were
concerned as much with machinic as with biological systems. Von
Neumann was also able to engage his interest in game theory, which
enabled the application of methods of mathematical modelling of
various phenomena to society in general. In 1944, von Neumann, in
collaboration with his colleague at Princeton, the economist Oscar
Morgenstern, published a book Theory of Games and Economic
Behaviour,> which proposed the use of such mathematical models
for economic processes. The principles of this idea were easily con-
flated with those of the other researchers in formalizing different
kinds of behaviour.

The most well-known expressions of the ideas discussed in the
Macy Conferences were the two books written by Norbert Wiener,
which sought to define the new science of self-regulating systems
of all sorts. In 1948 he published Cybernetics or Control and Com-
munication in the Animal World® and in 1950 The Human Use of
Human Beings.” In these books Wiener formulated the idea of infor-
mation and feedback as the bases of a paradigm for understanding
biological, machinic and social processes. Wiener’s conception of
Cybernetics was highly influential both for scientific and humanis-
tic disciplines. Wiener took the term Cybernetics from the ancient
Greek kybernetikos, meaning ‘good at steering’ or ‘helmsman’ In this
he was, without his knowing, anticipated by the nineteenth century
French physicist André-Marie Ampere, who suggested the term
for the study of the control of government. Wiener was, however,
aware of the use of the cognate term ‘Governor’ in the same century
to describe self-regulating machines, such as that developed by Watt
for his steam engines, mentioned in the last chapter.

The near-simultaneous development of Cybernetics and Inform-

ation Theory also encouraged the emergence of other similar ideas.
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Before the War the biologist Ludwig von Bertalanffy found that
the conventional closed-model system of science was inadequate to
account for an organism’s relation with its environment. In response
he developed an open-system model that allowed for the flow of
inputs and outputs with the environment. From these beginnings
von Bertalanffy developed the notion of a General Systems Theory,
which conflated physics and thermodynamics. His ideas were further
supported by the work in physics by Ilya Prigogine. In 1954 von
Bertalanffy, along with the mathematician A. Rapaport, the biologist
W. Ross Ashby, the biophysicist N. Rashevsky and the economist
Kenneth Boulding, started the Society for General Systems Research,
which applied the ideas first formulated by von Bertalanfty in
biology in the 1930s and ’40s to other areas. The yearbook produced
annually by the society from 1954 onwards was an influential
document particularly for those wishing to apply cybernetic and
systems ideas to industrial manufacturing and social systems.

At the same time as Cybernetics and Information Theory were
presenting new ways of thinking about communication and feed-
back, similar ideas were being applied to areas such as Molecular
Biology and research into consciousness and intelligence. In 1942,
while in exile in Dublin, the physicist Erwin Schrodinger gave a
series of lectures entitled ‘What is Life?’® In these talks he explored
what enables living systems to resist the effects of entropy in their
lifetimes and in the persistence of hereditary traits. His solution was
that chromosomes contained what he described as the ‘code-script,
or in other words the information needed to develop the living
systems of which they are part. Shrédinger’s ideas were influential
in a number of areas. For example they informed the post-war work
of Claude Shannon in developing Information Theory, described
above. But their force was felt most strongly in research into
heredity. Though peripheral to the scientific work undertaken since
the nineteenth century in the development of genetics as a scientific

discipline, the notion that hereditary traits can be described in terms
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of information was instrumental in enabling James Watson and
Francis Crick to unravel the structure of DNA and later helped
researchers to understand the information-like nature of its oper-
ations. The pervasive influence of the information paradigm on
such research has become more evident recently with the wide-
spread use of computers to ‘map’ the structure of DNA in ventures
such as the Human Genome Project.’

Computers meanwhile were contributing to the development of
new understandings of consciousness and intelligence. Alan Turing’s
experience with calculating machines during the War led him to
some radical conclusions later. In 1948 he composed a report for the
British National Physical Laboratory on ‘Intelligent Machinery’. In
1950 he published an article in Mind entitled ‘Computing Machinery
and Intelligence’’® In it he suggested that in the foreseeable future
computers would be recognizably intelligent. He proposed a test,
which would ascertain whether a computer had in fact achieved
such intelligence. This, the so-called ‘Turing Test), involved some-
body communicating via a teletype machine with an invisible corre-
spondent, who might be either a human or computer. He or she had,
by asking questions, to determine which one he was communicating
with. If the computer could fool its correspondent into believing
it was human, then it might be considered intelligent. To some
extent this resonated with the work of various researchers who had
begun to think of modelling the brain’s operation in logical and
formalistic terms. The work of McCulloch and Pitts in the mid-
1940s mentioned above was an early example of this. In the late ’40s
Donald Hebb, in his book The Organisation of Behaviour," proposed
that the brain could be thought of in terms of a complex set of asso-
ciations without centralized control. But the emphasis in attempting
to understand such mental processes started to shift from a bio-
logical, embedded paradigm to one emphasising the disembodied
logical processes of the mind, which resonated with the potential

capabilities of the digital technology then being developed.
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Turing’s idea constitutes the conceptual basis of what later became
known as Artificial Intelligence or Al. Some of the first practical Al
work came out of research concerning air defence. Between 1950
and 1951 Alan Newell, a mathematician from Princeton, was running
a project at the McChord Field Air Defense Direction Center
in Tacoma, Washington. It concerned simulating radar patterns in
order to develop an understanding of man-machine interface issues.
In order to undertake the simulation the project used an IBM
card-programmed calculator. The use of a computer-like device to
simulate data inspired Newell to think of computers as possibly
being machines for the manipulation of symbols. Herbert Simon
from the Carnegie Institute of Technology found the McChord Field
work interesting for the same reasons. Newell and Simon, along with
Rand Programmer J. C. Shaw, collaborated on building a program
to prove logical theorems, the Newell-Simon-Shaw Logic Theorist,
which was completed in 1952. This was arguably the first A program,
avant la lettre, since the term Artificial Intelligence had not then
been invented.

The term actually came into existence in 1956. It was then that a
mathematician at Dartmouth, John McCarthy, organized a confer-
ence, ‘The Summer Research Project on Artificial Intelligence’
Now referred to as the ‘Dartmouth Conference), this is regarded as
the beginnings of Al, as well as the point where it gained the name
by which it is now known. Among those participating in the con-
ference were Claude Shannon and Marvin Minsky, the latter now
recognized as one of the principle theorists of Al The conference
represented a decisive shift from embodied, cybernetic models of
machine thought, to disembodied, logical, formalized systems. It
was also notable for the great confidence that the early Al researchers
had in its possibilities. Following the conference Newell and Simon
predicted that a computer would be world chess champion; that a
computer would compose aesthetically valuable music; a computer

would discover and prove an important unknown mathematical
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theorem; and that most psychological theories would take the form
of computer programs. The last prediction in particular demon-
strates the degree to which AI was beginning to influence and affect
the understanding of mental processes.

At the same time, though in a different context, Structuralism,
which emerged in France in the 1940s and ’s50s, presented a power-
ful framework, developed ultimately out of the work of linguist
Ferdinand de Saussure, in which different phenomena could be
formalized and presented in abstract terms. Among Saussure’s
important moves was a turn away from the ‘diachronic’ study of a
language in terms of its historical development, which had character-
ized linguistics in the nineteenth century, towards the ‘synchronic’
study of a language at a particular moment in time.”> Saussure also
separated the sign into two components, the signifier, which is
acoustic, and the signified, which is conceptual.® For Saussure
the sign itself is arbitrary,"* and meaning is found in language in the
differences between signs, not in any positive terms." Saussure’s
ideas came to be considered under the title ‘structural linguistics’.
Saussure separated the signifier from the signified, and showed
how the sound of the signified bears no innate relation to what it
signifies, but he did not pursue this idea to more radical conclusions,
insisting on the connectedness of the signifier and the signified.'®
Nevertheless he showed that language cannot claim any one-to-one
relation to what it represents, and must, instead, be considered
a code. Saussure suggested that his principles could be applied to a
general theory of signs, which he called ‘semiology’.

The beginning of modern Structuralism resulted from the
meeting of the French anthropologist Claude Lévi-Strauss and the
Russian linguist and literary theorist Roman Jakobson, while both
were in exile in New York during the Second World War. Before
the War Jakobson and the so-called Prague School had applied
Saussure’s ideas to literary theory. Lévi-Strauss attended lectures

given by Jakobson in 1942 on sound and meaning, and Jakobson in
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turn attended Lévi-Strauss’s talks on kinship. It was with Jakobson’s
encouragement that Lévi-Strauss started the work that would
become Elementary Structures of Kinship.”” What Lévi-Strauss found
particularly interesting was Jakobson’s use of Saussure’s ideas in a
different discipline. In the 1920s, along with Nicolai Trubetzskoy,
Wilém Mathesius, and others, Jakobson had founded the Linguis-
tic Circle of Prague, dedicated to the study of poetic language using
the structuralist paradigm of Saussure. Lévi-Strauss realized that
such an approach would be fruitful for anthropology. By studying
structure separate from content in the manner of Saussure’s linguis-
tics, anthropology could become both scientifically rigorous and
avoid the racism prevalent in pre-war anthropology, which was
dominated by the natural sciences.

The influence of Lévi-Strauss’s rethinking of anthropology was
immense. It seemed to offer new frameworks of thinking that
avoided, among other things, the compromised phenomenological
approach of Jean-Paul Sartre. It was quickly adopted and adapted
by those working in other disciplines, in particular psychoanalysis,
by Jacques Lacan; cultural and literary analysis, by Roland Barthes;
political theory, by Louis Althusser and history, by Michel Foucault
(though he always strenuously denied being a Structuralist). Other
inflections of Structuralism were developed by the psychologist
Jean Piaget, who retained an interest in the development of ideas,
and thus rejected the concentration on synchronic structures that
characterized the Saussurean model. Structuralism emerged in a
very different context to Cybernetics, General Systems Theory,
Molecular Biology, Artificial Intelligence and Information Theory.
The latter were largely the product of Britain and the United States,
and reflected current techno-scientific concerns. Structuralism was
both a Continental European development and one that took
place largely within the social sciences. Furthermore it inherited
much of the anti-humanist approach that animated Marxism and

Freudian psychoanalysis, two of its forebears. The other information
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discourses by contrast were largely embedded in a liberal-humanist
enlightenment tradition. Nevertheless there were both similarities
and connections between Structuralism and the other discourses.
All were concerned with systems or structures of relations and
connections that could be examined without reference to the
particular embodied circumstances of the phenomena concerned.
Thus such study could also be put on a rigorously scientific basis.
They also all used mathematics and algebra both as tools and as
exemplary paradigms of formal analysis. In particular the Semiotic
Structuralism promoted by Algirdas Julien Greimas at the beginning
of the 1960s attempted to construct a version of structuralist analy-
sis that could claim the same rigour as mathematics.' There was also
a certain amount of exchange between Structuralism and the other
discourses. Jacques Lacan invoked many of Shannon’s insights into
the process of communication,” and also devoted part of one of his
famous seminars to the relationship between psychoanalysis and
Cybernetics,?® while Piaget and Lévi-Strauss both engaged in cyber-
netic models of the processes they were interested in. There was
less traffic the other way, though in the early ’s0s Roman Jakobson
worked in the Research Laboratory of Electronics at MIT alongside
many of the main proponents of Cybernetics and Information
Theory, as well as the linguists Noam Chomsky and Morris Halle.

CYBERNETICS, COMPUTING AND THE COLD WAR

The Second World War that had presented the catalyst for both the
invention of the modern computer and for the development of the
various discourses described above. But the pressures of the post-
war era presented the context in which both the technology and
the discourses were shaped, sustained and developed. International
political tensions presented a set of problems for which computing
and cognate ideas such as Cybernetics offered potential solutions.

Much as nineteenth- and early-twentieth-century capitalism offered
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the framework for the invention of the modern computer, the
Cold War was largely responsible for how it developed and how it
was used. The way in which we use and think about computers, as
media and communications devices, rather than simply complex
calculators, is a result of these Cold War developments.

At the end of the War, as the most powerful and prosperous of
the Allied victors, the United States assumed the leadership of the
‘Free World’. The assumption of this hegemonic role was part of a
realignment of world power along new divisions with the United
States and its allies on one side and the ussr and its Communist
allies on the other. Accompanying this realignment was a perception
that the ussr represented not just an ideological opposition, which
might wish covertly to undermine the United States, but a direct
military threat. This perception had started to emerge before the
War had ended. By 1947 it had taken hold, and constituted a central
element in American foreign policy. This was not entirely without
justification, inasmuch as Stalin had shown himself to be both a
brutal dictator, and possessed of military ambitions, as his grip on
Eastern Europe seemed to demonstrate. But the ussr had suffered
particularly in the recently ended War and was probably not, at
that time, in a position to threaten the United States. It is true that
Stalin made no secret of his intentions to build up Soviet offensive
capabilities, though the ussr did not actually explode an atomic
bomb until 1949. But, in hindsight, even Soviet military ambitions
could be interpreted as defensive in intention, rather than offensive.
As a country that had been invaded in both 1914 and 1941, with
devastating consequences, the Russians had cause to feel the need
for secure defences. That the ussr did turn out to be the threat
the United States believed it to be, may be a classic case of a self-
fulfilling prophecy. The United States created the idea of the Ussr
as a threat so effectively that it had to become one.

Whether the American perception of the Soviet threat was actu-

ally justified, then or later, is of less consequence than how it affected
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Us strategy. Since Pearl Harbour the United States had developed a
particular sensitivity to the threat of unprovoked attacks for which
they might not be prepared. Such a threat was, of course, far more
potent in the light of the devastating nature of the new weaponry,
both in terms of the distance it could cover and its destructive
capabilities. It also precluded any kind of direct confrontation with
the ussr, which could all too easily lead to global destruction.
The United States also developed a strategy of containment, which
meant both containing the ‘free world’ from the communist threat,
and containing the communist powers within their own borders.
This strategy, which Paul Edwards describes as a ‘closed world
discourse}* meant placing itself on a permanent war footing, and
entailed the maintenance of a large standing army, massive invest-
ment in weaponry and the development of weapons research. This
in turn had a positive knock-on effect on the economy as the
‘military-industrial’ complex provided large numbers of civilian
jobs, and a great deal of investment.

It was the resulting ‘Cold War’ and its exigencies that provided
much of the support for research into computing and information
technologies, as well as ideas such as Cybernetics and other systems
theories. Computers were crucial in offering a solution to one of
the great paradoxes of the Cold War. In the context of nuclear
weapons, actual confrontation was not possible. But its impossibility
was underpinned by both sides being willing to think it possible,
and prepare for it. The doctrine of ‘mutually assured destruction’ or
MAD as it was appropriately named, proclaimed that, so long as
both sides knew the other was ready and able to respond in kind,
then it would be suicidal to make any kind of pre-emptive attack.
But for this strategy to be effective, each side had to be convinced,
and be able to convince the other that they were not just willing, but
able to retaliate. The problem was that there was no way to properly
test this ability, other than by undertaking the very act that the whole

arrangement was supposed to prevent. The computer offered a way
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out of this paradox by giving military planners the means to make
simulations of possible scenarios, which could then stand in for
actual situations.

Cybernetics was of great interest to the American military not
just in terms of modelling scenarios, but also in looking at ways of
automating warfare. In particular they were interested in the integra-
tion of humans and machines as a way of making the operations of
war more efficient and foolproof. Thus much of the research into
the possibilities of cybernetic systems was funded by the military,
and was aimed at military applications. Indeed, as Edwards points
out, Cybernetics became the model for military command in the
Cold War.>* In such arrangements soldiers are merely necessary,
though risky, human elements in larger cybernetic systems. It was
this interest in such systems that led the military to be the major
customer for computers, as well as the principal architect of their
development. This happened directly through military-funded pro-
jects such as Whirlwind, the computer technology underpinning
the SAGE Early Warning System (illus. 17), developed under the
guidance of Jay Forrester, one of the main proponents of cyber-
netic thinking. This has been described as ‘the single most important
computer project of the post-war decade’? and involved the devel-
opment of extremely powerful and reliable computers, incorp-
orating many innovative technologies. Though immensely costly
and complex to construct, SAGE was fully operational by 1961.
From start to finish it had taken sixteen years to develop and had
cost over a billion dollars. It had also commanded the active collabo-
ration of many of the major commercial computer companies,
including IBM.

As a solution to the problems of air defence SAGE was almost
completely useless. By the time it was finished it was obsolete as a
technology, having been superseded by technologies such as transis-
tors and integrated circuits. In fact it may have never been effective

as an air defence technology, at least as far as automatic response and
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17 View of the SAGE Air Surveillance Room — Direction Center, 1960s.

control were concerned. It was an unreliable and flawed system,
which did not perform well in tests. Edwards suggests that its
military shortcomings were well known to those involved, and it
may never have been intended to be of any practical use. He points
to the decision to place SAGE control centres above ground, and
thus vulnerable to attack, as demonstrative of the us Air Force’s
secret intention always to be first to use nuclear weapons.>* But, as
a symbolic defence SAGE worked well in creating the impression for
the public of a powerful and reliable air defence system.” The
technological developments it helped engender also contributed to
commercial computer systems such as IBM’s System/360 (their first
attempt to build a complete suite of compatible computer systems),
the airline ticket booking system SABRE, and an airforce-funded
attempt to automate the complex work of machine tool operators.

These projects aside, Whirlwind and SAGE are important for a
number of more abstract reasons. Apart from demonstrating the
importance the military attached to computer development, it also
represented a decisive shift in military thinking from analogue,
electromechanical machines to electronic, digital systems. This in
turn encouraged an understanding of the computer as more than
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simply the calculating element in control systems. Instead it became
understood as a more general symbolic machine, concerned with
the interactive manipulation of information. In practical terms the
work on Whirlwind and SAGE entailed the development of many
technologies that later became standard parts of modern comput-
ing. Indeed Whirlwind and SAGE can be said to have determined
much of the structure both technically and conceptually of con-
temporary digital technology. Among specific technologies it made
possible or helped develop were magnetic memory, video displays,
effective computer languages, graphic display techniques, simula-
tion techniques, analogue-to-digital and digital-to-analogue con-
version techniques, multiprocessing, and networking.

In particular the SAGE/Whirlwind project was crucial in the
development of ‘real-time’ computing in which messages could
be responded to almost immediately. This was an extraordinary
advance compared to the batch-processing model most commonly
employed in computing at the time, which still used the punched
card technology first developed at the beginning of the nineteenth
century. ‘Real time’ computing was clearly a fundamental require-
ment for any use of computing in the hair-trigger matter of nuclear
defence. It also necessitated rethinking not just the technology but
also the whole way in which computers were used and understood.
It was these kinds of issues and concerns that led to the formation
of ARPA, the Advanced Research Projects Agency (later known as
DARPA, the Defense Advanced Research Projects Agency). This was
abody set up in 1958 by the Eisenhower administration as a response
to Sputnik, and the Soviet scientific advance that represented.>® As
a government agency ARPA was unusual, in that it had a broad
mandate, and almost no accountability. It was thus able to support
high-risk projects over a long time. Partly through the gift from
the Director of Defense Research and Engineering of a powerful
computer built as backup for SAGE, which was surplus to require-

ments, ARPA became involved in researching military applications
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of information processing, and in 1962, the Information Processing
Techniques Office (IPTO) was formed under the leadership of
J.C.R. Licklider.

One of Licklider’s concerns was what he called, in a 1960 paper,
‘man-computer symbiosis.”? This involved finding ways of inte-
grating the machine with human operators that went beyond the
automation model. It involved work not just in AL but also on time-
sharing, interactive computing and networking. In the late ’50s John
McCarthy, one of the pioneers of Artificial Intelligence, developed
the concept of time-sharing. This involved the computer dealing
with the work of many users at once by cycling through sections
of each user’s processes very rapidly. By allotting an infinitesimal
amount of time to each task in succession, users could be given the
impression that they alone had control of the computer. Time-
sharing had a number of important effects on computing, not just
in practical technological terms, but also in how it was understood
and interacted with. The user now interacted with the computer
in terms of a private personal engagement. He or she was given
the sense of the machine actually being his or hers personally.
This represented a decisive shift in computing, towards a model of
one-to-one engagement. Time-sharing required the development
of other technologies such as graphic displays, such as the General
Purpose Graphics Display System, in effect a graphical user interface
which used symbols, thus anticipating the graphical user interface
systems employed by Apple and Microsoft several decades later.

Licklider also discovered and funded the work of Ivan Sutherland,
who succeeded Licklider as director of IPTO, and who had been a
PhD student of Claude Shannon’s while at Lincoln Laboratory.
Lincoln Laboratory was top-secret facility connected to MIT and
responsible for much of the work on SAGE. For part of his PhD
Sutherland employed technology developed at Lincoln, such as
cathode ray displays and light pens, and, in 1962, built ‘Sketchpad’

(illus. 18), an interactive graphics program whose influence was
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immense. It allowed the user to draw straight onto the screen, and
to manipulate what had been drawn. This was made possible by
storing the images as data in the computer’s memory. This meant
that they could be manipulated as mathematical data. Sketchpad
showed that the computer could be used as a visual medium. But
it also introduced the idea of the virtual image or object, which
have quasi-real existences. Sketchpad constituted the beginnings
of, among other things, computer graphics and virtual reality.
Sutherland went on to develop technologies specifically designed for
virtual reality, including headsets.

The idea of the computer as a visual tool encouraged Douglas
Engelbart, another researcher whose work Licklider and IPTO
funded. Engelbart had been inspired by an influential article by the
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scientist and pioneer of the scientific calculating machine Vannevar
Bush. Published in the Atlantic Monthly in 1945, when Bush was
acting as a special scientific advisor to President Roosevelt, ‘As
We May Think’® proposed a solution to the increasing demands
of information retrieval in the form of a device called ‘Memex.
This would allow the operator to input text, drawings and notes
through a dry photocopier or through head-mounted stereo camera

spectacles. This information could be stored in a microfiche filing
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system. Several files could be displayed at a time, and a simple code
would store linked or related files. Though Bush’s concept of the
Memex system was in terms of the photo-mechanical technologies
then available, he anticipated much of the technology that would
later be realized in multimedia and graphical computing. As well as
the above ideas, Bush also encompassed data compression, infor-
mation exchange with other users and voice recognition. Most
importantly Bush introduced the notion of ‘associative indexing)
enabling the user to make trails through the mass of information
and record those trails, which can be followed and annotated by
other users. It is this capacity in particular that would later come to
characterize the areas known as hypermedia and multimedia. Bush’s
ideas were a crucial influence on a generation of computer scientists
and thinkers, pre-eminent among them Engelbart, Theodor (Ted)
Nelson and Alan Kay. Engelbart had read ‘As We May Think’ while
serving in the us Army as a radar technician. This, along with his
army experience, enabled him to come to a radical understanding
of the potential of computers. After the War he was employed as
an electrical engineer at Stanford Research Institute, where ARPA
funding enabled him to found his Augmentation Research Center
(ARC) (illus. 19). ARC was dedicated to researching how computers
might be used to augment human intelligence. In its twelve years of
existence ARC developed many, if not most, of the techniques we
now take for granted in computing. These included word process-
ing, cutting and pasting, separate windows, hypertext (where it is
possible to jump from one document to another), multimedia,
outline processing, computer conferencing, and even the mouse.

Perhaps the most well known contribution of ARPA to the devel-
opment of computing is its role in the formation of the Internet,
the set of interconnections between computers that now encom-
passes the world. The idea of establishing such a network had been a
concern of Licklider’s for some time, and in his 1960 ‘Man-Computer

Symbiosis’ paper he described a system of linked computers.
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Soon after, in 1962, Paul Baran, of the defence think-tank RAND
Corporation, wrote a paper concerning strategies for maintaining
communications in event of a nuclear war. In ‘On Distributed Com-
munications’® he proposed that a communications system should
be set up without any centre. Instead a network should be set up
composed of equal nodes, so that should any part be destroyed,
messages could continue to flow along other routes (illus. 20). In
the ’60s work was done at RAND, MIT and UCLA looking at the
feasibility of building such a communications system using com-
puters, and incorporating the idea of ‘packet switching’ — sending
computer data in small chunks to be reassembled at their destina-
tion. (This was an idea developed separately by Baran and an English
scientist, Donald Davies, who also coined the term ‘packet switch-
ing’) Contrary to legend, the Internet was not developed because
of Baran’s paper, and thus was not directly conceived as a response
to the dangers of nuclear attack. Nevertheless his idea of packet
switching solved many of the logistical problems of complex net-
works. IPTO and ARPA were very interested in Baran’s ideas, and
had under-taken or sponsored much relevant research. In 1967 they
decided to fund a project to develop such a network on a large
scale. In Autumn, 1969, four computers, known as Interface Message
Processors (IMPs), in UCLA, Stanford, University of California,
Santa Barbara and the University of Utah were linked (illus. 21). This
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20 Paul Baran’s diagram of centralized, decentralized and distributed networks,
reproduced from his famous RAND paper ‘On Distributed Communication’, 1964.

small network, named ARPANET, was the basis of the future
Internet.

In 1970, soon after the implementation of the ARPANET, the
Mansfield Amendment to military procurement authorization was
passed by the us Congress, partly as a response to Vietnam. In effect
this limited Defense Department support for research, through
bodies such as ARPA, to projects directly related to defence. This
meant that the ‘pure’ research initiatives into computer applications,
such as those described above, could no longer be funded. ARPA
later returned to similar kinds of research, particularly in relation
to the Strategic Defense Initiative, the SDI, otherwise known as
‘Star Wars), the Reagan-administration project to build a defensive
shield of rapid missile response to nuclear attack around the us,
a plan as ideologically potent and practically useless as SAGE.
Elsewhere, the immediate effect of the Mansfield Amendment
was dramatic, at least as far as computer research was concerned.
DOD computer research funding dropped to nothing, and was
not made up adequately from elsewhere in the government. One
result of this was that many of the brightest researchers from
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defence-funded departments gravitated towards the possibilities
offered by commercial research, for example in the Xerox Palo Alto
Research Center. The Mansfield Amendment represented the end

of a golden era of government-funded computer research.

21 Hand-drawn map of ARPANET THE ARPA NETWORK
(the predecessor of the Internet) in
1969, showing the first four nodes. L
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CYBERNETICS AND COMPUTING IN CIVILIAN LIFE

The above might suggest that research into and use of Cybernetics
and computing was entirely the preserve of the government and
the military. But while it is true that much of the research into
computing did, at first, take place either in military or government
establishments by virtue of funding from such bodies, the methods
of organization suggested by Cybernetics and made possible by
computers soon migrated from the military to civilian life. Such
discourses of control were congenial to those involved with ratio-
nalizing industrial manufacture. Frederick Taylor and others had
already developed powerful principles for the rationalization of the
labour process at the beginning of the century, followed by auto-
mation and mechanical control, introduced after the First World
War, in particular by Henry Ford in the car industry. In the period
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between the wars ‘technocratic’ ideas were also developed which
saw science and technology as the solution to various social and
political issues. The Second World War greatly advanced the devel-
opment of systems of production, organization and deployment
and also produced a glut of experienced, enthusiastic engineers
who were looking for places in which to exploit their new skills
and understandings. This led to the wide use of systems approaches
to production in all areas of industry. This was manifested in
Cybernetics-influenced techniques and theories of ‘systems analysis’.
With these anything could be analysed as a ‘component” within a
larger ‘system’. Such techniques could be and were applied equally
to machinery, military strategy, industrial organization, business
planning, urban planning and even government.

The close relationship between computing, military planning
and business is made evident in the post-war period. At almost
exactly the same period as Jay Forrester, architect of the Whirlwind
computer system, the basis of SAGE, left the military to become a
professor at the Sloan School of Management at MIT, the President
of Ford, Robert McNamara, was appointed President Kennedy’s
Secretary of Defense. McNamara had originally been a professor at
the Harvard Business School. During the War he had applied his
business skills to Operations Research problems, in particular the
logistics of bombing. After the War he and others involved in such
work had applied their experiences to industrial manufacturing at
Ford, eventually leading to his assumption of the Ford presidency. In
a sense McNamara’s career exemplifies the close relation between
computing, business and military strategy. Under the aegis of the
technocratic, cybernetic culture of Cold War America, such a fit
would not seem unusual. Yet McNamara’s attempts to apply rational
cybernetic solutions to the Vietnam War were disastrous. Nor were
the applications of cybernetic ideas in their Cold War form to indus-
try and the economy adequate to predict or deal with the immense

disruptions of the 1970s and ’8os.
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The post-war period also saw the start of the commercial com-
puter industry. Initially its customers were, unsurprisingly, the
government and the military. The first computers were vast assem-
blages, occupying whole rooms, weighing sometimes hundreds of
tons, and costing hundreds of thousands of dollars. They were also
hard to use and prone to breakdown. Furthermore it was hard to see
what uses such machines might have beyond specialized scientific
applications. Therefore most, though not all, of the computing
machines produced after the War were intended either for military
or governmental administrative use, while only a few were meant for
business ends, mostly to do with accounting. In general such
machines were thought of as large, clever calculators. That they
might be put to uses other than crunching numbers was not yet
obvious. There was a general perception immediately after the War
that there was never going to be a large market for such machines.*

Nevertheless the end of the War saw the beginnings of such
a market. In Britain Ferranti developed the Manchester Mk 1 as
a commercial computer, while the catering firm J. Lyons & Co.
commissioned the Lyons Electronic Organizer, or LEO (illus. 22),
from the designers of an early experimental machine in Cambridge,
to help with their inventories and distribution, and which they sub-
sequently marketed as one of the first business computers. Despite
these and other developments the post-war computer industry in
Britain did not prosper, while it barely existed in Continental
Europe. According to Kenneth Flamm this was because of a failure
of the British and other European governments to make adequate
funds available to support research and development in the elec-
tronics, and a reluctance to see how such technology might find
military and governmental applications.* Across the Atlantic the
situation was very different. The War, which had left European
economies and infrastructures devastated, had, through military
build up and spending catapulted the United States out of its pre-

war economic depression, and to the brink of the longest economic
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company, 1950s.

boom period yet experienced. These circumstances were congenial
to the development of a powerful computer industry, particular with
the large amounts of Cold-War military investment available for
research and development. Involvement with such funded research
led Presper Eckert and John Mauchly to leave the Moore School of
Electrical Engineering, and start up the first American computer
company, responsible for producing UNIVAC, the first computer
to achieve a high public profile. Such funding was also crucial in
persuading companies such as IBM, already the leader in office
technology, to enter the computer market and in allowing them
to develop complex technological solutions outside the short-term
demands of the market. The entry of IBM into the computer market
in the 1950s confirmed that one of the principal uses of computers
would be as business machines, a fact already suggested by the
takeover of Eckert and Mauchly’s company by Remington Rand,
the company originally responsible for mass-producing the type-
writer in the nineteenth century. The rise of IBM as a computer
manufacturer is well documented. Though a comparative late-
comer, IBM used its considerable experience in branding, selling
and research and development to dominate the computing industry.
This dominance was such that, in the ’60s, it was characteristic to
refer to the relation of IBM and its competitors as that of ‘Snow

White and the seven dwarfs) reflecting the comparative size of the
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other firms. (When two of the ‘dwarfs, RCA and General Electric,
left the computer business in the late *60s this was amended to ‘TBM
and the BUNCH, with the latter acronym standing for Burroughs,
Univac, NCR, Control Data and Honeywell.) IBM took full advan-
tage of government and military funded projects to further its
own research into computing, starting with the Defense Calculator,
developed during the Korean War, which became the basis of its
first proper computer, the 701, and onto work done on the SAGE
early warning system, the National Security Agency’s STRETCH
system, and SABRE, the airline ticket system. Out of these projects
came the technological know-how necessary for the commercial
products by which the name IBM became almost synonymous with
corporate business.

The technology IBM developed, promoted and sold, with the
batch-processing, hierarchical style of computing that it encouraged,
mirrored the state-regulated balanced economy and social cohesion
of the post-war consensus. It is telling that IBM encouraged a mass-
production model of programming, rewarding high productivity in
terms of lines of code, rather than the elegant solutions to problems
preferred by the early ‘hackers, the computer devotees at MIT and
elsewhere, who became fascinated by the more radical possibilities
of digital technology. Nevertheless in the late ’50s, ’60s and into the
’7os, IBM was computing. It not only dominated computing sales
at this time, but also defined the image of the computer industry as
a corporate endeavour. With IBM computing was a multinational
business, the success of which was based on the highly organized and
regimented structure of the company, reinforced by the IBM sales-
men’s obligatory blue suits and white shirts, and their corporate song
sheets to be sung at IBM summer camp. This almost Maoist model of
collective corporate organization did not make IBM popular among
some people working in computing. For those with radical political
leanings IBM came to represent the exploitation of the idea of the

computer as a tool of corporate control with military connotations,
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which became increasingly untenable as the ’60s wore on. The use of
computers as control and communications systems in the Vietnam
War brought strongly to the fore the abusive and aggressive potential
uses of such technology.®

The late ’60s were a period of great upheaval and change, of which
the hostility to American involvement in Vietnam was one aspect.
It was also the beginning of a period of economic change, which
would bring to an end the post-war economic boom and with it the
combination of mass production, mass consumption and state
intervention and support that characterized that era. While it lasted
this post-war boom, supported partly by the permanent arms
economy of the Cold War, was immensely beneficial for the devel-
opment of computing. The post-war era also saw the emergence
of fields such as Cybernetics, Information Theory and Artificial
Intelligence, which presented scientific and philosophical contexts
for the technological developments described above. At the same
time those developments seemed to confirm the insights arising out
of such fields. This powerful concatenation of practice and theory,
driven by the paradoxical combination of optimism, prosperity and
nuclear terror, gave rise to a kind of heroic age of Cybernetics, in
which theories of self-regulation combined with new technologies
to give a sense of control and mastery in a complex world. Under
the aegis of government and military funded research enormous
advances were made in this area. In the 25 years from the end of
the War to 1970 computers went from vast, unwieldy and expensive
machines, requiring highly specialized knowledge to operate, to
something close to the machines we are now familiar with. This
was not just a quantitative change, but a qualitative one as well.
The development of real-time graphical computing and digital
networks, driven largely by the needs of the Cold War, transformed
computing entirely and laid the ground for future developments
such as the personal computer and the Internet and, by extension,
the future shape of digital culture.
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3. The Digital Avant-garde

ART AND CYBERNETICS

As the last chapter showed, the post-war era saw the development
not just of digital binary computers but a number of discourses
and ideas, which together would come to define and determine
our current digital culture. These included Cybernetics, Informa-
tion Theory, General Systems Theory, Structuralism and Artificial
Intelligence. Though the emergence of these various discourses
neither determined, nor were determined by, the invention of digital
technology, they shared many of the same concerns and would
become increasingly bound up with the ongoing development of
computing. Something similar can be seen in the arts. After the
War a number of artists and composers made work and developed
ideas that dealt with similar concerns, albeit expressed through very
different means. Among them were John Cage, Alan Kaprow, Ray
Johnson, members of Fluxus and others involved in Performance
and Mail Art, the Nouveau Réalistes, Isidore Isou and the Lettriste
movement, those involved with the experimental literature group
OulLiPo, and Kinetic and Cybernetic artists and theoreticians such
as Roy Ascott, David Medalla, Gordon Pask, Nicolas Schoffer and
Hans Haacke. The work these artists were doing reflected the
concerns of a world in which information and communications
technology and related concepts were becoming increasingly impor-

tant. This involved exploring questions of interactivity, multimedia,
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networking, telecommunications, information and abstraction, and
the use of combinatorial and generative techniques. Such work was
of great importance in relation to the post-war art scene and has
crucially determined not only the shape of current artistic practice
in relation to digital technology, but also the more general develop-
ment of digital media. But it is important to emphasize that much of
this work was often not primarily about technology in itself, either
as a means or a subject. To begin with at least, little, if any, of it was
made using computers or other similar technologies. It was not until
the late 1950s that computers began to be used to make images or
music, and even then this work was mostly undertaken in the spirit
of technical research rather than artistic creation. Only by the mid-
to-late 1960s did artists start to use technical objects, such as tele-
visions, in their work, and, by the end of the decade, to exploit the
possibilities of technologies such as video cameras and computers.

Perhaps the best way to think about the relationship between
such work and digital technology is that both were part of the
cybernetic culture alluded to above, in which questions of interac-
tivity, feedback, the relationship of organisms with their environ-
ment and the transmission and reception of information were of
paramount concern. The term Cybernetics is used in this instance
to include not just the eponymous theory of Norbert Wiener, but
also related discourses such as Information Theory and General
Systems Theory, all of which combined to present a powerful
paradigm for understanding and operating upon the world. The
development of technologies such as the computer, the spread
and increasing complexification of systems of communication, and
the more general context of a world locked in the potentially fatal
systemic stalemate of the Cold War all contributed to the widespread
interest in, and adoption of cybernetic thinking. The combination
of an increasingly ubiquitous and clamorous electronic mass media
and the threat of nuclear holocaust did much to promote a pressing

sense of the interconnected nature of things, and a concomitant
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sense of global fragility. As this chapter will show artists, as much
as engineers, scientists or politicians, pursued these interests, even
if they did not always explicitly invoke the theories by name. This
cybernetic culture is the direct predecessor of our current digital
culture, and the contribution it has made to the formation of that
culture owes as much to artists as to scientists and researchers.

JOHN CAGE, INTERACTIVITY AND MULTIMEDIA

It can be argued that the artist who has had the most profound
influence on our current digital culture is the composer John
Cage. Through his pioneering artistic practice in the ’50s and ’60s,
and through his influence on other practitioners and groups, he
fostered interest in a set of concerns that would later become central
to the development of digital media and media art. He directly
inspired musical movements such as Minimalism, which in its turn
had a crucial influence on digital music, as well as art movements
such as Fluxus, whose interest in media and telecommunications
presaged many current digital art concerns. In particular he opened
up space for the development of ideas about interactivity and multi-
media, which would not only have repercussions in the art world,
but would greatly influence those who, later, came to think about
the computer as a medium. This is not to suggest that Cage was, in
any sense, a computer artist, or that his work can only be understood
in relation to that of those practitioners who might be described
as such. In fact Cage’s early work does not involve computers at all,
and it is not until the 1960s that he started to use them as tools
for composition and performance. But in the 1950s he was respond-
ing to a similar set of issues and ideas to those that were beginning
to be rehearsed in relation to computers.

It may be of some relevance that, during the War, Cage’s father, an
engineer and inventor, worked on problems of radar detection. As
he had done before the War, Cage helped him in his research, which
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exempted him from the draft, thus enabling him to continue
his musical work, and presumably bringing him into contact, albeit
tangentially, with many of the technical issues that animated the
post-war ideas of Wiener, Shannon and others, who helped develop
not just digital and telecommunications technology, but also some
of the information discourses described in the last chapter. Though
there is no sense that Cage was explicitly interested in the same
technical problems as Wiener or Shannon, it is plausible that he was
reacting to some of the same concerns about communication and
information that informed the others. When he came into contact
with their work he evidently found it congenial to his own practice.
The publisher John Brockman recalls Cage discussing Wiener’s ideas
and those of Shannon and Weaver when he encountered him in
the mid-1960s, and it is possible that he came into contact with
them earlier.! In the context of the War and of the increased impor-
tance and availability of telecommunications such concerns were,
as suggested in the previous chapter, ubiquitous. Cage himself was
fascinated by communications technology as shown by his use of
radios and record players in compositions during the 1940s. Cage’s
exploitation of these technologies coincided with the emergence
in the late *40s of Musique Concrete, which used tape recordings
to produce montages of sound, which could be manipulated in
a number of ways, and which anticipates many elements of digital
musical practice. Among those involved with Musique Concrete
were the French composers Pierre Schaeffer and Pierre Henry and
the French-American composer Edgard Varese. A little later, in the
early ’50s, the German composer Karlheinz Stockhausen also started
experimenting with tape and electronically generated sound. Later
in that decade Max Matthews, an engineer at Bell Labs, produced
the first digitally generated music.

The influence of this musical experimentation was profound
and extended across both highbrow and popular forms. Cage,

Stockhausen and others later greatly influenced the more radical
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forms of popular music, exemplified by groups such as The Velvet
Underground and Kraftwerk. These groups in turn influenced devel-
opments such as Techno and other electronic dance music forms.
Thus the widespread practice of sampling and the concomitant sonic
experimentation to be found in much contemporary pop music may
be greatly facilitated by digital technology, but its roots are in the
cybernetic culture of the 1940s and 50s. Cage was also an important
influence on a later generation of composers, including Philip Glass,
Terry Riley, Steve Reich, and LaMonte Young, who took their princi-
pal inspiration from ‘Minimalist’ or, as it was sometimes also known,
‘ABC’ art, a movement derived from the methodologies of painters
such as Kasimir Malevich, whose work reduced visual expression
to its essential components. Donald Judd, Carl André and others
found in this approach a way of expressing their dissatisfaction
with Abstract Expressionism. Minimalism offered instead a form
of expression in which the personal and subjective was omitted and
in which the artwork referred to nothing but itself. It similarly
offered composers a way of creating music in a simple, literal style
that eschewed the complexity and sophistication of much contem-
porary work. Though Minimalism in both its visual and musical
forms does not refer overtly to questions of information and com-
munication, its use of the simplest possible elements and its interest
in combination and repetition is, arguably, a reflection of such issues.
Interestingly most of the Minimalist composers eschewed the use
of technology, at least to begin with, preferring to use as simple
means as possible. Nevertheless Minimalist music was to be a great
influence on various forms of electronic and computer-generated
music, both classical and popular.

Like the work of the Minimalist composers he influenced, Cage’s
work often engaged with the relation between the visual and the
audial. This was true of the work he started to develop in the late
1940s and early ’50s that also engaged further with issues of commu-

nication, order, noise and interaction. Most famous among these is

The Digital Avant-garde 83



his so-called ‘silent piece’ 4' 33", which was first performed on 29th
August 1952, at the Maverick Concert Hall in Woodstock, in upper
New York State, by the pianist David Tudor. Consisting of three short
movements of silence this work is one of the canonical moments of
the post-war avant-garde. It is open to a number of interpretations.
It might be thought of as a provocation, in the avant-garde tradi-
tion of attempting to épater les bourgeois. It has also, for example
been understood as an expression of Cage’s interest in Buddhism.
According to Cage at least part of the inspiration derived from his
experience in the entirely soundproof anechoic chamber at Harvard,
where the noise of his own body, the beating of his heart, the rushing
of his blood overwhelmed him, demonstrating him that true silence
was impossible. What Cage was attempting in the work was not just
a provocation, nor simply an expression of transcendent emptiness,
but also an attempt to show that any noise could constitute a musical
experience. The non-playing of the instrument allowed and made
a space for other incidental noises to be listened to, and thus the
distinction between noise and music dispensed with.?

4'33" was also inspired by the all-white paintings of Cage’s friend
Robert Rauschenberg. Cage realized that far from being empty,
they act as environmental surfaces, or fields of focus on which dust
or shadows may settle.> These paintings gave Cage ‘permission’ to
compose a silent piece of music.* As Simon Shaw-Miller has pointed
out this roots the work in the visual field, as well as making it theatri-
cal.’ But the importance of 4' 33" was how it involved the audience
in an unprecedented manner as producers of the music them-
selves. In this regard its importance is impossible to overstate. It is
possibly the most influential avant-garde work of the post-war era,
the shockwaves from which continue to be felt today. What Cage
achieved, with an astonishing economy of means, was to more or
less invent interactivity, or at least to make it available as an artistic
strategy. It is now recognized that all works of art require participa-

tion from the audience in order to be completed. Furthermore long
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before 4' 33" artists were self consciously exploiting this fact. In an
essay from the 1960s Umberto Eco talked about what he called ‘open
work’, works which the performer and the audience both help to
complete, through different kinds of engagement. ‘Open works’ are
indeterminate and open to different kinds of interpretation. Eco
cites the work of Boulez, Stockhausen and Berio, rather than that of
Cage, which work he may not have been aware of, as well as the liter-
ary work of Mallarmé, Joyce and Kafka, as examples of such open
works.® (Interestingly, in relation to the previous chapter, in another
essay of the same period Eco explicitly connects the issues of com-
munication and indeterminacy within such works with the then
recently developed Information Theories of Wiener and Shannon.)’

But Cage, by stripping out all the other elements normally associ-
ated with a work of art, such as content, foregrounded the very
question of interactivity itself. This was particularly resonant in
relation to other events of the time. Two months after the premiere
of 4' 33" the United States exploded the first hydrogen bomb. Issues
of nuclear defence and deterrence determined the development
of interactive technologies, such as those associated with SAGE.
Such issues also fostered a climate in which questions of time and
attention were of great importance, as well as those of emptiness
and the possibility or otherwise of hope. This was made explicit
in Rauschenberg’s painting ‘Mother of God’, which preceded the
series of white paintings which so influenced Cage’s composition
of 4' 33". In this work a white circle is painted over a number
of city maps, constituting a grim commentary on the potential of
nuclear destruction. Cage’s piece would seem to deny the nihilism
of Rauschenberg’s use of white, by suggesting that empty spaces,
whether visual or audial, can become the loci of engagement, inter-
activity and, thereby, hope. If the beginnings of modern interactive
digital technology can be traced in practical terms back to the needs
of nuclear defence, then the reconfiguring of that technology as
a creative medium owes at least part of its impetus to the work of
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Cage, which in turn can be understood as an artistic response to
the threat of nuclear destruction. He offered a kind of artistic matrix
through which future technological developments could be under-

stood, and, perhaps, be recuperated from their Cold War origins.

PERFORMANCE AND MULTIMEDIA

Paradoxically 4' 33" also presaged another aspect of digital media
upon which Cage can claim an influence, that which later became
known as multimedia. The paradox is that a work of silence and
emptiness could possibly suggest the artistic use of multiple media
forms. But it is by being totally silent, and allowing the surrounding
environment to supply the music, that the silent piece suggests
the possibility of anything and everything becoming part of the
performance. Historically multimedia can be traced back to any
number of beginnings, including Greek tragedy, to various other
practices involving combining sounds, words and images, or to
Richard Wagner’s concept of the total artwork, the Gesamtkunstwerk.
But again it was Cage who most brilliantly articulated it as an artistic
strategy for the post-war era. This was demonstrated in his Untitled
Event, a collaboration with Merce Cunningham and others that was
performed in 1952, the same year as 4' 33", and took place at Black
Mountain College in Colorado, a small arts institution, founded in
the 1930s, which had attracted a number of exiles from the disbanded
German Bauhaus as teachers. Cage and Cunningham had already
visited the College in 1948 for the Summer School, joining, among
others, the artist Willem de Kooning and the architect Buckminster
Fuller. For their return visit they produced an extraordinary
spectacle. Untitled Event was set in a square arena, in which the spec-
tator’s seats were arranged in four triangles, dissected by diagonal
walkways. On each chair was a white paper cup, which those
watching were expected to hold. Overhead there were all-white

paintings by Robert Rauschenberg, presumably similar to the works
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