


The advancement of social theory requires an analytical approach that
systematically seeks to explicate the social mechanisms that generate and
explain observed associations between events. These essays, written by
prominent social scientists, advance criticisms of current trends in social
theory and suggest alternative approaches. The mechanism approach calls
attention to an intermediary level of analysis, in between pure description
and storytelling, on the one hand, and grand theorizing and universal social
laws, on the other. For social theory to be of use for the working social
scientists, it must attain a high level of precision and provide a toolbox
from which middle-range theories can be constructed.
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1. Social mechanisms:
An introductory essay

PETER HEDSTROM AND RICHARD SWEDBERG

Introduction

The main message of this book is that the advancement of social theory calls
for an analytical approach that systematically seeks to explicate the social
mechanisms that generate and explain observed associations between
events. It might appear obvious that every social theory, worthy of its name,
should be explanatory. But upon closer examination, it turns out that what
often goes under the rubric of social theory, should more properly be viewed
as conceptual or sensitizing schemes, and not as explanatory theory proper.1

Much of modern social theory has a tendency -just like the Parsonianism of
yesterday - to label, relabel, and to describe rather than to explain.2 In the
case of sociological theory, our main concern in this essay, a sustained focus
on explanatory social mechanisms would allow sociological theory to re-
connect with what we consider to be its most promising and productive era
- namely, middle-range sociology of the kind that Robert Merton and Paul
Lazarsfeld tried to develop at Columbia University after World War II.3

This essay is an extended and revised version of Hedstrom and Swedberg (1996b). We wish
to thank Mario Bunge, Mark Granovetter, Barbara Hobson, Ole-J0rgen Skog, Arthur Stinch-
combe, Cecilia Swedberg, Michael Tahlin, and Lars Udehn for their useful comments. We
owe special thanks to Carl-Gunnar Janson for his detailed written comments, and to Alejan-
dro Gil-Villegas and Aage S0rensen for the valuable background information they provided.

1 In an insightful article by someone who has devoted most of his academic career to
general social theory, Goran Therborn (1991:178) notes: "Absent in or marginal to currently
prevailing general sociological theorizing is any ambition to explain." See also Jeffrey Al-
exander's plea in the Handbook of Sociology that more attention should be given to "dis-
course" and less to "explanation" (Alexander 1988:78-81).

2 That Parsons had a similar problem to explain, rather than to describe and relabel, is
clear. See, for example, George Homans's statement from the early 1960s, with explicit
address to Parsons, Shils, and Smelser, that ' 'much modern sociological theory seems to me
to possess every virtue except that of explaining anything" (Homans 1961:7).

3 The two best introductions to middle-range sociology are, in our opinion, Robert Mer-



2 PETER HEDSTROM AND RICHARD SWEDBERG

The mechanisms-based approach to social theory should not be con-
fused with a purely descriptive approach that seeks to account for the
unique chain of events that lead from one situation or event to another.
All proper explanations explain the particular by the general, and as will
be demonstrated later, there are general types of mechanisms, found in a
range of different social settings, that operate according to the same logical
principles. Our vision of an explanatory sociology contains an ensemble
of such fundamental mechanisms that can be used for explanatory pur-
poses in a wide range of social situations.

In this chapter, we will describe how the concept of mechanism has
been used in the social sciences, especially sociology. We will discuss the
explanatory status and importance of social mechanisms, the characteris-
tics of analytical sociology, and the relationship between variable-based
and mechanism-based approaches. Thereafter we will illustrate our notion
of a general social mechanism with reference to the work of Robert Mer-
ton, James Coleman, and Mark Granovetter. The essay ends with a ty-
pology of such social mechanisms and a brief guide to the other chapters
of the book.

On the use of the concept of mechanisms in the
social sciences

An interesting aspect of the mechanism approach is its interdisciplinarity.
As an example of this, we refer to contemporary biology.4 According to

ton's essay "On Sociological Theories of the Middle Range" and Raymond Boudon's short
article "What Middle-Range Theories Are" (Merton 1967; Boudon 1991).

4 In modern physics, the term ' 'mechanism'' is not used, but many of the explanations
are mechanism based. The reason for not using the term itself is of a historical or accidental
nature and has to do with the fact that in physics the word "mechanism" is connected to
the scientific world view of the 17th century (e.g., Dijksterhuis 1986). It should also be
remembered that in the 19th century, thermodynamics popularized the notion of a system,
which is broader than that of "mechanism/machine" and allows the analyst to choose the
environment of the system according to the purpose of the study. The attempt to concep-
tualize all phenomena according to the elementary laws of mechanics became impossible
after the emergence of field physics in the middle of the 19th century. The 17th-century
notion of mechanism spread from physics and astronomy to a number of sciences - such as
chemistry and biology - where the term "mechanism" is still used, though with different
meanings. The Cartesian notion that organisms can be conceptualized as machines turned
out to be very useful, and it became central to a new biological philosophy called "mech-
anism," which is usually contrasted to that of "vitalism" or the doctrine that life cannot be
reduced to mechanics (e.g., Beckner 1967). In the 19th century, the term "mechanism" was
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Francis Crick, who shared the Nobel Prize in 1962 for his discovery of
the molecular structure of DNA, 20th century biologists prefer to think in
terms of "mechanisms" and not "laws." The reason for this is that the
notion of "laws" is generally reserved for physics, which is the only
science that can produce explanations based upon powerful and often
counterintuitive laws with no significant exceptions. "What is found in
biology is mechanisms, mechanisms built with chemical components and
that are often modified by other, later, mechanisms added to the earlier
ones" (Crick 1989:138).

In the social sciences, the prevalence of explicitly stated mechanism-
based explanations vary widely between the disciplines. These types of
explanations are rarely used (explicitly) in history, sometimes in sociology,
and quite frequently in economics and psychology. Particularly in cogni-
tive psychology, the notion of mechanism plays a key role. To cite a well-
known work, "The information-processing approach [in cognitive
psychology] assumes that perception and learning can be analyzed into a
series of stages during which particular components ('mechanisms') per-
form certain transformations or recoding of the information coming into
them" (Bower 1975:33).

Economists often see themselves as thinking in terms of mechanisms,
as opposed to sociologists and historians, who are believed to be more
interested in social institutions. Schumpeter, for example, writes that "by
economics - or, if you prefer, 'economics proper' - we denote the inter-
pretive description of economic mechanisms that play within any given
state of those institutions [studied by economic sociology], such as market
mechanisms" (Schumpeter 1989:293). The one mechanism that econo-
mists relate most of their analyses to - their master mechanism, so to
speak - is the market. That the market can be seen as a "mechanism"
goes back to the 18th century, when economics (via, e.g., Adam Smith)
became influenced by the Newtonian-Cartesian worldview, and it has be-
come so self-evident to contemporary economists that the market is a
mechanism, that they often use the terms "market" and "market mech-
anism" synonymously.

Much of neoclassical economics in the 20th century can be understood
as an attempt to explain ever more aspects of the economic process

disconnected from the metaphor of the machine and instead became linked to that of the
system.
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through the mechanism of the market: production as well as consumption
and distribution. The notion of mechanism is furthermore implicit in the
idea of equilibrium, as Tyler Cowen points out in his survey of the use
of mechanisms in economics (Chapter 6). It is worth noting that econo-
mists' talents for thinking in terms of mechanisms often only becomes
clear to non-economists when they go beyond the traditional boundaries
of their discipline. Examples of this can be found in Albert Hirschman's
Exit, Voice, and Loyalty (1970) and even more so in Thomas Schelling's
Micromotives and Macrobehavior (1978).5

As economists gradually have expanded the boundaries of their disci-
pline to include a range of topics traditionally considered the domain of
sociologists, such as the family and organizations, the difference between
the disciplines to an increasing extent have come to concern the types of
theories being used. One such difference, but by no means the only one,
centers exactly on the importance attributed to explanatory mechanisms.
Comparing labor market sociology with labor economics, Aage S0rensen
(1990) has noted that most labor market sociologists think of theory

as having to do with which variables should be included in the equations
and how these variables relate to other variables - and not as something
which is about which mechanisms produce the observed associations in
the variables. This is where there is a huge difference between socio-
logical research and economic research in this area; and the difference
is very much to the disadvantage of the sociologist. (308)

The use of mechanisms in sociology

Sociology, as we noted earlier, lags behind economics and many other
sciences when it comes to explicitly formulated mechanism-based theories.
The term "mechanism" is quite common in sociological works and has
a long history, but it is nearly always used in a casual everyday sense. As
an illustration of this tendency, we cite what is in all likelihood its earliest

5 The problem that Hirschman addresses has to do with what happens when an organi-
zation (including a firm) begins to decline. According to Hirschman, two "mechanisms of
recuperation" are usually triggered off in this situation, one that is discussed primarily in
economics ("exit") and one that is focused on primarily by political scientists ("voice").
Schelling's Micromotives and Macrobehavior is the classic in the area of social mechanisms.
The essay on segregation ("Sorting and Mixing: Race and Sex") is the most famous, but
we also would like to draw attention to Schelling's attempt to produce a catalogue of social
mechanisms in "Thermostats, Lemons, and Other Families of Models."
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use in sociology. In 1905 Albion Small published a textbook in sociolog-
ical theory, General Sociology, in which he had included a list of the most
important sociological concepts. Among Small's examples were "soci-
ety," "social structure," "social status," and "social mechanism" (Small
1905:401-2). Nowhere in the text of his work, however, does Small ex-
plicate the concept of social mechanism in a serious manner.

Small's concept of a social mechanism is, as in today's sociology, used
in a casual everydayish way. Robert Merton's term for this type of use is
"proto-concept," and he explains its meaning in the following manner:
"a proto-concept is an early, rudimentary, particularized, and largely
unexplicated idea . . . ; a concept [on the other hand] is a general idea
which once having been defined, tagged, substantially generalized, and
explicated can effectively guide inquiry into seemingly diverse phenom-
ena" (Merton 1984:267).

Among the sociological classics, the term "mechanism" is rarely used,
even if the idea itself is present.6 Among the best-known examples is the
mechanism that The Protestant Ethic is centered around, more precisely
the way that ascetic Protestantism at one point in history led to changes
in people's economic behavior. Thanks to a believer's conversion to as-
cetic Protestantism, to recapitulate Weber's argument, he or she began to
set a religious premium on a certain type of behavior, the unintended
consequence of which was a novel norm for how to act in economic
questions.7 The works of Simmel and Durkheim similarly contain a num-
ber of important mechanisms. Simmel's use of tertius gaudens is one
example of this, as is Durkheim's analysis of the way that the balance
between individual and group affects the suicide rate.

An explicit use of the concept of "mechanism" does not seem to have
emerged in sociology until after World War II. In our opinion the most
suggestive discussion of the concept is to be found in the writings of
Robert Merton, who brought together the idea of mechanism with that of

6 Weber, for example, rarely used the term "mechanism" ("Mechanismus") except in
his analysis of bureaucracy, where it is more or less synonymous with ' 'machine'' (Weber
[1921-2] 1978:961, 967, 988; Weber as cited in Marianne Weber 1975:416-17). In Zwis-
chenbetrachtung, Weber makes the following statement, which sums up the situation brought
about by Descartes and Newton: ' 'The tension between religion and intellectual knowledge
definitely comes to the fore wherever rational, empirical knowledge has consistently worked
through to the disenchantment of the world and its transformation into a causal mechanism
[kausalen Mechanismus}" (Weber 1946:350; emphasis added).

7 For a discussion of this and many other mechanisms in Weber's work, see Richard
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middle-range theorizing (Merton 1967).8 Merton firmly rejected all at-
tempts to develop general systems of sociological theory and advocated
instead that sociological theory should deal with "social mechanisms."
The point is to locate a middle ground between social laws and description,
Merton said, and "mechanisms" constitute such a middle ground.

In Social Theory and Social Structure, Merton defines social mecha-
nisms as "social processes having designated consequences for designated
parts of the social structure'' and argues that it constitutes the main task
of sociology to "identify" mechanisms and to establish under which con-
ditions they "come into being," "fail to operate," and so on (Merton
1968:43^44). Merton briefly discusses concrete mechanisms that deter-
mine reference groups, create dissonance, and articulate role-sets.9 In our
opinion the most important contribution of his essay, however, is the view
of mechanisms as elementary building blocks of middle-range theories.

After the demise of the Columbia School, there has been little serious dis-
cussion in sociology of mechanism-based theorizing. There exists only one
exception, as far as we know, when it comes to a general meta-theoretical
discussion within sociology, and that is a recent article by Arthur Stinch-
combe: "The Conditions of Fruitfulness of Theorizing about Mechanisms
in Social Science" (1991, revised version 1993). In this article, Stinch-
combe correctly observes that' 'we do not have a sufficiently supple armory
of mechanisms for making social science theory" (Stinchcombe 1993:24).
He defined the concept of mechanism in the following way:

Mechanisms in a theory are defined here as bits of theory about entities
at a different level (e.g., individuals) than the main entities being the-

Swedberg, Max Weber and the Idea of Economic Sociology (forthcoming, Princeton Uni-
versity Press).

8 Merton's work on middle-range theory goes back to his critique of Parsons at the 1947
meeting of the American Sociological Association (see Merton, 1948). Also, Parsons dis-
cussed the concept of mechanism, especially in his work from the early 1950s (see, e.g.,
Parsons 1951:201-325, Parsons and Shils 1951:125^9). Parsons's view, however, was
marred by his functionalism as well as by his attempts at grand theory, and the function of
social mechanisms was basically reduced to that of maintaining the social system when this
was threatened in some manner. As Lars Udehn has pointed out to us, George Lundberg
also uses the concept of social mechanisms in Foundations of Sociology (1939). Lundberg
argued for a common-sense approach to the notion of mechanism, often with functionalist
overtones.

9 To this can be added a few other more general mechanisms that were to emerge from
Merton's own work as well as from Columbia Sociology in general: the two-step model of
communication, the self-fulfilling prophecy, the Matthew Effect, and the diffusion mecha-
nism of Medical Innovation (Coleman, Katz, and Menzel 1966).
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orized about (e.g., groups), which serve to make the higher-level theory
more supple, more accurate, or more general. (Stinchcombe 1991:367)

The examples that Stinchcombe uses to illustrate his definition include
maximizing individuals (on the lower level) who create a market through
their actions (on the higher level) and molecules (on the lower level) that
under certain conditions turn into gas (on the higher level).

What Stinchcombe is talking about are indeed important types of mech-
anisms, but there also exist other types of mechanisms, as we will suggest
below. A much broader, as well as more differentiated, concept can be
found in the work of Jon Elster, who has clearly done more than anybody
else to advance mechanism-based theorizing in the 1980s and 1990s.10

The explanatory importance of social mechanisms

The core argument of this chapter is that the identification and analysis of
social mechanisms is of crucial importance for the progress of social sci-
ence theory and research. But what exactly is a mechanism, and why
should we focus on mechanisms rather than on statistical associations or
other forms of relationships between the entities of interest?

It is far from trivial to provide a precise yet sufficiently general defi-
nition of a social mechanism that captures the essence of the concept. As
suggested by Harre (1970), one key defining characteristic of an explan-
atory mechanism is the function it performs in an explanatory account.
Assume that we have observed a systematic relationship between two en-
tities, say / and O. In order to explain the relationship between them we
search for a mechanism, M, which is such that on the occurrence of the
cause or input, /, it generates the effect or outcome, O. The search for
mechanisms means that we are not satisfied with merely establishing sys-
tematic covariation between variables or events; a satisfactory explanation
requires that we are also able to specify the social "cogs and wheels"
(Elster 1989:3) that have brought the relationship into existence. As Schel-
ling emphasizes in Chapter 2, a mechanism can be seen as a systematic
set of statements that provide a plausible account of how / and O are
linked to one another.

10 Many of Elster's ideas are distinctly summarized in the chapter entitled "Mechanisms"
in Nuts and Bolts for the Social Sciences (1989:3-10), but the reader is also referred to the
more detailed discussion in many other works (see, e.g., Elster 1989, 1991, 1992, 1993).
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This view of causal explanations differs in important respects from the
classic covering-law model as advocated by Carl Hempel and his followers
(see Hempel 1942, 1962). According to Hempel, an explanation of an
event entails subsuming the event under a general law. A satisfactory
explanation therefore must specify the general covering law and the con-
ditions that make the law applicable in the specific case.11 According to
Hempel, deterministic laws are quite unlikely in the social and the histor-
ical sciences. The "laws" that can be invoked in the social sciences are
instead of a probabilistic nature (i.e., they state that the occurrence of a
particular event will come about with such and such probability if certain
specified conditions are at hand).

Since this form of explanation simply entails applying a general law to
a specific situation, the insights offered by the exercise are directly pro-
portional to the depth and robustness of the "probabilistic law." If this
law is only a statistical association, which is the norm in the social and
historical sciences according to Hempel, the specific explanation will offer
no more insights than the law itself and will usually only suggest that a
relationship is likely to exist, but it will give no clue as to why this is
likely to be the case. For these reasons, we are inclined to agree with von
Wright's position that it is better "not to say that the inductive-
probabilistic model [of Hempel] explains what happens, but to say only
that it justifies certain expectations and predictions" (von Wright 1971:
14).

The covering-law model provides justification for the use of "black-
box" explanations in the social sciences because it does not stipulate that
the mechanism linking explanans and explanandum must be specified in
order for an acceptable explanation to be at hand. This omission has given
leeway for sloppy scholarship, and a major advantage of the mechanism-
based approach is that it provides (or encourages) deeper, more direct, and
more fine-grained explanations. The search for generative mechanisms
consequently helps us distinguish between genuine causality and coinci-

11 Hempel (1942) uses the example of an automobile radiator cracking during a cold
night to illustrate the logic of his proposal. The general laws cited in the explanation would
need to refer to how the pressure of water changes with changes in temperature and volume,
and the specific circumstances referred to would be conditions such as the temperature during
the night and the bursting pressure of the radiator. A proper explanation has been proposed
if, and only if, the proposition about cracking of the radiator can be logically deduced from
the sentences stating the laws and the specific circumstances.
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dental association, and it increases the understanding of why we observe
what we observe.

The role that the search for mechanisms plays in distinguishing between
spurious and real associations can be illustrated by the recent controversy
surrounding possible health effects of electromagnetic fields. Some epi-
demiological studies have found an empirical association between expo-
sure to electromagnetic fields and childhood leukemia (see Feychting and
Ahlbom 1993). However, the weight of these empirical results are severely
reduced by the fact that there exists no known biological mechanism that
can explain how low-frequency magnetic fields could possibly induce can-
cer (ORAU 1992). According to Bennett (1994), it is furthermore ex-
tremely unlikely that a mechanism will ever be found, because such a
mechanism would have to violate well-established physical principles. The
lack of a plausible mechanism increases the likelihood that the weak and
rather unsystematic empirical evidence reported in this epidemiological
literature, simply reflects unmeasured confounding factors rather than a
genuine causal relationship (Hedstrom 1994a).

The distinction between black-box explanations and mechanism-based
explanations can be illustrated in more general terms with the following
example, which is adopted from the work of Bunge (1967). Assume that
we have observed a systematic (nonrandom) relationship between two
types of events or variables, / and O. The way in which the two sets of
events or variables are linked to one another is expressed with the mech-
anism, M:

I M O

What characterizes a black-box explanation is that the link between
input and output, or between explanans and explanandum, is assumed to
be devoid of structure, or, at least, whatever structure there may be is
considered to be of no inherent interest (perhaps because it cannot be
observed or because O can be predicted even though the mechanisms
linking / and O are unknown).

In sociology the most systematized form of black-box explanation can
be found in the so-called causal modeling approach (see Duncan 1975),
which will be discussed more fully later. In the causal-modeling tradition,
the explanatory "mechanism" simply is a regression coefficient linking /
and O, and this regression coefficient (if the model includes all relevant
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variables) is supposed to describe the causal influence of / upon 0. The
approach advocated here does not rest with describing the strength and
the form of the relationship between the entities of interest but addresses
a further and deeper problem: how (i.e., through what process) was the
relationship brought about?12

Consider the example of poisoning. It would be possible to estimate the
parameters of an equation describing the relationship between the intake
of, say, strychnine and the risk of dying. If the model had the correct
functional form, we might even have established a "covering law" of the
dose-response relationship, which could be used for predicting the likely
outcomes of other occurrences of strychnine intake. But as long as we
have not specified the mechanisms that link strychnine intake to morbidity
and mortality, the explanation is clearly wanting. By pointing to how
strychnine inhibits the respiratory centers of the brain and to the biochem-
ical processes responsible for this paralysis, we provide a mechanism that
allows us not only to describe what is likely to happen but also to explain
why it is likely to happen (see Bunge 1967).

It is important to note that the mechanisms referred to in the foregoing
discussion are mechanisms of some generality, and it is this generality that
gives them their explanatory power. Simply making up an ad hoc story
tailored to a specific case does not constitute an acceptable explanation.
Even moderately talented journalists are able to make up these sorts of ad
hoc stories, and, as Arthur Stinchcombe once noted, "a student [of soci-
ology] who has difficulty thinking of at least three sensible explanations
for any correlation that he is really interested in should probably choose
another profession" (Stinchcombe 1968:13). Serious, noncommonsensical
explanations require mechanisms of some generality.

One line of sociological research that illustrates the shortcomings of
black-box explanations is research on class and its individual correlates.
In empirically oriented sociology, individuals' class belonging has become
a popular explanation for various individual-level phenomena such as in-
come (e.g., Kalleberg and Berg 1987) and health (e.g., Townsend and

12 It should be emphasized that the distinction between "black boxes" and "mecha-
nisms" to some extent is time-bound. In the words of Patrick Suppes (1970:91): "From the
standpoint of either scientific investigation or philosophical analysis it can fairly be said that
one man's mechanism is another man's black box. I mean by this that the mechanisms
postulated and used by one generation are mechanisms that are to be explained and under-
stood themselves in terms of more primitive mechanisms by the next generation."
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Davidson 1990). The concept of class might be useful for descriptive
purposes where it serves as a shorthand for various aspects of individuals'
socioeconomic living conditions, and research in this tradition has pro-
duced informative empirical research describing the living conditions of
different "classes." Whether the empirical exercise of relating variables
describing class and income or class and health also has an explanatory
value - in the deeper sense of saying something about why we observe
what we observe - is much more doubtful since it does not explicate the
causal mechanisms that generated the relationship.

Despite the common sociological rhetoric of describing class as a "de-
terminant' ' of various individual traits and behaviors, class in and of itself
obviously cannot influence an individual's income or health. A "class"
cannot be a causal agent because it is nothing but a constructed aggre-
gation of occupational titles. A statistical association between "class" and
income, or "class" and health, tells us that individuals from certain "clas-
ses" have lower incomes or worse health than others, but it says nothing
about why this is the case. To answer such questions, it is necessary to
introduce and explicate the generative mechanisms that might have pro-
duced the observed differences in average income or health between the
occupational groups that the researchers have assigned to different "clas-
ses." A statistical "effect" of a class variable in contexts like these is
essentially an indicator of our inability to specify properly the underlying
explanatory mechanisms. The worse we do in specifying and incorporating
the actual generative mechanisms into the statistical model, the stronger
the "effect" of the class variable will appear to be.

Methodological individualism

Mechanism-based explanations usually invoke some form of "causal
agent" (Bhaskar 1978) that is assumed to have generated the relationship
between the entities being observed. It is by explicitly referring to these
causal agents that the relationship is made intelligible. In the natural sci-
ences, causal agents come in a variety of forms such as organic reactions
in chemistry and natural selection in biology. In the social sciences, how-
ever, the elementary "causal agents" are always individual actors, and
intelligible social science explanations should always include explicit ref-
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erences to the causes and consequences of their actions.13 This principle
of methodological individualism is intimately linked with the core idea of
the mechanism approach: Understanding is enhanced by making explicit
the underlying generative mechanisms that link one state or event to an-
other, and in the social sciences, actions constitute this link.

It is useful to distinguish between a strong and a weak version of meth-
odological individualism. The strong version of the doctrine only accepts
4'rock-bottom" explanations (i.e., explanations that include no references
to aggregate social phenomena in the explanans). The weak version of
methodological individualism takes the same ontological position as the
strong version but accepts for the sake of realism nonexplained social
phenomena as part of the explanation (see Udehn 1987).

Although the search for rock-bottom explanations usually is intellectu-
ally challenging and intriguing, the strategy often is likely to be of limited
use when it comes to explaining concrete social phenomena. The reason
for this has been aptly described by David Lewis:

Any particular event that we might wish to explain stands at the end of
a long and complicated causal history. We might imagine a world where
causal histories are short and simple; but in the world as we know it,
the only question is whether they are infinite or merely enormous.
(1986:214)

Since many essential elements of sociological explanations - such as legal
rules, social institutions, and productive capacities - are the results of long
and intricate historical processes, these sorts of elements must either be ig-
nored and a world of short and simple causal histories be assumed, which to
us seems unacceptable as a general rule, or they must be endogenized,
which seems unrealistic given the current state of social theory. In contrast
to areas such as moral philosophy and normative economic theory, where
the strong individualistic program is essential, for an empirical science like
sociology, state-of-nature stories appear to be of restricted use.

The weak version of methodological individualism agrees with the
strong version in assuming that all social institutions in principle can be
explained by only the intended and unintended consequences of individ-
uals' actions. But faced with a world consisting of causal histories of

13 For the sake of clarity, it should be noted that we also include "intentions" among
the possible "causes" of individual action.
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nearly infinite length, in practice we can only hope to provide information
on their most recent history.14 The weak version of methodological indi-
vidualism, therefore, is more apt in our view for the construction of ex-
planatory theory. By taking certain macro-level states as given and
incorporating them into the explanation, the realism and the precision of
the proposed explanation is greatly improved. From what we have just
said, it is also clear that the use of methodological individualism in so-
ciology differs in one respect from the way in which it normally is used
in, say, economics and psychology: The action being analyzed is always
action by individuals that is oriented to the behavior of others.15

The primacy of the analytical

It also is important to recognize that mechanisms, in the natural as well
as in the social sciences, usually are unobserved analytical constructs.
Weinberg (1993) emphasizes the important role that unobserved analytical
entities have played in physics. For example, the existence of both the
electron and the neutrino were conjectured and their role in various phys-
ical processes were usefully theorized, long before they actually were ob-
served. Similarly, the social sciences routinely postulate the existence of
unobserved explanatory mechanisms. Assumptions of intentions, discount-
ing, and preferences have proven to be extremely useful analytical devices
even though they never have been observed. Mechanisms, as Gudmund
Hernes so forcefully argues in Chapter 4, are analytical constructs that
provide hypothetical links between observable events.

The key characteristic of an analytical approach is that it proceeds by
first constructing an analytical model of the situation to be analyzed (an
"ideal type"). This theoretical model is in principle constructed in such
a way that it includes only those elements believed to be essential for the
problem at hand. The target of the theoretical analysis, then, is this model

14 Alfred Marshall ([1920] 1986:644), when discussing the use of abstract reasoning in
economics, advanced a similar argument regarding the necessity of short chains of deductive
reasoning.

15 See Weber's well-known definition of sociology: "Sociology . . . is a science concern-
ing itself with the interpretive understanding of social action and thereby with a causal
explanation of its course and consequences.... Action is 'social' insofar as its subjective
meaning takes account of the behavior of others and is thereby oriented in its course'' (p.
4 in Economy and Society: An Outline in Interpretative Sociology. Trans. Ephraim Fischoff
et al. Berkeley: University of California Press [1921-22] 1978).
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and not the reality that the model is intended to explain. However, to the
extent that the theoretical model has been constructed in such a way that
it incorporates the essential elements of the concrete situation, the results
of the theoretical analysis will also shed light on the real-world situation
that the model is intended to explain. Or, as Schumpeter (1908:527-8)
once put it, when the tailor is good, the coat will fit.

Much of current sociological theorizing appears to be guided by a dis-
belief in the value of analytical abstractions and by a corresponding belief
in the possibility of providing theoretical accounts of what happens as it
actually happens. No one would dispute the attractiveness of this position
if it were possible to realize, but accounting for something "as it actually
happens" is always problematic and is reminiscent of Ranke's by now
outdated and naive historicist position that history always should be ana-
lyzed "wie es eigentlich gewesen" (Ranke [1824] 1885:vi). Simply de-
scribing all the events, microscopic and macroscopic, that take place in a
room during one second would - if it were technically possible - take
centuries, and this very fact is the main reason for the necessity of an
analytical approach. Even in the most trivial description of a social situ-
ation, we are forced to be highly selective about which events to include
and which events to exclude from the description; this choice, implicitly
or explicitly, is guided by our prior belief about the essential elements of
the situation. Thus even the most detailed descriptive accounts are always
"models" of concrete social situations, and these descriptive models will
always distort reality by accentuating certain aspects of the situation and
by ignoring others. An important implication of this, as Hernes emphasizes
in his chapter, is that the alternative to a specific model never can be no
model at all but is always an alternative model. Or in Hernes's colorful
language, "models are to social science what metaphors are to poetry -
the very heart of the matter" (Hernes 1979:20).

The distinction between a complex social reality and an intentionally
simplified analytical model of this reality seems to have been lost in many
sociological discussions of social theory. The standard sociological cri-
tique of analytical theory focuses on the realism of its assumptions. Crit-
icism of this sort - which basically entails pointing out that theories
intentionally built upon empirically inaccurate or incomplete assumptions
indeed are built upon empirically inaccurate or incomplete assumptions -
appears somewhat redundant. Criticizing an analytical model for lack of
realism is a common instance of the logical fallacy, which consists of
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mistaking the abstract for the concrete - what Whitehead ([1925] 1948:
52) called "The Fallacy of Misplaced Concreteness." The choice between
the infinitely many analytical models that can be used for describing and
analyzing a given social situation can never be guided by their truth value,
because all models by their very nature distort the reality they are intended
to describe. The choice must instead be guided by how useful the various
analytical models are likely to be for the purpose at hand.

The belief in explanations that provide accounts of what happens as it
actually happens has pervaded the sociological literature for decades and
has produced an abundance of detailed descriptive narratives but few ex-
planatory mechanisms of any generality. It is through abstractions and
analytical accentuation, however, that general mechanisms are made vis-
ible. But these abstractions also distort by their very nature the descriptive
account of what actually happened, by accentuating certain aspects of the
situation and by ignoring others. Francis Crick's characterization of the
process through which good biological theories are arrived at is in our
opinion equally valid for the social sciences: "To produce a really good
biological theory one must try to see through the clutter produced by
evolution to the basic mechanisms lying beneath them" (Crick 1989:138).

Variables versus social mechanisms

The widespread use and knowledge of survey analysis and the statistical
techniques needed for analyzing such data have clearly improved the abil-
ity of sociologists to describe social conditions and to test sociological
theories. But, as emphasized by S0rensen in Chapter 10, the increasing
use of these techniques has also fostered the development of a variable-
centered type of theorizing that only pays scant attention to explanatory
mechanisms. Coleman (1986) aptly described this type of sociology as a
form of "individualistic behaviorism." The guiding principle behind this
type of theorizing - usually referred to as "causal-modeling" - is the
notion that individual behavior can and should be explained by various
individual and environmental "determinants," and the purpose of the
analysis is to estimate the causal influence of the various variables rep-
resenting these determinants.16

16 The affinity between behaviorism and structural equation modeling was also noted by
O. D. Duncan himself: "In [structural equation] models that purport to explain the behavior
of individual persons, the coefficients [of the structural equation] could well take the form
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According to Coleman, this emphasis on "causal" explanations of be-
havior represented a considerable change from the type of explanatory
account used in the earlier tradition of community studies: "One way of
describing this change is to say that statistical association between varia-
bles has largely replaced meaningful connection between events as the
basic tool of description and analysis" (Coleman 1986:1327-8). In the
causal-modeling tradition, variables and not actors do the acting (Abbott
1992).17

The tension between a variable-centered causal approach to sociological
theorizing and a generative view emphasizing the importance of social
mechanisms came to the fore in an exchange between Robert Hauser and
Raymond Boudon in the mid-1970s. The context of this exchange was a
review by Hauser of Boudon's (1974) book on education and inequality.
In this book, Boudon developed a theoretical model that he hoped would
make intelligible a number of apparent paradoxes reported by empirical
research on social mobility. Hauser suggested numerous changes to Bou-
don's model, but the main message of his article was a strong disbelief
in the very idea that had motivated Boudon to write the book (i.e., that
an important distinction should be made between statistical and theoretical
models, and that theoretical models are needed to explain the results of
an empirical analysis):

Boudon dismisses several standard representations of the mobility pro-
cess as being "basically statistical." I can only guess what this means
- perhaps that they are rich in formal properties or that sampling dis-
tributions of their parameters are known. Neither of these properties
strikes me as undesirable, and these models do have coherent and in-
tuitively meaningful interpretations relative to the mobility process.
(Hauser 1976:923)

of units of response per unit of stimulus strength; the structural equation is, in effect, a
stimulus-response law" (Duncan 1975:162-3).

17 Throughout his career, Coleman was a strong proponent of a generative view of cau-
sality, and he often expressed serious doubts about the usefulness of the type of causal
analysis referred to previously. In Introduction to Mathematical Sociology, he wrote: "Note,
however, that there is nowhere the proposal simply to engage in curve fitting, without an
underlying model which expresses a social process. If the data happen to fit a simple curve,
this may provide an economical statement of the data, in terms of the one or two parameters
of the distribution curve. But if there is no underlying model with a reasonable substantive
interpretation, little has been gained by such curve fitting" (Coleman 1964:518).
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Boudon responded by noting that descriptive models of the sort advocated
by Hauser are undoubtedly useful for many purposes but that their use-
fulness for causal analysis is considerably more restricted than assumed
by Hauser. According to Boudon, understanding normally is achieved not
by the means of descriptive statistical models but through theoretical mod-
els that show the abstract logic of the process being analyzed. In order to
understand this logic, Boudon argued, "we must go beyond the statistical
relationships to explore the generative mechanism responsible for them"
(Boudon 1976:117). As he expressed it in a different context,

Causal analysis does not explain the [statistical] chart. It simply sum-
marizes it. Understanding a statistical structure means in many cases
building a generating theory or model. . . that includes the observed
empirical structure as one of its consequences. (Boudon 1979:51-2)

So where does this leave us? We do not wish to suggest that quantitative
empirical research is of minor importance for the sociological enterprise.
Quite the contrary: Quantitative research is essential both for descriptive
purposes and for testing sociological theories. We do, however, believe
that many sociologists have had all too much faith in statistical analysis
as a tool for generating theories, and that the belief in an isomorphism
between statistical and theoretical models, which appears to be an integral
feature of the causal-modeling approach, has hampered the development
of sociological theories built upon concrete explanatory mechanisms.

Over the last few years, one can discern a movement away from the
"hard-core" position represented by Hauser. Nevertheless, the way in
which quantitative sociologists still allocate their time and intellectual en-
ergy between statistical and theoretical modeling reveals a strong prefer-
ence for description and testing of hypotheses formulated by others, and
they rarely show any serious intellectual commitment to developing the
theoretical foundation of the discipline themselves. As suggested by
Stinchcombe (1993:27-8), sociologists in the multivariate modeling tra-
dition still "make only rhetorical use of the language of mechanisms."

Social mechanisms: Some selected examples

In order to concretize the idea of a general social mechanism underlying
a range of different social phenomena, we will briefly examine three well-
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known theories in sociology - the self-fulfilling prophecy (Robert Merton),
network diffusion (James Coleman), and threshold-based behavior (Mark
Granovetter) - and we will suggest that they all are founded upon the
same basic belief-formation mechanism.

The self-fulfilling prophecy is one of the most famous of all mecha-
nisms-based theories in sociology and was formulated in 1948 by Robert
Merton in a seminal article (Merton [1948] 1968). The basic idea is that
an initially false definition of a situation evokes behavior that eventually
makes the false conception come true (Schelling discusses numerous ex-
amples of such processes in Chapter 2). The key example that Merton
uses to illustrate his argument is a run on a bank. If a rumor of insolvency
somehow gets started, some depositors will withdraw their savings. Their
withdrawal will strengthen the belief in the rumor, partly because the with-
drawals actually may hurt the financial standing of the bank, but more
importantly because the act of withdrawal in itself signals to others that
something indeed might be wrong with the bank. This produces even more
withdrawals, which further reduces the trust in the bank, and so on. Be-
cause of the operation of this mechanism, even an initially sound bank
may go bankrupt if enough depositors withdraw their money in the (ini-
tially) false belief that the bank is insolvent.

The study of network diffusion processes currently is a vigorous area
of sociological research (cf. Burt 1987; Marsden and Podolny 1990; Strang
and Tuma 1993; Hedstrom 1994b). To a considerable extent, this line of
research has been inspired by Coleman, Katz, and Menzel's classic study
of the diffusion of a new drug (see Coleman, Katz, and Menzel 1957
1966). Their main finding was that physicians' positions in various pro-
fessional networks influenced the diffusion process, particularly during the
period immediately after the new drug had been introduced on the market.
Their explanation for this finding is reminiscent of Merton's argument
about the self-fulfilling prophecy:

Why should these sociometric ties to colleagues who have used the drug
be influential during the first months of the drug's availability, but not
later? One possible answer lies in the greater uncertainty about the drug
that must have prevailed when it was new. . . . We know from work in
the tradition of Sherif that it is precisely in situations which are objec-
tively unclear that social validation of judgments becomes most impor-
tant. More generally, this explanation implies that a doctor will be
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influenced more by what his colleagues say and do in uncertain situa-
tions, whenever and wherever they may occur, than in clear-cut situa-
tions. (Coleman, Katz, and Menzel 1957: 268-9)

The core of their argument is consequently that networks are important
because information about innovations, in this case a new drug, diffuse
through them, and that an individual's propensity to adopt the innovation
is influenced by what others do, particularly when there is a great deal of
uncertainty about the true value of the innovation.

Our final example is Granovetter's threshold theory of collective be-
havior (see Granovetter 1978; Granovetter and Soong 1983). Granovetter
argued that an individual's decision whether or not to participate in col-
lective behavior often depends in part on how many other actors already
have decided to participate. He further argued that actors differ in terms
of the number of other actors who already must participate before they
decide to the same, and he introduced the concept of an individual's
"threshold" to describe this individual heterogeneity. An actor's threshold
denotes the proportion of the group which must have joined before the
actor in question is willing to do so, and an important qualitative result
of Granovetter's analysis was that even slight differences in thresholds can
produce vastly different collective outcomes (see also Schelling 1978, for
a similar analysis).

Granovetter gives a range of examples of threshold-based behavior, but
the following example illustrates particularly well the logic behind this
sort of conditional behavior:

Suppose you are in an unfamiliar town and enter an unknown restaurant
on Saturday evening at seven o'clock. Whether or not you decide to
take a meal there will depend in part on how many others have also
decided to do so. If the place is nearly empty, it is probably a bad sign
- without some minimal number of diners, one would probably try
another place. (Granovetter 1978:1438-9)

The reason that the number of visitors at the restaurant is likely to influ-
ence an individual's choice of restaurant is that in situations of uncertainty,
the number of diners constitute a signal about the likely quality of the
restaurant, and this signal may be decisive for the individual's choice of
action.

In order to more clearly see the logical structure of the arguments ad-
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vanced by Merton, Coleman, and Granovetter, it is useful to adopt a
slightly more formalized language. Let

Pit = propensity of individual / to perform the act being analyzed at
time t (e.g., withdrawing savings from the bank, adopting a new
drug, visiting a restaurant, or joining an organization for collective
action), and

bit = the strength of individual /'s belief in the value or necessity of
performing the act in question at time t.

Merton, Coleman, and Granovetter all assume that individuals are goal
directed and that an individual's propensity to perform the act being an-
alyzed is an increasing function / o f the individual's belief in the value of
performing the act: Pit = j{bit). However, the core mechanism that gives
Merton's, Coleman's, and Granovetter's analyses their counterintuitive ap-
peal, concerns the ways in which they assume that individuals' beliefs are
being formed. More specifically, their proposed mechanism states that in-
dividual i's belief in the value or necessity of performing the act is a
function of the number of other individuals who performed the act at time
t — 1. Merton's bank customers based their judgments about the solvency
of the bank on the number of other customers withdrawing their savings
from the bank; Coleman's physicians based their evaluations of the pos-
sible effect of the new drug on the doings of their colleagues; and Gra-
novetter's restaurant visitor based his/her decision on the number of diners
already in the restaurant. That is, they all assumed that

K = 8(nt- i)

where nt _ x = number of individuals performing the act time t — 1, and
g is an increasing function.

Inserting this expression into the former one, we arrive at Pit =
/[g(w/-i)L which suggests that an individual's propensity of withdrawing
savings from the bank, adopting a new drug, visiting a restaurant, or join-
ing an organization for collective action is an increasing function of the
number of other individuals who already have performed the same act.

The main difference between the three theories considered here centers
on the function g, which provides the fine-grained details of the link be-
tween bit and nt_u and the details of this link will influence the aggregate
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dynamics of the system.18 But the core characteristic of these theories that
gives them their nonobvious character and appeal is the general belief-
formation mechanism which states that the number of individuals who
perform a certain act signal to others the likely value or necessity of the
act, and this signal will influence other individuals' choice of action. It is
this belief-formation mechanism that is at the heart of the self-fulfilling
prophecies of Merton, the network effects of Coleman, and the bandwagon
effects of Granovetter. On the fundamental level of mechanisms, the run
on the bank, the prescription of the drug, and the emergence of the col-
lective movement, all are analogous.19

Social mechanisms: A typology

As several authors in this book point out, explanations of most concrete
social events or states require resort to several elementary mechanisms;
one is not enough. Sometimes these mechanisms counteract one another,
and sometimes they work together. In any case, the multiplicity of mech-
anisms makes it important to introduce some kind of typology that sorts
them in a meaningful way. The one we shall present here takes its depar-
ture from James Coleman's (1986) well-known model for how to concep-
tualize collective social action, the so-called macro-micro-macro model.
The three different types of social mechanisms in our typology are sum-
marized in Figure 1.1.

The general thrust of this model is that proper explanations of change
and variation at the macro level entails showing how macro states at one
point in time influence the behavior of individual actors, and how these
actions generate new macro states at a later time. That is, instead of an-
alyzing relationships between phenomena exclusively on the macro level,
one should always try to establish how macro-level events or conditions
affect the individual (Step 1), how the individual assimilates the impact

18 Coleman assumed that g was a function of the sociometric ties, Granovetter assumed
that it was a function of individual thresholds, and Merton left the functional form unspe-
cified. When mechanisms are expressed in mathematical language, they appear as functions
transforming variables. These functions can be distinguished from one another on the basis
of their functional form and their parameter values. See Hernes (1976).

19 In addition to this belief-formation mechanism, there are, of course, other action and
transformation mechanisms that are involved in Merton's, Coleman's, and Granovetter's
analyses, but these mechanisms are commonplace and tangential to the core processes they
analyze. See Hedstrom's Chapter 12 in this volume for a more detailed analysis of this type
of mechanism.
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Macro Level:

Situational \ / Transformational
Mechanisms \ / Mechanisms

(Typei) \ / (Type 3)

Action-Formation
Micro Level: Mechanisms

(Type 2)

Figure 1.1. A typology of social mechanisms.

of these macro-level events (Step 2), and how a number of individuals,
through their actions and interactions, generate macro-level outcomes
(Step 3). This way of conceptualizing social action lends itself in a very
natural way to a typology of mechanisms: macro-micro mechanisms, mi-
cro-micro mechanisms, and micro-macro mechanisms - and a few words
will be said about each of these.20

The actor in the first two types of situations is a single individual, and
the mechanism is internal (and in this sense "psychological" or "social-
psychological"); in the third type, there are a number of actors, and the
mechanism is typically external (and "social"). The following description
of what a mechanism is (by Diego Gambetta in Chapter 5 of this book)
captures the essence of the first two types of mechanisms, which focus on
single pieces of behavior: ' ' [Mechanisms are] hypothetical causal models
which make sense of individual behavior [and] have the form 'given cer-
tain conditions K, an agent will do x because of [mechanism] M with
probability /?.' " Stinchcombe's earlier cited definition of mechanisms as
mediating between lower and higher levels, however, focuses more di-
rectly on social interaction and on the consequences of social action. This
is also true for Thomas Schelling's definition (in Chapter 2): "A social

20 The logic of Coleman's argument also suggests that any kind of continuous social
action can be conceptualized as a long chain of successive macro-micro-macro transforma-
tions, where, in many cases, only the peaks, so to speak ("macro-macro"), are visible to
the researcher - but where the analytical point is precisely to explain this cumulative social
action as a result of a large number of macro-micro-macro transitions.
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mechanism is a plausible hypothesis, or set of plausible hypotheses, that
could be the explanation of some social phenomena, the explanation being
in terms of interactions between individuals, or individuals and some so-
cial aggregate."

The first of the three types of mechanisms covers the macro-to-micro
transition, in Coleman's terminology, and following a suggestion of
Stinchcombe (1993), we shall call it a situational mechanism. The indi-
vidual actor is exposed to a specific social situation, and this situation
will affect him or her in a particular way. Erving Goffman's (1963)
work on behavior in public places and Karl Popper's form of situational
analysis (cf. Popper, 1994) have these sorts of mechanisms at their core.
The belief-formation mechanism discussed previously, opportunity-
generating mechanisms such as White's (1970) vacancy chains, and
preference-formation mechanisms such as those expressed in the idea of
reference groups (see Merton and Rossi 1968; Boudon 1988) are prototyp-
ical examples of general social mechanisms that in a systematic and reason-
ably precise way link a social structure or other macro-sociological event or
states to the beliefs, desires, and opportunities of some individual actor.

The second type of mechanism is to be located at the micro level, and
we refer to it as an action-formation mechanism. This type of mechanism
shows how a specific combination of individual desires, beliefs, and action
opportunities generate a specific action. A plurality of psychological and
social-psychological mechanisms operate at this level. General decision
theories as well as more specific theories such as Leon Festinger's (1957)
theory of cognitive dissonance and George Ainslie's (1992) on discounting
illustrate different types of action mechanisms.

The third type of mechanism covers the micro-to-macro transition, and
we propose to call it a transformational mechanism. Here a number of
individuals interact with one another, and the specific mechanism (which
differs depending on the nature of the interaction) shows how these in-
dividual actions are transformed into some kind of collective outcome, be
it intended or unintended. Several of the theories mentioned elsewhere in
this book - Schelling's tipping model, standard game-theoretic models
such as the tragedy of the commons, and neoclassical market models -
are examples of transformational mechanisms.
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Brief summary

We have argued that the notion of social mechanism is essential to social
theory in general and to sociological theory in particular, and it is now
time to conclude with a more formal definition of a social mechanism.
The mechanism approach, as we see it, can be characterized by the fol-
lowing four core principles:

1. Action
2. Precision
3. Abstraction
4. Reduction

The first of these principles - explanations based on actions - means,
among other things, that it is actors and not variables who do the acting.
A mechanism-based explanation is not built upon mere associations be-
tween variables but always refers directly to causes and consequences of
individual action oriented to the behavior of others. A corollary to this
principle states that there exist no such things as "macro-level mecha-
nisms"; macro-level entities or events are always linked to one another
via combinations of situational mechanisms, action-formation mecha-
nisms, and transformational mechanisms (i.e., all macro-level change
should be conceptualized in terms of three separate transitions: macro-
micro, micro-micro, and micro-macro).21

The second principle - explanatory precision - captures the essence of
middle-range sociology and expresses the idea that sociology should not
prematurely take on broad-sweeping and vague topics or try to establish
universal social laws (which are unlikely to exist in any case). It should
instead aim at explanations specifically tailored to a limited range of phe-
nomena. This limited range is not synonymous with some small area of
society; the same mechanism can often be found in many places in
society.

The third principle - abstraction - expresses the idea that effective
theorizing is not possible without a prompt elimination of irrelevant factors
and a sharp focus on the central issue. Whereas this process is well un-

21 In addition to these basic characteristics of social mechanisms, the ideal mechanism,
it seems to us, should also be simple and nonobvious.
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derstood in economics, it is much less so in sociology. It is through ab-
straction and analytical accentuation that general social mechanisms are
made visible.

The last of the four principles that characterize the mechanism approach
- what we call reduction - is equivalent to the general reductionist strategy
in science of opening up black boxes, and always striving for narrowing
the gap or lag between input and output, cause and effect. A mechanism-
based explanation seeks to provide a fine-grained as well as tight coupling
between explanans and explanandum.

A general social mechanism can now be defined in the following way:

A social mechanism is an integral part of an explanation which (1)
adheres to the four core principles stated previously, and (2) is such
that on the occurrence of the cause or input, /, it generates the effect
or outcome, O.

But even if definitions like this may be useful, it deserves to be pointed
out that the essence of the mechanisms approach is to be found in a special
style of theorizing rather than in any specific definition of what a social
mechanism is. This style can be roughly characterized by a focus on mid-
dle-range puzzles or paradoxes for which precise, action-based, abstract,
and fine-grained explanations are sought.

Brief overview of the book

The remaining chapters in this book roughly fall into three categories.
First, a few general chapters discuss the defining characteristics and ad-
vantages of a mechanisms-based approach in the social sciences. Thomas
Schelling explains with characteristic elegance and clarity how social
mechanisms operate and how they can be used to explain different types
of social dynamics (Chapter 2). The emphasis in the two following chap-
ters in this section is somewhat different. Jon Elster notes that mecha-
nisms abound in the works of Montaigne, Tocqueville, and in proverbs
(Chapter 3). He also argues that social mechanisms are characterized by
the fact that they are easily recognizable causal patterns that are triggered
under generally unknown conditions. In this respect, they differ from
laws, which state that given certain initial conditions, an event of one
type (the cause) will always produce an event of another type (the effect).
Gudmund Hernes addresses the same problematique as Elster but sug-
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gests an alternative way of approaching it (Chapter 4). A social mecha-
nism, according to Hernes, is perfectly general because mechanisms
belong to the realm of the abstract. However, mechanisms can be of lim-
ited applicability, Hernes argues, if they describe few real-life processes
realistically.

The second category essays are more specific in nature yet still of a
general character. Diego Gambetta, for example, uses some empirical re-
search to illustrate the point that social mechanisms often operate to-
gether in specific concatenations (Chapter 5). Tyler Co wen looks at
economics and argues that it is a science of social mechanisms. He pays
particular attention to the problem of indeterminancy that arises when
multiple equilibria exist (Chapter 6). Timur Kuran, an economist as
Cowen, discusses mechanisms involved in preference falsification and
also points to a number of mechanisms that can come into play when an
actor has contradictory values (Chapter 7). Raymond Boudon argues that
in a rational-choice type of analysis, all black boxes can in principle be
eliminated and all mechanisms laid bare - but only if the analysis is
broadened to include normative beliefs (Chapter 8). One of the exam-
ples that Boudon uses to illustrate his argument comes from Tocque-
ville, one of the most explicitly mechanisms-oriented classics of the
social sciences.

The third category essays are all written by sociologists and either deal
with specific sociological problems or attempt to survey the current state
of sociology. Axel van den Berg analyzes a number of so-called general
theories - as can be found in the works of Jeffrey Alexander, Pierre Bour-
dieu, Anthony Giddens, and Jiirgen Habermas - and argues that all of
them are marred by their lack of precision and their unsystematic attention
to the role of social mechanisms in explaining concrete social phenomena
(Chapter 9). Aage S0rensen criticizes a different tendency in today's so-
ciology - the obsession with statistical models and the neglect of the need
to develop sociological models mirroring the social mechanisms and their
role in social change (Chapter 10). Arthur Stinchcombe analyzes three
different categories of actors - elite universities, enterprises, and nation
states - and shows how they all exemplify the workings of one and the
same mechanism: monopolistic competition (Chapter 11). Finally, Peter
Hedstrom examines social mechanisms of imitative behavior, paying par-
ticular attention to the role of rational bases of imitative behavior (Chap-
ter 12).
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2. Social mechanisms and social dynamics

THOMAS C. SCHELLING

In the various chapters of this book, social mechanisms are contrasted
with theories, laws, correlations, and black boxes. There is near consensus
on a hierarchy that has "mere" correlations at the bottom, with laws
higher up. Laws that are black boxes (i.e., opaque as to how they work)
are, even if fully reliable like the law of gravity, less helpful than laws
that work transparently. Theories have less status than laws if the laws are
well established and the theories not; theories built on established laws,
like the theory of planetary motion, are at the summit.

A pervasive question for social phenomena is the role, or the exclusive
role, of "methodological individualism," the notion that the ultimate unit
of analysis is a rational, or at least a purposive, individual. For some of
the authors here, any social phenomenon that can not be reduced to the
behavior (choices) of individuals is a black box and therefore unsatisfac-
tory. There is some notion that what is inside a black box must be a social
mechanism, or several social mechanisms.

What, though, are social mechanisms, and where do they fit? And are
social mechanisms little things, big things, or great big things? Did
Keynesian theory constitute a social mechanism; is the arms race a social
mechanism; is inflation a social mechanism? Or is giggling such a mech-
anism, or yawning, or the propagation of gossip? On the relation of social
mechanisms to theories, I propose that a theory may comprise many social
mechanisms, but also a social mechanism may comprise many theories.
And a particular issue that arises is whether a social mechanism can be
purely mathematical. That may depend on what "purely" means, as I
shall propose in a moment.

I propose - and I believe I am paraphrasing Hedstrom and Swedberg
in their introductory essay - that a social mechanism is a plausible hy-
pothesis, or set of plausible hypotheses, that could be the explanation
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of some social phenomenon, the explanation being in terms of interactions
between individuals and other individuals, or between individuals and
some social aggregate. (I interact with an individual if I change lanes when
his front bumper approaches within five feet of my rear bumper; I interact
with a social aggregate when I adjust my speed to the average speed on
the highway.) Alternatively, a social mechanism is an interpretation, in
terms of individual behavior, of a model that abstractly reproduces the
phenomenon that needs explaining.

Let me illustrate by means of a phenomenon that is well described, that
follows a recognizable pattern, and that fits a simple curve. According to
Marchetti, Meyer, and Ausubel (1996:25), "Literally thousands of ex-
amples of the dynamics of populations and other growth processes have
been well modeled by the simple logistic. Classic examples include the
cumulative growth of a child's vocabulary and the adoption of hybrid corn
by Iowa farmers." The authors proceed to show that life expectancy, fer-
tility rates, and infant mortality conform nicely to a logistic pattern over
time for virtually every country or region of the world.

The logistic for their purpose is defined as a trajectory of increase or
decrease over time in a variable that is subject to upper or lower limits
(including zero), with the rate of increase (or decrease) being proportional
both to the value of the variable itself and to the difference between the
value of the variable and the upper or lower limit. Specifically, if X em-
barks, from a very small initial value, on a growth trajectory, subject
to an upper limit L, the rate of increase of X is proportionate to X times
(L - X) [i.e., dXIdt = aX(L - X)]. The curve is the familiar ogive,
sigmoid, or S-curve.

This is not yet a social mechanism, but it invites interpretation. Mar-
chetti et al.'s analysis of population involves some speculative analysis of
what individual behavior underlies these fertility and mortality rates. I say
they do not yet have a social mechanism not because their interpretations
are speculative and far from substantiated but because they are incomplete.
If they were complete, I'd say they had presented a social mechanism that
could be the explanation. Without their speculative interpretation, they
have a fascinating black box. Something is going on. Someone might
propose a "law" on the basis of enough instances; indeed, if we look at
children's vocabularies, Iowa farmers, Finnish and Egyptian fertility, and
"thousands of examples," we might formulate a law not limited to pop-
ulation growth. But it would be a law without a mechanism, until we had
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the mechanism. (And probably, for many of those examples, various
mechanisms have been identified, or can be.)

Let me now propose another logistic curve, with an underlying inter-
pretation. A new author publishes a highly successful first novel. Sales
data are gathered on a monthly basis. Over the course of 3 years, sales
follow a logistic path, growing exponentially at first, then passing an in-
flection point, and declining exponentially until the leftover copies are
remaindered. We compare that pattern with other works of fiction, biog-
raphy, and history and find a lot of logistic curves, enough so that pub-
lishers and bookstores get familiar with the S-curve.

Can we think of a social mechanism that accounts for these dynamics?
Of course we can. People who read the book, if they like it, they talk
about it, some people more than others; the more people who read the
book, the more people there are to talk about it. Some of the people they
talk to buy the book; if they like it, they talk about it. Talk is proportionate
to the number of people who have read the book; if all talk is equally
effective, the number talking about it grows exponentially. But there is a
limit to the number of people likely to be recruited; eventually most of
those who would be interested have already heard of the book, maybe
bought it, and when they want to talk about it find that there's hardly
anybody left who hasn't already heard about it. If there were initially L
potentially interested readers, and TV have now read it and want to talk
about it, and everybody who has read it meets and talks about it with n
out of the L per week, there will be N X n X L contacts per week, with
N X n X (L — N) of them potentially productive, and N will grow lo-
gistically.

If we began with the sales data as I described, I would call the process
I just described a social mechanism. It may be false - the underlying
reason for the shape of the curve may be altogether different - but it is a
mechanism that can account for what we observed. Furthermore, it may
be a mechanism we can attempt to verify or disconfirm.

We might call the mechanism I described (but probably not the fertility-
mortality mechanism of Marchetti et al.) a "contagion" model. Or a "re-
cruitment" model. We can modify it in several ways. One is to consider
only the recent recruits to TV to be contagious (i.e., to still talk about the
book). In our formula for dNIdt = Nn(L — N), we replace N with the
integral of dNIdt from t — x to t, where x is the mean period of contagion.
During the early near-exponential growth period, the difference will not
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much affect the shape of the growth curve, and the final result will have
much the same shape. We can also let L change over time in a contagion
model if we now interpret it as a disease model and let some of the
potential susceptibles learn to take precautions.

The disease analogy is valuable here. A former student of mine, a phy-
sician, worked in a public health clinic in Africa for several years, long
enough to notice that the demand for free measles vaccination came in
great waves. He grew curious and studied what was going on. At the peak
of a measles epidemic, mothers brought their babies over great distances
to be vaccinated; the vaccination worked, the epidemic was shortly ended,
and all the living babies were immune to measles either from vaccination
or from surviving the disease. Then no epidemic could take hold until the
stock of nonimmune newborns had reached "critical mass," in which each
sick infant could infect, on average, more than one additional infant. Then
the disease would begin to take off, but mothers were not motivated to
carry their infants long distances until they became acutely aware of neigh-
bors' babies dying of measles. Then the vaccination boomed again. This
model included critical mass, the logistic phenomenon, and two "conta-
gions" - the measles contagion, and the contagious transmission of alarm.
Its parameters were population density, birth rate, periods of incubation
and infectiousness specific to measles, and speed of transmission of
alarming information.

The question whether a social mechanism can be purely mathematical,
raised earlier, I think I have answered. The S-shaped logistic curve is not
a social mechanism, but it can be generated by a social mechanism, and
it can be given a specific interpretation as a social mechanism. And I
believe that the social mechanism we found underlying our mathematical
model (or that we guessed was underlying the model), like most social
mechanisms, may suggest other phenomena to which our model is perti-
nent. It is easy to assimilate our fiction-sales phenomenon to the Iowa
farmers' adoption of hybrid corn, but less easy to analogize to the under-
lying social mechanism for children's vocabulary. And once one sees how
the logistic-generating differential equation, dNIdt = aN(L — N), can ac-
count for Iowa corn and romantic novels, it is no surprise that' 'thousands
of examples" of logistic-shaped growth processes have been discovered.

Of course, the logistic shape will necessarily be only an approximation
to the empirical data, and there may be other differential equations that
can generate approximations to the data. The fact of a good fit does not
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alone confirm the conjectured underlying mechanism, and there may be a
family of mechanisms of which the contagion model is only one. A sine
curve may decently mimic a logistic curve, and if the variable that appears
to be exhausting its limit is capable of reversal - unlike the novel, which
probably won't come back on the used-book market - we may want to
hold judgment until we are sure it is approaching an asymptote and not a
wavecrest.

Here is where "pure" mathematics can contribute to the study of social
mechanisms. Note that exponential growth itself can reflect a social mech-
anism; in an infinite population, the (L — N) term never becomes binding,
and the logistic curve never reaches that inflection point. We can easily
think of social mechanisms that lead to pure exponential growth; having
babies is one. Can a simple differential equation generate either exponen-
tial growth or sine waves, according to initial conditions or parameter
values? How simple can it be?

Ecologists have studied predator-prey relations and found cycles; linear
second-order differential equations - derived from a pair of first-order
linear equations - are sufficient. Studying the form of the equation can
suggest what to look for in a social mechanism and can help us to see
how the same mechanism might account for either exponential growth or
cycles (see the appendix at the end of this chapter).

Before introducing some other social mechanisms, I want to advert to
the discussion of what one can do with social mechanisms that one cannot
do with "mere correlations," or, perhaps more aptly, "curve fitting." A
distinction is often made between prediction as the goal of science (and
as the "test" of a theory), and explanation (i.e., a better understanding of
what is going on, a more satisfying place to stop). I think there are at least
three other advantages of having a grasp of the social mechanism that lies
behind the regularity in behavior.

One is that exceptions to the familiar regularities may be identified with,
for example, particular parameter values. An instance is in the contagion
model if only those recently infected (recruited) perform the recruitment
function. In ordinary exponential growth, N(t) is proportionate to N(t) —
N(t - p), with p being here interpreted as the (constant) period that an
infected individual remains infectious; the rate of growth is still exponen-
tial but slower. (We could also make some allowance for an "incubation"
period between infection and infectiousness, which would work in the
same direction.) But since ultimately the exponential growth gets damped
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by the approach to the population limit, it can turn out that a very short
period of infectiousness leads to an S-curve that does not approach the
population limit. If we compare, say, diseases and find that some show S-
curves that peter out and others go on to approach the original limit,
knowing something about the mechanism lets us know what to look for -
incubation period, period of infectiousness (unlimited with HIV), and per-
haps some fraction of the sick quarantined - to explain the differences
and verify the mechanism itself.

A second advantage of knowing the mechanism is the possibility of
intervention. For example, in the measles case, the number actually sick
- not the number that has cumulatively contracted the disease - is probably
what the mothers observe. A more rapid growth in N, the number who
have already contracted the disease, will be associated with a larger N(t)
— N(t — x), the number currently sick. Paradoxically, accelerating the
epidemic can accelerate the vaccination rate and reduce the ultimate cu-
mulative number of infants who contract the disease and, of course, the
number who die. Other interventions, such as publicity, might be sug-
gested. Since our measles epidemic is only a metaphor for social mech-
anisms that display the same underlying generative process, there may be
varieties of interventions to consider once we have the underlying mech-
anism and some appreciation of the most influential parameters.

A third advantage is that once we see the mechanism, how it works,
and maybe its mathematical shape, we have a kind of template that may
fit other phenomena. True, we want to avoid what my colleague Robert
Solow described as what a person does who gets a new electric drill for
Christmas - go around looking for holes that need to be drilled - but if
measles and sales of fiction respond, maybe we can find similar shapes
and forms underlying the number of voters supporting Ross Perot during
the 1992 election campaign, the number of people who procure microwave
ovens, or the number of young people in America who went into science
and engineering post-Sputnik. (And we want to beware of concluding too
soon that the curve is logistic rather than sinusoidal, or something in be-
tween. Once we have a bit of insight into what might be the underlying
mechanism, we know something about what to look for.)

And it is important to recognize that there often are whole families of
social mechanisms, differing from each other significantly, that apply to
similar-appearing phenomena, just as there are phenomena that appear
similar but reflect wholly different mechanisms. Jon Elster has often called
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attention to the fact that the eagle, the pterodactyl, and the sparrow have
wings, and bats have wings, and flying fish have wings, but the evolu-
tionary mechanisms may unite the pterodactyl, the eagle, and the sparrow
but not the bat or the flying fish. Measles, especially its etiology, and
flying fish are a far cry from what we might explain as a "social mech-
anism," but the models of the mechanisms may sometimes unite them. In
my teaching, I always spend some time on the ordinary household ther-
mostat as a generator of cyclical behavior that helps one to understand
what kinds of ingredients in a model - social, mechanical, biological, even
psychological - may produce key characteristics of a phenomenon. (Long
ago, when I smoked, I found that I kept running out of matches; upon
reflection, it seemed that after a match famine I scrounged matches at
every chance, to build up a safe inventory, then relaxed and used up all
my matches, and had to survive another famine and start scrounging again,
somewhat like the mothers responding to the measles cycle. This might
qualify as a "psychological mechanism.")

To illustrate what I mean by "families" of mechanisms - what I once
called "families of models" - mechanisms that produce similar results,
and enjoy similarities but also differences, I shall offer a number of ex-
amples of the kind of things often called "self-fulfilling prophecies." A
somewhat better term would probably be "self-realizing expectations,"
with prophecies being only one source of the expectations.

Here are some examples. If people expect a coffee shortage, there will
be a coffee shortage. If people believe that only the careless split infini-
tives, only the careless will split infinitives. If people believe that the only
women who smoke on the street are streetwalkers, the only women who
smoke on the street will be streetwalkers. If people believe the Harvard
department of economics will always attract the best faculty, the Harvard
department will always attract the best faculty. If men believe they will
be conspicuous without neckties, they will be conspicuous without neck-
ties. If people believe neighbors invariably develop hostility toward each
other, neighbors will develop hostility toward each other. If young men
believe they needn't learn to cook because the women they marry will
have learned how to cook, and if young women believe young men believe
that, then young men needn't learn to cook. If people believe it will be
hard to get spare parts for Korean-manufactured automobiles, it will be
hard to get spare parts for Korean-manufactured automobiles. If scientists,
engineers, and international-business people believe that English is bound
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to become the unique common language of science, engineering, and in-
ternational business, English will become the language of scientists, en-
gineers, and international-business people. If people believe that nobody
with a southern accent can get the party nomination for the U.S. presi-
dency, then nobody with a southern accent can get the nomination. If
everybody believes you have to go early to get a seat, you'll have to go
early to get a seat. If gunfighters know that when two gunfighters meet
on the street they will both draw, and the first to draw will probably kill
the other, then when two gunfighters meet they will draw, and the first to
draw will probably kill the other. If people believe that only men and
women looking for sexual partners go to singles bars, only men and
women looking for sexual partners will go to singles bars. If people be-
lieve the bank is insolvent, it already is. If people believe that nobody can
win a lottery twice, nobody will win a lottery twice. And if people believe
that someone recently very popular in social life is on the way out, he or
she is on the way out.

These propositions all have, or would have if I eliminated a little variety
in the formulation, the same syntactical form. They all invite exploration
for underlying mechanisms. Any one of them, I think you will agree, could
be true; most of them could also be false. Some of them share a mecha-
nism: Coffee shortage, the insolvent bank - we could have mentioned the
stock market - and going early to get a seat all look to me like the same
principle. A few - the smoking prostitutes, the frequenters of singles bars
- look like powerful coercive conventions: Women who like to smoke
who are not prostitutes will feel the privation when walking at night, and
somebody who wants to use the telephone may feel unwelcome or con-
spicuous in the singles bar. The split infinitive and the necktie appear to
be similar; the cooking case could be seen either as a coercive convention
or as a socially convenient rule of coordination, since there may be ad-
vantages to the division of labor and skills, and in monogamous societies,
any other rule specifying which member of a marital pair should learn to
cook (e.g., alphabetical) would prove confusing and inefficient. The mech-
anism behind the inability of the southern accent to get nominated may
be twofold: No one wants to waste a vote in the primaries, and no one
wants to contribute to the campaign fund of a certain loser; without those
votes in the early primaries and without those campaign funds, the case
is hopeless.

I'm sure not only that there are thousands of such (possibly true) prop-
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ositions about self-realizing expectations but that there are, at least, dozens
or scores of different mechanisms underlying them. I've never seen a
catalogue. If given the opportunity, I'd like to offer a prize to whoever -
decided by common consent - provides the richest menu of self-realizing
expectations. More than that, I'd like to see the beginning of a catalogue
of social mechanisms. And for teaching, I would like to see a catalogue
of unexpected or anomalous observed behaviors that test and exercise
students' skills in solving the puzzles, conceiving of (potential) social
mechanisms.

There is, in these chapters, much discussion of "laws" in the social
sciences - what laws are, and how they relate to mechanisms or to cor-
relations. We don't have many recognized laws in my discipline, econom-
ics - in recent years, what might earlier have been identified as empirically
established "laws" have come to be referred to as "stylized facts." But
I want to introduce a kind of law that plays a great role in physics, me-
chanics, genetics, and chemistry, that plays a great role in demography,
that plays an unrecognized role (i.e., unrecognized as "law") in econom-
ics, and that, though less pervasive, probably has application to sociology
and all the disciplines interested in social mechanisms.

I shall introduce this kind of law by introducing two similar-sounding
statements, each of which might qualify as a law, one of which would be
a law of behavior of the kind that might be recognized in social theory,
and the other a law of the kind to which I want to call attention. Here are
the two statements:

1. When the average speed on the Autobahn increases, most drivers
will drive a little faster.

2. When most drivers drive a little faster, the average speed on the
Autobahn increases.

Alternatively,

1. When the noise level at a reception goes up, most people will speak
a little louder.

2. When most people at a reception speak a little louder, the noise level
goes up.

In each of these pairs, the first is a proposition about behavior, a falsifiable
hypothesis. In each, the second proposition is not about behavior: It fol-
lows from the definition of "average speed," or "noise level." There are,
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especially in economics, less obvious identity relations of this kind, usu-
ally arrived at by combining two or more statements that are necessarily,
identically, true. The mathematical analogy is the pair,

aX + bX2 = Y and aX + bX1 = X(a + bX).

The first is true only for certain values of X, the second independently of
the value of X. In economics, identities of this kind are often called "ac-
counting identities," and they show up in national-income accounting,
foreign-transactions accounting, and monetary-system accounting. In
demography such an accounting statement would be, for example: In a
monogamous society, the number of blacks married to whites is equal to
the number of whites married to blacks (as long as we are consistent in
the definitions of "whites," "blacks," and "married").

These accounting statements often provide the "feedback loop" in a
social mechanism. For example, suppose that the first of the foregoing
behavioral statements is found to be approximately true, and that people
tend

1. to each have his or her own preferred average speed, to which he or
she would conform if it were the actual average, and

2. when the average speed differs from their preferred average, to drive
at a speed midway between their preferred average and the actual
average (i.e., they accommodate partway to the actual average). If
the average is 65, and one's preferred average is 55, one drives 60;
if preferred speed is 75, one drives 70.

Suppose now that the average speed on our highway has settled down to
where everybody is comfortable (i.e., driving midway between the average
and his or her own preferred speed) and the average is 65. Half the people
suddenly undergo a change in preference: Preferred average for these peo-
ple goes up by 20 mph. What will happen to the average? Initially, those
whose preferred average has increased by 20 mph will drive 10 mph faster.
If they were already driving 60, their preferred average must have been
55; now it is 75, and they raise their speed to 70. If they were already
driving 75, their preferred average must have been 85; now it is 105, and
they will increase their speed to 85. And so on. Since half the drivers
raised their speeds by 10 mph, the average must have gone up by 5, to
70.

But it doesn't stop there. Everybody - those whose preferences changed
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and who raised their speeds, and those who didn't - now experience an
average greater by 5 mph than it used to be, so they will all raise their
speeds by 2.5 mph. And there it goes again: Now they all accelerate
another 1.25 mph, and so on until the average is 75. Those whose pref-
erences changed are now driving 15 mph faster than before, the rest 5
mph faster.

I imputed an especially simple formula for each driver's chosen speed,
linear in the actual and preferred averages; as a result, it turns out that the
equilibrium average is simply the average of the preferred speeds. But at
least that simple formulation shows the "feedback" effect; those who raise
the average pull the others along with them, and pull each other, too. The
same mechanism can underlie college grade inflation, restaurant tipping,
loudness of dormitory record players, and sometimes legislators' willing-
ness to vote for unpopular measures.

I devoted a chapter entitled ' The Inescapable Mathematics of Musical
Chairs" to these ineluctable logical propositions in an earlier work (Schel-
ling, 1978) and do not want to repeat myself much. But a couple of
examples may illustrate. I said, "A fact of some significance is that in a
monogamous population the difference between the numbers of unmarried
women and unmarried men is the same as the difference between the
numbers of women and men" (Schelling, 1978:56). I probably should not
have said "fact." A fact is usually something that could be true or false
and has to be verified; the assertion in that statement follows logically
from the definitions of "men," "women," "unmarried," and "monog-
amous." I added:

And if we count the women and men over some common age of eli-
gibility for marriage, the percentage difference between the two in a
stable population will be the percentage difference in life expectancies
at that age. If women live longer or marry earlier there will be more
eligible women than men. There will be the same number more of
eligible unmarried women than unmarried men. The ratio of unmarried
women to unmarried men will be larger, the more people are married.
If women begin to marry at seventeen and (as in the United States) have
a life expectancy of another sixty years, and men at twenty-one with a
life expectancy of fifty, in a stationary population adult women will
exceed men in the ratio 60:50. If one-fifth of the men are unmarried,
one third of the women will be. If women marry three years earlier and
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live seven years longer than men, women will average ten years longer
divorced or widowed than men. (Schelling, 1978:56)

Some of these (logical) propositions are instantly, or almost instantly,
obvious. When Garrison Keillor refers to Lake Woebegone as "where all
the children are above average," nobody fails to smile; he could as well
say "where all the people give more at Christmas than they receive." It
is almost, but not quite, as obvious that if you count all the black neighbors
of all the white people in a city, you already know how many white
neighbors the black people have. But when there is a great "selling wave"
on the stock market, indicated by a decline in average values and heavy
turnover, intelligent-sounding people on public radio discuss such ques-
tions as where all the money is going that people are taking out of the
stock market, apparently unaware that every share sold must have been
purchased.

All such logical propositions that I know of are quantitative. They are
therefore common in economics, demography, and epidemiology. (Pro-
portionately more people die in the United States from noninfectious dis-
eases than they did 50 years ago but not because noninfectious diseases
have become more deadly.)

Peter Hedstrom and Richard Swedberg hoped, in organizing this book,
to influence the entire discipline of sociology (and anthropology, political
science, and social psychology) to take more interest in social mecha-
nisms, in their discovery and explication, in their typology, in basic mech-
anisms, and in their variants and offspring. I believe all the authors join
in that wish. What we need is to exploit some social mechanisms that will
accomplish that. Probably the first step is to achieve critical mass. If, with
this book, we have succeeded in that, perhaps we can look forward to
healthy logistic growth.

Appendix

Consider two first-order differential equations involving X and F, each
growing or declining as a function of both of their current values (X
denotes the current rate of change of the value of X):

1. X = A + BX + CY
2. Y = a + bY + cX
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Differentiating 1, we get:

3. X" = BX + CY

Substituting 2 into 3, we get:

4. X" = BX + Ca + O?F + CcX

If we multiply 1 by b and subtract it from both sides, we eliminate the
term in Y, and get:

5. X" - (Ca - bA) + (B + 6)X + (Cc - Bb)X.

The same may be done for F1; the resulting equation in terms of Y and
F will have corresponding coefficients (from the symmetry of the coeffi-
cients in 5).

If we "solve" this equation, we find five possible modes of behavior:

1. If either of the two coefficients, (B + b) or (Cc — Bb) is positive,
X and Y will monotonically grow exponentially.

2. If both are negative, and (B + bfIA > -(Cc - Bb\ X and Y will
converge monotonically on equilibrium values.

3. If (Cc - Bb) is negative, but (B + bfIA < -(Cc - Bb), X and Y
will cyclically (sinusoidally) converge on equilibrium values if (B +
b) is negative,

4. will cyclically (sinusoidally) diverge exponentially if (B + b) is pos-
itive, and

5. will display a uniform sine curve if (B + b) is zero.
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3. A plea for mechanisms

JON ELSTER

Introduction

Are there lawlike generalizations in the social sciences? If not, are we
thrown back on mere description and narrative? In my opinion, the answer
to both questions is No. The main task of this essay is to explain and
illustrate the idea of a mechanism as intermediate between laws and de-
scriptions. Roughly speaking, mechanisms are frequently occurring and
easily recognizable causal patterns that are triggered under generally un-
known conditions or with indeterminate consequences. They allow us to
explain but not to predict. An example from George Vaillant gives a flavor
of the idea: ' 'Perhaps for every child who becomes alcoholic in response
to an alcoholic environment, another eschews alcohol in response to the
same environment" (Vaillant 1983, p. 65). Both reactions embody mech-
anisms: doing what your parents do and doing the opposite of what they
do. We cannot tell ahead of time what will become of the child of an
alcoholic, but if he or she turns out either a teetotaler or an alcoholic, we
may suspect we know why.

Although the bulk of this essay concerns the use of mechanisms in the
social sciences, the idea has wider application. In her claim that "the laws
of physics lie," Nancy Cartwright uses the following illustration:

Last year I planted camellias in my garden. I know that camellias like
rich soil, so I planted them in composted manure. On the other hand,

I am grateful to Nancy Cartwright, G. A. Cohen, Robyn Dawes, Dagfinn F0llesal, Peter
Hedstrom, George Loewenstein, Richard Posner, Nils Roll-Hansen, Bernt Stigum, and the
late Amos Tversky for comments on an earlier version of this essay. I also benefited from
comments by the participants in the conference on "Mechanisms" in Stockholm in June
1996, notably by my discussant Arthur Stinchcombe. A fuller version of the present essay
is presented in my Alchemies of the Mind (forthcoming).
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the manure was still warm, and I also know camellia roots cannot
take high temperatures. So I did not know what to expect. But when
many of my camellias died, despite otherwise perfect care, I knew
what went wrong. The camellias died because they were planted in
hot soil. . . .

So we have an explanation for the death of my camellias. But it is
not an explanation from any true covering law. There is no law that
says that camellias just like mine, planted in soil which is both hot and
rich, die. To the contrary, they do not all die. Some thrive; and probably
those that do, do so because of the richness of the soil they were planted
in. We may insist that there must be some differentiating factor which
brings the case under a covering law: in soil which is rich and hot,
camellias of one kind die; those of another thrive. I will not deny that
there may be such a covering law. I merely repeat that our ability to
give this humdrum explanation precedes our knowledge of that law. On
the Day of Judgment, when all laws are known, these may suffice to
explain all phenomena. But in the meantime we do give explanations;
and it is the job of science to tell us what kinds of explanations are
admissible. (Cartwright 1983, pp. 51-2)

Cartwright's example relies on what I shall call type B mechanisms.
Briefly defined, they arise when we can predict the triggering of two causal
chains that affect an independent variable in opposite directions, leaving
the net effect indeterminate. I contrast them with type A mechanisms,
which arise when the indeterminacy concerns which (if any) of several
causal chains will be triggered. An example from the natural sciences of
type A mechanisms can be taken from fear-elicited behavior in animals.1

Environmental stimuli can trigger one of three mutually incompatible fear
reactions: fight, flight, or freeze. We know something about the conditions
that will trigger these reactions. Thus "in response to a painful shock,
animals will typically show increased activity, run, jump, scream, hiss or
attack a suitable target (e.g., another animal) in their vicinity; but, in re-
sponse to a stimulus associated with shock, the animal will most likely
freeze and remain silent. The brain mechanisms that mediate these two
kinds of reactions are quite distinct" (Gray 1991, p. 244). But although
we can identify the conditions that trigger freeze versus either fight or
flight, we do not know which will trigger fight versus flight. "Rather than

1 I am indebted to Nils Roll-Hansen for suggesting this example.
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thinking in terms of two systems for reaction to different classes of pun-
ishment, it makes better sense to imagine a single fight/flight mechanism
which receives information about all punishments and then issues com-
mands either for fight or for flight depending on the total stimulus context
in which punishment is received" (ibid., p. 255). But to say that the in-
dependent variable is "the total stimulus context" is equivalent to saying
that the two responses are triggered under "generally unknown condi-
tions." Cartwright's example and the flight-fight example provide robust
instances of mechanisms in the natural sciences.

In developing the idea of a mechanism, I shall proceed as follows. In
the following section, I provide a more precise definition of the notion of
a mechanism. In the third section, I discuss some pairs of psychological
mechanisms in more detail. In the fourth section, I indicate how these
elementary mechanisms may form building blocks in constructing more
complex explanations. In the fifth section, I discuss some conditions under
which it may be possible to move beyond the ex post identification of
mechanisms to predictive statements ex ante. The final section offers a
few conclusions.

Explaining by mechanisms

Let me begin by clearing up a terminological ambiguity. In Explaining
Technical Change, I used the term "mechanism" in a sense that differs
from the one adopted here (1983a). In that work, I advocated the search
for mechanisms as more or less synonymous with the reductionist strategy
in science. The explanation of cell biology in terms of chemistry or of
chemistry in terms of physics are strikingly successful instances of the
general strategy of explaining complex phenomena in terms of their in-
dividual components. In the social sciences, this search for mechanisms
(or for "microfoundations") is closely connected with the program of
methodological individualism - the idea that all social phenomena can be
explained in terms of individuals and their behavior.

In that earlier analysis, the antonym of a mechanism is a black box. To
invent an example at random, suppose somebody asserted that unemploy-
ment causes wars of aggression and adduced evidence for a strong cor-
relation between the two phenomena. We would hardly accept this as a
lawlike generalization that could be used in explaining specific wars unless
we were provided with a glimpse inside the black box and told how un-
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employment causes wars. Is it because unemployment induces political
leaders to seek for new markets through wars? Or because they believe
that unemployment creates social unrest that must be directed toward an
external enemy, to prevent revolutionary movements at home? Or because
they believe that the armament industry can absorb unemployment? Al-
though many such stories are conceivable, some kind of story must be
told for the explanation to be convincing, whereby "story" I mean "law-
like generalization at a lower level of aggregation."

In the present analysis, the antonym of a mechanism is a scientific law.
A law asserts that given certain initial conditions, an event of a given type
(the cause) will always produce an event of some other type (the effect).
For example, if we keep consumer incomes constant, an increase in the
price of a good will cause less of it to be sold ("the law of demand").
Again, we may ask for a story to support the law. One story could be that
consumers maximize utility. Gary Becker (1962) showed, however, that
the law of demand could also be supported by other stories (e.g., that
consumers follow tradition, as far as possible, or even that they behave
randomly).

In more abstract terms, a law has the form "If conditions Cl5 C2,. . .
Cn obtain, then always £." A covering-law explanation amounts to ex-
plaining an instance of E by demonstrating the presence of C\, C2 . . . Cn.
At the same abstract level, a statement about mechanisms might be "If
Q, C 2 . . . Cn obtain, then sometimes £." For explanatory purposes, this
may not seem very promising. It is true, for instance, that when there is
an eclipse of the moon, it sometimes rains the next day, yet we would not
adduce the former fact to explain the latter. But consider the idea that
when people would like a certain proposition to be true, they sometimes
end up believing it to be true. In this case, we often do cite the former
fact to explain the latter, relying on the familiar mechanism of wishful
thinking.

This is not a lawlike phenomenon. Most people entertain some beliefs
that they would like to be false. Ex ante, we cannot predict when they
will engage in wishful thinking - but when they do, we can recognize it
after the fact. Of course, the mere fact that people adopt a belief that they
would like to be true does not show that they have fallen victim to wishful
thinking. Even if the belief is false or (more relevantly) inconsistent with
information available to them, we cannot infer that this mechanism is at
work. To draw that conclusion, more analysis is needed. Is this a regular
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pattern in their behavior? Do they often stick to their beliefs even as
evidence to the contrary becomes overwhelmingly strong? Do they seem
to be strongly emotionally attached to their beliefs? Can other hypotheses
be discarded? By standard procedures of this kind, we can conclude, at
least provisionally, that wishful thinking was indeed at work on this par-
ticular occasion. In doing so, we have offered an explanation of why
people came to hold the belief in question. The mechanism provides an
explanation because it is more general than the phenomenon that it sub-
sumes.

In my earlier terminology, going from a black-box regularity to a mech-
anism is to go from "If A, then always B" to "If A, then always C, D,
and 5 . " In this perspective, mechanisms are good because their finer grain
enables us to provide better explanations. Understanding the details of the
causal story reduces the risk of spurious explanations (i.e., of mistaking
correlation for causation). Also, knowing the fine grain is intrinsically
more satisfactory for the mind. (On both points, see Elster 1983a, Ch. 1.)
On the view set out here, the move from theory to mechanism is from
"If A, then always # " to "If A, then sometimes Z?." (Because fine grain
is desirable in itself, I also urge the further move to "If A, then sometimes
C, D, and #.") In this perspective, mechanisms are good only because
they enable us to explain when generalizations break down. They are not
desirable in themselves, only faute de mieux. Yet because the best is so
hard to attain, it can easily become the enemy of the good. The ' 'plea for
mechanisms" is not an argument against lawlike explanations, only
against the idea that when such explanations fail - which they usually do
- we must fall back on narrative and description.

Mechanisms often come in pairs. For instance, when people would like
the world to be different from what it is, wishful thinking is not the only
mechanism of adjustment. Sometimes, as in the story of the fox and the
sour grapes, people adjust by changing their desires rather than their be-
liefs (Elster 1983b). But we cannot make a lawlike statement to the effect
that' 'Whenever people are in a situation where rational principles of belief
formation would induce a belief that they would like to be false, they
either fall victim to wishful thinking or to adaptive preference formation."
To repeat, most people entertain some beliefs they would like to be false.
Or take another pair of mechanisms: adaptive preferences versus counter-
adaptive preferences (sour grapes versus forbidden fruit). Both phenomena
are well known and easily recognizable: Some people prefer what they
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can have, while others tend to want what they do not or cannot have. Yet
it would be absurd to assert that all people fall in one of these two cate-
gories. Similarly, some people are conformists, some are anticonformists
(they always do the opposite of what others do), and some are neither.

When the paired mechanisms, as in most of the examples given so far,
are mutually exclusive, they are what I called type A mechanisms. Yet
paired mechanisms can also operate simultaneously, with opposite effects
on the dependent variable. Even when the triggering of these mechanisms
is predictable, their net effect may not be. These are what I call type B
mechanisms. For an example, consider the impact of taxes on the supply
of labor:

A high marginal tax rate lowers the opportunity cost or "price" of
leisure, and, as with any commodity whose price is reduced, thereby
encourages people to consume more of it (and thus do less work). But,
on the other hand, it also lowers peoples' incomes, and thereby may
induce them to work harder so as to maintain their standard of living.
These two effects - the substitution and income effects, in economists
parlance - operate in opposite directions, and their net effect is impos-
sible to predict from theory alone. (Le Grand 1982, p. 148)

As in Cartwright's camellia example, the separate effects are robust pro-
pensities, but the net effect is more contingent. The indeterminacy asso-
ciated with mechanisms can, therefore, take two forms. With type A
mechanisms, we may not be able to predict whether they will be triggered;
with type B mechanisms, we may not be able to assess the net effect of
two opposing mechanisms.

A further distinction may be made between cases in which the two
opposing mechanisms are triggered simultaneously by the same cause, and
cases in which one is triggered by the other.2 I shall refer to these as
mechanisms of type B1 and B2, respectively. A paradigm case of a B2

mechanism is the "opponent-process system" (Solomon and Corbit
1974). An initial experience of pleasure or pain, when terminated, instead
of bringing the subject back to the preexperience baseline state, generates
an oppositely signed experience of pain or pleasure. Euphoria and with-
drawal in drug addiction illustrate the pleasure-pain sequence. The pain-

2 An application of this distinction of Marx's theory of the falling rate of profit is in
Elster (1985, pp. 123-4).
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pleasure sequence is illustrated by the relief a woman experiences upon
learning that her fear of cancer was ungrounded.

I have asserted that we cannot tell, in general, when a given mechanism
will be triggered or, in the case of several mechanisms that operate si-
multaneously or successively, what their net effect will be. In doing so, I
may appear to dismiss a large psychological literature demonstrating the
operation of these mechanisms under specific conditions. Consider, for
instance, the availability and representativeness heuristics (Tversky and
Kahneman 1974). For each of these mechanisms, it is possible to specify
conditions under which it will predictably come into play. Yet this set of
sufficient conditions, which can be realized in experimental situations, may
not often appear in real-life cases. Knowing that C\, C2. . .CA are suffi-
cient for X to occur and Dl5 D2 . . . D5 are sufficient for Y to occur does
not help us to predict what will happen in the presence of C\, C3, D2, D4.
If we know that "If Cl9 then sometimes X" and "If D4, then sometimes
F," we should be ready for either effect. In fact, in some conditions, both
the availability and representativeness heuristics are observed:

When in a game there is a 50% chance of winning, people expect that
a small number of rounds will also reflect this even chance. This is only
possible when runs of gains and losses are short: a run of six losses
would upset the local representativeness. This mechanism may explain
the well-known gamblers' fallacy: the expectation that the probability
of winning increases with the length of an ongoing run of losses. The
representativeness heuristic predicts that players will increase their bet
after a run of losses, and decrease it after a run of gains. This is indeed
what about half the players at blackjack tables do. . . . But the other half
show the reverse behavior: they increase their bets after winning, and
decrease them after losing, which is predicted by the availability heu-
ristic. After a run of losses, losing becomes the better available outcome,
which may cause an overestimation of the probability of losing. [The]
repertoire of heuristics predicts both an increase and decrease of bet
size after losing, and without further indications about conditions that
determine preferences for heuristics, the whole theoretical context will
be destined to provide explanations on the basis of hindsight only.
(Wagenaar 1988, p. 13, italics added)

To summarize, I am not advancing explanation by mechanisms as an ideal
or a norm. Explanation by laws is better - but also more difficult, usually
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too difficult. Moreover, as will be clear by now, I am not suggesting that
mechanisms can be identified by formal conditions analogous to those that
enter into the formulation of laws. "If/?, then sometimes g" is a near-
useless insight. Explanation by mechanisms works when and because we
can identify a particular causal pattern that we can recognize across situ-
ations and that provides an intelligible answer to the question, ' 'Why did
he do thatl"

Some elementary mechanisms

In this section, I offer a more systematic discussion of some elementary
or atomic mechanisms. The purpose of the discussion is to demonstrate
the range and power of mechanism reasoning. I am not trying to prove
any particular thesis, only to persuade the reader of the fruitfulness of the
approach. I first consider two type A mechanisms and then two type B
mechanisms.

Adaptive preferences versus wishful thinking

In Festinger's theory of cognitive dissonance (Festinger 1957, 1964; Wick-
lund and Brehm 1976), dissonance is stipulated to arise when a person
holds two or more "cognitions" that are inconsistent with one another.
Here, cognitions include not only ordinary factual beliefs but also con-
sciously held values as well as mental representations of the choices or
behaviors of the subject. The notion of inconsistency is based on "expec-
tations about what goes with what . . . built up on the basis of past expe-
rience, including notions of logical relations, cultural mores, and learned
empirical correlations among events" (Festinger and Bramel 1962, p.
255). Thus if a person has just bought a car of brand X, the expectation
is that he will not believe brand Y to be better. Or to take another famous
paradigm of dissonance research, if a subject is asked to write an essay
giving arguments for abortion and chooses to do so even if the rewards
are small, expectations are thwarted by learning that he is actually strongly
against abortion.

Dissonance reduction (or avoidance) takes place by changing or
blocking some of the dissonant cognitions, and sometimes by adding
new ones. In spite of certain ambiguities in Festinger's original formu-
lations, the process has to be thought of as unconscious. In the car ex-
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ample, for instance, dissonance can be avoided by reading ads for the
car one has just bought and avoiding reading ads for other brands.
These behaviors cannot proceed from conscious choices for the purpose
of reducing dissonance, for if one knew that the ads were read or
avoided to bolster one's confidence in the choice one had just made, no
bolstering could take place. Somehow, one "just gravitates" toward the
behaviors that confirm the wisdom of the choice. The dissonance-
reducing change in the essay-writing example is even more obviously
constrained to be unconscious. When subjects are unable to tell them-
selves that the behavior is justified by their lack of choice or by a high
reward, they reduce their dissonance by adopting a more favorable atti-
tude toward the view they defended.

In an important special case, dissonance is generated by the presence
of a desire that X be the case and a belief or suspicion that X is not the
case. There are (at least) five possible outcomes. (1) People can try to
modify the world to make X be the case. (2) They can accept the fact that
the world is not as they want it to be. (3) The beliefs may change so that
they acquire a firm belief that X is in fact the case. (4) The desires may
change so that they cease to desire that X be the case. (5) The desires may
be changed so that they come to desire that X not be the case ("sour
grapes"). Of these, (1), (2), and (3) may represent autonomous behaviors
or mental processes, governed by the reality principle rather than the plea-
sure principle. In particular, (4) may result from autonomous character
planning such as has been advocated by Stoics, Buddhists, and others. By
contrast, (3) and (5) are escape mechanisms that operate at an unconscious
level.

As far as I know, nothing is known about when dissonance reduction
takes the form of wishful thinking (3) and when it appears as adaptive
preference formation (5). Note that each reaction, although valuable in
easing short-term tension, has undesirable - and different - long-term con-
sequences. If the wishful thinking leads to the formation of false beliefs
about the world, as it usually although not necessarily does, acting on
these beliefs can have bad consequences. Adaptive preferences tend to
overshoot by a kind of psychic momentum that carries them beyond mere
indifference into aversion (Veyne 1976, p. 312; Mora 1987, p. 72). The
point I want to make is that it matters which of the two functionally
equivalent mechanisms is triggered, because each of them has further,
different consequences over and above that of reducing the tension.



54 JON ELSTER

Spillover, compensation, and crowding out

In an essay "How to profit from one's enemies," Plutarch observes "that
a man is farthest removed from envying the good fortune of his friends
or the success of his relatives, if he has acquired the habit of commending
his enemies, and feeling no pang and cherishing no grudge when they
prosper." This illustrates what I shall call the spillover effect: envy of
one's enemies tends to induce envy of one's friends. A few pages later
he notes that "since all human nature bears its crop of contention, jealousy
and envy . . . , a man would profit in no moderate degree by venting these
emotions upon his enemies, and turning the course of such discharges, so
to speak, as far away from his associates and relatives." This is what I
shall call the compensation effect: envy of one's enemies immunizes
against envy of one's friends.

More formally, the spillover effect is that if a person follows a certain
pattern of behavior P in one sphere of his life, X, he will also follow P
in sphere Y. The compensation effect is that if he does not follow P in X,
he will do so in Y. To these we should add the crowding-out effect: If he
does follow P in X, he will not do so in Y. If the compensation effect and
the crowding-out effect obtain simultaneously, they yield a zero-sum ef-
fect.3

Tocqueville's analyses of American democracy rely heavily on these
mechanisms and on their interaction. Rather than reproducing what I have
written elsewhere on this topic (Elster 1993, Ch. 4), I shall give some
examples from other subject matters and other writers. I begin with an
example from discussions of participatory democracy. First, there is the
thesis advocated by Carole Pateman (1970): If people participate in de-
cision making at the workplace, they will also become more predisposed
to participate in politics. This is the spillover effect. Second, there is what
we may call the Oscar Wilde thesis: Even under socialism, Wilde ob-

3 Claims that mental life in general is subject to a zero-sum law amounts to a theory -
the "hydraulic theory of the mind" - rather than to a mechanism. It is, moreover, a false
theory, as acutely noted by Tocqueville: "It would seem that civilized people, when re-
strained from political action, should turn with that much more interest to the literary pleas-
ures. Yet nothing of the sort happens. Literature remains as insensitive and fruitless as
politics. Those who believe that by making people withdraw from greater objects they will
devote more energy to those activities that are still allowed to them treat the human mind
along false and mechanical laws. In a steam engine or a hydraulic machine smaller wheels
will turn smoother and quicker as power to them is diverted from the larger wheels. But
such mechanical rules do not apply to the human spirit" (Tocqueville 1986, p. 168).
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served, the week will only have seven evenings, implying that participa-
tion in one sphere will be at the expense of participation in other spheres.
This is the crowding-out effect. Third, one might argue that people have
a need to participate in joint decision-making processes, so that if they are
denied, say, democracy at the workplace, there will be a strong demand
for political democracy, and vice versa. This is the compensation effect.

In an article on the organization of leisure, Harold Wilensky (1960)
traces what he calls "the compensatory leisure hypothesis" and "the spill-
over leisure hypothesis" back to Engels's work, The Conditions of the
Working-Class in England in 1844. The first states that the worker who
is alienated at work compensates by active and energetic leisure activities;
the second that' 'he develops a spillover leisure routine in which alienation
from work becomes alienation from life; the mental stultification produced
by his labour permeates his leisure." Rather than assuming that the one
or the other mechanism is true always and everywhere, we may conjecture
that some individuals are subject to the first and others to the second, or
that the same individual cycles between the two. A conjunction of the two
mechanisms might offer a more satisfactory account than either of them
taken separately.

So far I have considered spillover and compensation as intrapersonal
mechanisms of attitude formation. The last few remarks suggest, however,
that one may enlarge the perspective to consider how similar effects may
be at work in interpersonal relations. When young aristocrats and young
elite commoners are educated together, the compensation effect may
dampen the dueling tendencies of the former while the spillover effect
may enhance those of the latter (Billacois 1990, p. 136). Another example
is provided by individual donations to charity. A spillover-like mechanism
is that embodied in the norm of fairness: If others give more, I should
give more, too (Elster 1989, p. 187 ff.; Sugden 1984). A compensation-
like mechanism arises from more outcome-oriented utilitarian reasoning:
If others give more, my contribution matters less so that I can give less
(Elster 1989, p. 46 ff.; Margolis 1982). I will return to this example
shortly.

Contrast effect versus endowment effect

In the mid-1980s, Amos Tversky suggested (personal communication) that
past experience has a dual effect on present welfare. On the one hand,
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there is an endowment effect: A memory of a good experience is a good
memory, the memory of a bad one a bad memory. Hence a good past
tends to improve the present, a bad past to make it worse. On the other
hand, there is a contrast effect: A good experience in the past tends to
devalue less good experiences in the present, and a bad event in the past
will similarly throw the present into favorable relief. A meal at a super-
latively good French restaurant may cause one to enjoy later meals at
French restaurants (and perhaps at other restaurants, too) less than one
would otherwise have done. Conversely, there is nothing like recovery
from illness to make you appreciate a normal state of health.4

Given the existence and regular operation of these two mechanisms, we
can ask several questions. First, there is a mechanism of type B2: If a
positive or negative experience triggers a negative or positive contrast
effect (and assuming no endowment effect), will the net effect be positive
or negative? This question has been much discussed ever since it was
recognized that' 'if the best can come only rarely, it is better not to include
it in the range of experiences at all" (Parducci 1968, p. 90).5 Second, there
is a mechanism of type B^ What is the net effect, mediated by contrast
and endowment, of experiences at an earlier time on welfare at a later
time? This was the question identified by Tversky. Third, combining the
first two questions, we might ask about the net effect of the initial expe-
rience on welfare overall, either as discounted to the earlier time or without
discounting. In a given case, the net effect on later welfare might be
negative (a negative contrast effect being stronger than a positive endow-
ment effect), but the net effect on overall welfare might still be positive
(the positive utility from the experience itself offsetting the negative net
effect at the later times). To my knowledge, nobody has studied the third
and more important question.

In a study of the second question, Amos Tversky and Dale Griffin
(1991) assume that the contrast effect, unlike the endowment effect, re-

4 These phenomena should not be confused with the opponent-process mechanism (see
section 2). In that process, an initial positive experience generates a later negative experience
independently of whatever other events may transpire. In the presently discussed case, the
subsequent effects depend on later events. If all my later meals are taken in superlatively
good French restaurants, the contrast effect will not operate.

5 Conversely, he argues that' 'The ideal lower end-point might be a strong electric shock,
unbearable, but quickly over. The shock would have to be readministered occasionally,
whenever it dropped from the context or whenever its memory ceased to be dreadful"
(Parducci 1984, p. 16).
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quires some similarity between the present and the past. The superlative
French meal will not, for instance, tend to devalue a meal in a Chinese
restaurant. In this specific case, that assumption seems reasonable. If, how-
ever, we imagine a man in prison dwelling miserably on how it felt to be
free or a recovering patient enjoying his improved health, we do not need
to stipulate a contrast between specific types of experience. Given this
assumption and the high susceptibility of judgments of similarity to fram-
ing effects, they note that "one should find ways to treat the positive
experiences of the past as different from the present" (ibid., p. 299). They
also note, however, that people may not have much freedom in the framing
of hedonic events. I will return to that issue in the fifth section, "From
mechanisms to laws."

The bulk of Tversky and Griffin's study is devoted to an analysis of
net effects in specific experimental situations. Although they assert that
their predictions were confirmed, this turns out to mean mainly that if the
past events were dissimilar from the present ones, there was no contrast
effect. In addition, they note that the principle of loss aversion suggests a
prediction (which was confirmed) that the negative contrast effect follow-
ing a high payoff will be larger than the positive contrast effect following
a low payoff (ibid., p. 305). They do not, however, offer any prior reasons
for believing that the contrast effect will dominate the endowment effect
or vice versa when both operate. It turns out that in one of their two
experiments the endowment effect was stronger, whereas in the other, the
two effects were of roughly equal strength. Although loss aversion is cited
as an explanation for the difference between the two experiments, no ex-
planation is given for the results obtained in any one of them.

Later, George Loewenstein and I (Elster and Loewenstein 1992) gen-
eralized Tversky's idea to a larger variety of experiences. In addition to
endowment and contrast effects that arise from one's own past experi-
ences, we identified similar effects that arise from the anticipation of one's
future experiences, from other people's experiences, and from merely
imagined or counterfactual experiences. Because the term "endowment"
does not fit these other contexts, we used "consumption effect" as the
more general term. To some extent, we also addressed the question of the
net effect. We noted that in interpersonal comparisons there is a transition
from a dominant consumption effect to a dominant contrast effect that
occurs at the point of equality (Loewenstein, Thompson, and Bazerman
1989). We also noted the absence of a contrast effect when the future is
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expected to be worse than the present. In other cases, however, the net
effect remains indeterminate. It is an open question, for instance, whether
the consumption effect of daydreaming can offset the contrast effect.6

Consumption and contrast effects are not the only results of interper-
sonal comparisons. Abraham Tesser (1991) compares the painful contrast
effect (or envy) with a pleasurable "reflection effect," basking in the
reflected glory of a superior individual. Because both envy and reflected
glory depend on our closeness to the other person, they will wax and wane
together, the net effect being in general indeterminate.7 In one of his ex-
periments, Tesser found that the two effects were of approximately equal
magnitude, with zero net effect as far as pleasure or pain goes. Yet this
finding does not imply that this condition is equivalent to one in which
the subject and the comparison person are equal, in which case both effects
would be zero. The latter condition would produce not only zero net plea-
sure or pain but also zero arousal. Tesser found, however, that the subjects
in the former condition did experience arousal, as evidenced in their en-
hanced ability to perform simple tasks and decreased ability to perform
complex tasks. I return to some methodological implications of this finding
in the final section of the chapter.

Desires and opportunities

Actions are caused by desires and opportunities. But the explanation of
behavior need not stop there. We may go one step further and inquire into
the causes of the causes. In some cases, the desires are caused by the
opportunities. In others, desires and opportunities have a common cause
in an antecedent variable. I shall discuss both cases, with reference to the
' Tocqueville effect" in the explanation of revolutionary behavior. In a
dynamic version, the effect says that discontent with existing conditions
increases when conditions improve. The static version is that discontent

6 See Elster (1997, Ch. IV. 1) for some comments on daydreaming. Note that in day-
dreaming, the consumption effect comes first and the contrast effect later, upon return to
reality. If people discount the future, therefore, they might indulge in daydreaming, therefore
even if on balance it makes them worse off.

7 According to Ben-Ze'ev (1992, p. 568), "Achievements of those very close to us evoke
pride rather than envy when these achievements are . . . connected with us in such a manner
that we can share the credits they bestow" (my italics). Thus he asserts, in my terminology,
that closeness is the triggering variable in a type A mechanism. Tesser, by contrast, asserts
that closeness is part of a set of conditions that induce both pride and envy in a type B
mechanism. A priori, one cannot tell who is right - or whether both might sometimes be.
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is greater when conditions are better. Although Tocqueville (1955, p. 176)
runs the dynamic and the static effects together, they are clearly distinct;
either might exist without the other.8 I first discuss the dynamic and then
the static effect.

The standard account of the dynamic Tocqueville effect is probably that
when opportunities increase, aspiration levels increase even faster, making
for more discontent. The idea lacks, I think, the compelling simplicity one
would want to have in a mechanism. More satisfactory is Tocqueville's
idea that "the mere fact that certain abuses have been remedied draws
attention to the others and they now appear more galling" (1955, p. 177).
Also, economic progress makes for more occasions for abuse, by bringing
more individuals into contact with the inefficient state administration
(ibid., pp. 178-9). Moreover, as suggested by Hirschman and Rothschild
(1973, p. 46), economic progress that is not accompanied by ascent along
other dimensions may create a frustrating state of status incongruence.

The possibility of telling different fine-grained stories to support the
dynamic Tocqueville effect illustrates the move from "If A, then some-
times /?" to "If A, then sometimes C, D, and # " (see the second section
of this chapter). Whichever of the stories we prefer, it seems clear that
the dynamic Tocqueville effect may but not need to go together with a
net increase in discontent. After all, economic satisfaction may offset the
frustration caused by dealings with state bureaucrats or by status incon-
gruence. Tocqueville does not offer a theory to the effect that economic
progress invariably causes revolution but rather an argument to the effect
that it may do so. The status-incongruence version shows this especially
clearly. While economic progress satisfies one desire, it creates another
and leaves it unsatisfied. The net effect of an increase in opportunities on
satisfaction and on the desire for further change can go either way.

Consider next the static effect - the relationship between hardship and
change. I have suggested elsewhere (Elster 1985, pp. 352-3) that necessity
may be not only the mother of invention but also an obstacle to invention.
Although invention requires motivation, which is stimulated by necessity,
it often requires resources that may be lacking in situations of hardship.
A similar two-pronged argument applies to collective action, and more
specifically to revolutionary behavior. Revolutions are rarely caused by
extreme hardship, because people living at subsistence conditions have to

8 See Elster (1989, p. 68) for a similar distinction in the analysis of wage bargaining.
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spend all their time simply staying alive. They may have the desire for
change but no opportunities to effect it. Conversely, those well-off may
have the opportunities but not the desire. In between, there may be a range
of incomes that have a positive net effect - mediated by desires and op-
portunities - on the propensity to engage in revolutionary behavior. Al-
though the static Tocqueville effect cannot be monotonic throughout the
whole income range, the tendency for middle peasants to be more revo-
lutionary than landless peasants indicates that it may be monotonic in the
lower part of the range. Even in that range, however, the sign of the net
effect is in general indeterminate, although the sign of the first derivative
is not.

The static and dynamic effects may obviously be combined. When peo-
ple grow richer, their frustration may increase; at the same time, their
increased wealth may give them the resources to do something about their
dissatisfaction. I now proceed to a more general discussion of such cases.

Molecular mechanisms

In this section, I go beyond elementary or atomic mechanisms to molecular
mechanisms, both at the intrapersonal and the interpersonal levels. The
usefulness of the mechanism approach is, I believe, particularly apparent
in the analysis of complex psychic and social phenomena. The purpose is
to illustrate and stimulate the imagination rather than to argue for any
specific thesis.

The idea of molecular intrapersonal mechanisms can be illustrated by
the following example. Suppose that you have been with a lover for a
while but that he or she decides to break off the relationship. Because of
the contrast effect, there will be an initial reaction of grief. You may then
observe your mind play the following trick on you: To reduce the pain of
separation, you redescribe your lover to yourself so that he or she appears
much less attractive. This, obviously, is a case of sour grapes, or adaptive
preference formation. You then notice, however, that the endowment ef-
fect is also affected. By degrading the other, you can no longer enjoy the
memory of the good times you had together. In fact, you will feel like a
fool thinking back on the relationship you had with an unworthy person.
To restore the good memories, you have to upvalue the other, but then,
of course, the grief hits you again.

The exact course of events will depend on the relative strength of the
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different mechanisms at work. Just as people "may vary in the degree to
which their reactions are dominated by endowment or by contrast'' (Tver-
sky and Griffin 1991, p. 298), they may also differ in their susceptibility
to adaptive preference formation. A person dominated by the contrast ef-
fect and highly vulnerable to the sour grapes mechanism will initially be
very miserable and then quickly overcome the grief. A person dominated
by the endowment effect will not suffer so much in the first place. Others
may be miserable for a long time, and still others may experience cycles
of misery and relief. And if we add counteradaptive preference formation
to the range of mechanisms, even more possibilities come into play. Such
interplay of mechanisms is the stuff of novels and of everyday life. Per-
haps it is time for the social sciences to consider them?

Tocqueville relies heavily on molecular interpersonal mechanisms. In
the Ancien Regime, he plays on both the compensation effect and the
spillover effect in his explanation of the radical character of the French
Revolution. Because of the lack of political freedom under the old regime,
"the political ferment was canalized (refoule) into literature, the result
being that our writers now became the leaders of public opinion and
played for a while the part which normally, in free countries, falls to the
professional politician" (Tocqueville 1955, p. 142): This is the compen-
sation effect. Later, "when the time came for action, these literary pro-
pensities were imported into the political arena" (ibid., p. 147): This is
the spillover effect.

Another Tocquevillian example concerns the relation between religion
and politics. If a society has a democratic political organization, does that
make it more or less likely to be strongly religious? On the one hand,
there is a compensation effect: ' 'I doubt whether man can support complete
religious independence and entire political liberty at the same. I am led to
think that if he has no faith, he must obey, and if he is free he must
believe" (Tocqueville 1969, p. 444). In other words, when people's need
for authority is not satisfied in politics, they seek it in religion. On the
other hand, there is a spillover effect. ' 'Men who live in times of equality
find it hard to place the intellectual authority to which they submit, beyond
and outside humanity. . . . One can anticipate that democratic peoples will
not easily believe in divine missions, that they will be quick to laugh at
new prophets, and that they will wish to find the chief arbiter of their
beliefs within, and not beyond, the limits of their kind" (ibid., p. 435).
Here, the argument is that the lack of authority in politics tends to under-
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mine religious authority rather than support it. As noted previously, there
is no need to see these analyses as contradicting each other. In fact, their
conjunction may provide a better explanation of the fate of religion in
democratic societies than either does separately.

A common theme in Democracy in America is that the flaws of de-
mocracy can be overcome by more democracy; democracy secretes the
antidotes to its own diseases. An important special case of this argument
stipulates that democracy may reduce the desire of the citizens to do what
democracy allows them to do. We have just seen that religion may be an
endogenous product of democracy, through the compensation effect. Re-
ligion, in turn, will limit the desires of the citizens in a way that may
counteract the greater opportunities for licentious or dangerous behavior
that democracy offers them. Thus "while the law allows the American
people to do everything, there are things which religion prevents them
from imagining and forbids them to dare" (ibid., p. 292). The argument
does not allow us, however, to conclude anything about the net effect. If
the opportunity set is greatly expanded and the desires only weakly re-
strained, the net effect of democracy may be to increase rather than to
reduce the incidence of the behavior in question. The two pairs of mech-
anisms are summarily represented in Figure 3.1: If the influence of de-
mocracy on religion is mediated by the compensation effect rather than
the spillover effect, democratic societies will be religious. If the negative
effect of democracy on desires (mediated by religion) is strong enough to
offset the positive effect of democracy on opportunities, democratic citi-
zens will behave moderately.

From mechanisms to laws

Although it is difficult to establish laws in the social sciences, that goal
will always, for better or for worse, continue to guide scholars. In this
section, I discuss some ways of going beyond mechanisms to lawlike
statements.

Eliminating spurious mechanisms

In some cases, the presence of two opposed mechanisms may be an artifact
of social perception. Consider "Like attracts like" versus "Opposites at-
tract each other." These apparently opposed proverbs may in fact turn out
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Figure 3.1. Mechanisms for interaction of democracy and religion

to be different versions of the same claim - analogous to the glass that is
both half-full and half-empty. If people's curiosity and thirst for novelty
is triggered by options that are neither very similar to not very dissimilar
from one's present state (Middleton 1986), their marital choices might be
uniquely guided by the search for an optimal difference between their
spouse and themselves (Byrne and Kurmen 1988). Depending on the per-
spective, that difference might be seen as closer to similarity or to dissim-
ilarity, giving rise to the two opposed proverbs.

The point can also be put in a slightly different way. If attractiveness
is an inversely U-shaped function of novelty or similarity, each of the two
opposing mechanisms might simply describe different parts of the curve.
"On the rising point of such a curve, increased liking is held to result
from increases in the independent variable (e.g., unexpectedness, com-
plexity). Ultimately, some optimal level is reached, whereafter increases
in the independent variable are held to give rise to reductions in liking.
Thus, up to a point, 'the more the merrier,' after which, 'one can never
have too much of a good thing' " (Ortony, Clore, and Collins 1988, p.
166).

Predicting mechanisms from outcomes

I have been assuming that mechanisms shape outcomes, but it may also
be the other way around. Consider again donations to charity. Earlier, I
identified two mechanisms that can be summarized as "Give much when
others give much" and "Give little when others give much." An inde-
terminacy then arises if we are unable to predict which individuals in
which situations will be subject to the one or the other reaction. We could,
however, look at the problem the other way, and assume that people (1)
would like to give as little as possible but (2) would also like to tell a
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story (i.e., cite a mechanism) to others and to themselves that justifies
small donations. We can then predict that small donations by others will
trigger the fairness mechanism and large donations, the utilitarian mech-
anism. The outcome is the same in both cases (viz. small donations). This
identity obtains not because different motivations yield the same outcome
(as in Becker's argument) but because people adopt the motivation that
will yield the desired outcome.

This example is a bit awkward, because if donations are always going
to be low, it is not clear that there could ever be an occasion for releasing
the utilitarian mechanism. In other examples that I now proceed to cite,
this difficulty does not arise. Let me first cite a Jewish joke about anti-
Semitism.

Ignace Paderewski, Poland's post-World War I premier, was discussing
his country's problems with President Woodrow Wilson:

"If our demands are not met at the conference table," he said, "I can
foresee serious trouble in my country. Why, my people will be so ir-
ritated that many of them will go out and massacre the Jews."

"And what will happen if your demands are granted?" asked Pres-
ident Wilson.

"Why, my people will be so happy that they will get drunk and go
out and massacre the Jews." (Telushkin 1992, p. 112)

Similarly, studies of gambling have ' 'found that, like . . . winners, losers
increased the riskiness of subsequent bets" (Greenberg and Weiner 1966,
reported in Cornish 1978, p. 17). If you win, you can afford to take bigger
risks; if you lose, you increase the odds to recoup your losses. It is also
significant that in the Twenty Questions developed by Gamblers Anony-
mous to help problem gamblers diagnose themselves, all the following
appear:

• After losing, do you feel you must return as soon as possible and win
back your losses?

• After you win, do you have a strong urge to return and win more?
• Do arguments, disappointments, or frustrations create within you an

urge to gamble?
• Do you have an urge to celebrate any good fortune by a few hours

of gambling?

Other addictive behaviors, such as smoking or drinking, have similar fea-
tures: They are triggered by bad news or bad moods as well as by good
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news and by good moods. In either case, "This calls for a drink" or "This
calls for a cigarette" is cited as the justification for indulging one's crav-
ing.

Amos Tversky and Eldar Shafir (1992) conducted a series of experi-
ments that are also relevant in this connection. One of them, which is
related to gambling, finds that a majority of subjects assert that they will
accept a second gamble if they won in a prior gamble and if they have
lost in a prior gamble; however, only a minority say they will accept a
second gamble if they do not know whether they will have won or lost
in the first. As they observe, this is a violation of the sure-thing principle,
which states that if x is preferred to y knowing that event A obtained, and
if x is preferred to y knowing that A did not obtain, then x should be
preferred to y even when it is not known whether A obtained. Their ex-
planation for the observed violation of this principle is cognitive, not mo-
tivational. But at least in the gambling example - and assuming that the
subjects like the thrill of gambling and do not only think in financial terms
- a motivational explanation could also be possible. If one really wants
to gamble but knows that it is not a good idea, one needs an excuse, a
reason, a story to justify doing so. Winning will provide one story, losing
will provide another, but ignorance does not. One cannot decide to accept
the gamble by telling oneself that whatever happens in the first gamble,
one will have an excuse for continuing, because that is not how excuses
work. They are not planned ahead of time; rather, one observes the situ-
ation when it arises and finds a reason in it to do what one wants to do.

To the extent that mechanisms provide one with excuses for doing what
one would like to do, we can predict which mechanism will in fact be
triggered under which conditions. The effect is a little bit like "hedonic
framing." The hypothesis of hedonic framing states that "people edit
gambles in a way that would make the prospects appear most pleasant"
(Thaler and Johnson 1990, p. 53). In other words, hedonic framing in-
volves a preference-based choice among different ways of describing the
same situation. Similarly, the would-be minimizer of charitable donations
compares the fairness mechanism and the utilitarian mechanism and settles
for the one that allows him to donate as little as possible, consistently
with his need to retain his self-respect. In both cases, the comparison and
choice would have to take place unconsciously: One cannot decide to trick
oneself in these ways. A difference between the two effects can be brought
out by citing an objection to hedonic framing: "Imagine you had just
received an unexpected gain of $50. This could be hedonically reframed
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-^-—-^ —• — Later episodes

Figure 3.2. Dominance of main and opponent effects over time.

into two gains of $25, but why stop there? Why not 50 gains of $1?"
(ibid., p. 56). By contrast, the hedonic manipulation of mechanisms as
excuses is limited by the small number of stories that are available.

Identifying the triggers

Consider "Absence makes the heart grow fonder" versus "Out of sight,
out of mind." La Rochefoucauld pointed to a possible triggering factor
that would explain when the one or the other mechanism would be ob-
served: "Absence lessens moderate passions and intensifies great ones, as
the wind blows out a candle but fans up a fire" (Maxim #276). Here, the
generalizing strategy is to identify a particular aspect of the situation that
allows us to predict which mechanism will be triggered. Similarly, Tver-
sky and Griffin show that the endowment effect dominates the contrast
effect when the present event differs qualitatively from the past one. With
regard to the opponent-process effect (see the second section of this chap-
ter), Solomon argues that the main effect dominates in the initial episodes,
and the opponent effect in later episodes. In addiction, for instance, eu-
phoria initially dominates withdrawal, which then comes to dominate in
later stages (see Figure 3.2).

In other cases, we might be able to point to properties of the individual
that allow us to predict the triggering of a particular mechanism. As Tver-
sky and Griffin also mention, some individuals may be more sensitive to
the contrast effect than to the endowment effect, and perhaps we might
be able to identify them on the basis of other properties. Yet if Walter
Mischel (1968) is right in his claim that there is little intrapersonal, cross-
situational consistency, such differences might themselves be situation-
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specific. Moreover, the behavior might not be rigidly fixed to a given type
of situation. If Tocqueville is right in arguing that people have a need for
a sphere in which they are independent and also for a sphere in which
they are subject to authority, which sphere serves which need may be a
somewhat arbitrary matter.

A more ambitious strategy for anchoring mechanisms in laws relies on
catastrophe theory. When I gave a talk on this topic some years ago, I
cited various pairs of opposed mechanisms - sour grapes versus forbidden
fruits, the attraction of likes versus the attraction of opposites, conformism
versus anticonformism. Normal Schofield then remarked in the discussion
that this kind of bifurcation is exactly what one would expect in cusp
catastrophe models. In these models, the surface describing the behavior
of a dependent variable as a function of two independent variables folds
in on itself in a cusp. Within a certain range, a given constellation of the
independent variables is thus consistent with several values of the de-
pendent variable. Moreover, these values tend to be far apart from each
other, corresponding to the polarized nature of mechanisms.

More recently, Abraham Tesser and John Achee (1994) have developed
this argument more systematically. They observe that in many social sit-
uations, the function relating the independent variables to the dependent
variable is two-valued rather than one-valued; hence the distribution of
behaviors is bimodal rather than unimodal. Jack Brehm's (1966) theory
of "reactance," for instance, is based on the premise that social pressure
can decrease as well as increase conformity. John Roemer's (1985) idea
of the ' 'psychology of tyranny'' is also relevant here. The tyrant induces
fear in his subjects but also hatred. The former makes them less likely to
rebel, the latter more likely. Tesser and Achee argue, however, that the
indeterminacy disappears once we go beyond state variables and introduce
path dependence or hysteresis:

Dissonance theory provides a very nice psychological model for hys-
teresis. Assume that one's disposition is consonant with engaging in the
behavior and that undergoing negative social pressure is dissonant with
engaging in the behavior; one's disposition is dissonant with not en-
gaging in the behavior, and the presence of negative social pressure is
consonant with not engaging in the behavior. If one starts out high on
the behavior in the face of strong social pressure, then as one's dispo-
sition decreases, dissonance increases. To reduce the dissonance, one
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will look for additional cognitions to support the behavior. Hence the
behavior will tend to remain high even in the face of a decreasing
disposition. On the other hand, starting with strong social pressure and
low levels of behavior, increasing one's disposition will increase dis-
sonance. To reduce the dissonance, one will look for additional cogni-
tions to support not engaging in the behavior. Hence the behavior will
remain low even though the disposition is increasing. (Tesser and Achee
1994, p. 104)

The model has several further implications. In the first case, as the
disposition continues to decrease in the face of strong social pressure, there
will come a point when the person switches from engaging in the behavior
to not engaging in it. In the second case, as the disposition continues to
increase, there will come a point when the person switches from not en-
gaging in the behavior to engaging in it. Moreover, the level of disposition
at which the first switch occurs is lower than the level at which the second
occurs. A person who has adopted an unpopular opinion will need to see
a lot of the evidence for it fritter away before he gives it up, whereas an
uncommitted person will need a lot of evidence for it before adopting it.
Finally, a given combination of social pressure and disposition can lead
to high as well as low engagement in the behavior, depending on where
the person initially started up.

Many of the arguments offered by Tesser and Achee are tantalizingly
similar to the ideas I have been developing here. It may indeed turn out
to be the case that pairs of opposed mechanisms correspond to different
parts of the cusp surface. In that case, we could use knowledge of the past
behavior of the individual to go beyond mechanisms and predict what he
will do. This would still fall short of the ideal of science, which is to
predict and explain using state variables only. Appealing to past values of
the variables in order to explain behavior in the present is intrinsically
unsatisfactory (Elster 1976). Although we would prefer to explain in terms
of the traces left by the past in the present rather than in terms of the past
itself, this approach would at least provide a determinate explanation.

Yet ultimately I think the two approaches are quite different. Consider
the following discussion of two opposed reactions to social pressure:

J. W. Brehm suggested the presence of a motive to maintain one's free-
dom to behave as one wishes. This countermotive to conformity is
termed reactance. There is now a substantial body of literature docu-
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menting the operation of this motive. In one study, for example, Heil-
man gave subjects on the streets of New York the opportunity to sign
a petition for an issue they mildly endorsed. In the course of the inter-
action, some of the subjects learned that someone else believed that
people should not be allowed to sign such petitions. This latter group
was more likely to sign the petitions than were subjects who were not
exposed to this social pressure. So, sometimes social pressure encour-
ages contrary behavior. (Tesser and Achee 1994, pp. 103-4)

In this approach, the contrary of conformism is behaving as one wishes,
or nonconformism. In my thinking about mechanisms, the contrary of
conformism is anticonformism - doing the opposite of what others do or
try to get you to do. Elsewhere I have described these antonyms of con-
formism as its external and internal negation respectively (Elster 1993,
Ch. 2). The person who stands up to pressure, and disregards what others
think if he believes he is right, is autonomous. As La Bruyere observed,
however, "there is equal weakness in opposing the mode and in embracing
it" (The Characters XIII. 11). The person who always does the opposite
of what others do or want him to do is as heteronomous - dependent on
others - as the conformist is (Elster 1983b, pp. 23, 67). In the catastrophe
model, the opposite of adaptive preference formation would presumably
be the absence of any causal influence of the feasible set on the prefer-
ences. In my approach, the antonym is counteradaptive preference for-
mation. Although the catastrophe model may be capable of explaining
when we do or don't bend to pressure, it does not seem capable of ex-
plaining why we sometimes bend over in the opposite direction.

A plea for disaggregation

When opposing explanation by mechanisms to explanation by laws, I have
assumed that the latter is invariably deterministic. Much social science,
however, relies on statistical explanation, a procedure notoriously plagued
by many conceptual difficulties. One cannot use statistical explanation to
account for individual cases, although it is often used in that way. Also,
in this mode of analysis, it is particularly difficult to distinguish causation
from correlation. I believe the mechanism approach provides yet another
reason why statistical explanations tend to be weak and unreliable.

Suppose that a scholar decides to study the dependence of donations to
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charity on the amount of money donated (and known to be donated) by
other people, and that there turns out to be very little correlation. It might
be tempting to conclude that people do not really take account of how
much others give when deciding how much to give themselves. An alter-
native explanation might be that the population consists of two roughly
equal-sized groups, one motivated by the norm of fairness and one
motivated by more utilitarian considerations. On this account, everybody
would look to others before deciding how much to give but would differ
in the way the decisions of others affect their own. To uncover the pres-
ence of these two opposed mechanisms (nonlawlike tendencies), one has
to go to a lower level of aggregation and look inside the black box.

This perspective suggests a reinterpretation of the Mischel's findings.
Contrary to what would be implied by a universal spillover effect, people
who are altruistic, aggressive, or impulsive in one context (e.g., work) do
not systematically behave the same way in other settings (e.g., the family).
It does not follow, however, that there is no causal relationship operating
across contexts. It might be the case that what we observe is the net effect
of spillover and compensation. Suppose, for instance, that we found a
relatively weak correlation between individual rates of time discounting
across different activities or for different goods. The explanation might be
that for some individuals the habit of foresight spills over from one sphere
to other spheres, whereas for others the demands of self-control are so
strenuous that when they achieve it in one part of their life they have to
give themselves a break elsewhere.

Similarly, it has often been observed that human beings are subject to
two very strong desires: the desire to be like others and the desire to differ
from others, conformism and anticonformism. If some individuals are
strongly dominated by the former desire and others by the latter, the ag-
gregate effect might be very weak, suggesting that people are mostly au-
tonomous rather than heteronomous. Theories of voting behavior, for
instance, have identified both an underdog mechanism and a bandwagon
mechanism (Simon 1954). Those subject to the former tend to vote for
the candidate who is behind in preelection polls, whereas those subject
to the latter vote for the front-runner. With many voting for the underdog,
the frontrunner might lose, and vice versa. If the two types are more evenly
mixed, there might be no noticeable net effect, so that the polls would be
good predictors of the actual vote. The lack of influence of polls on voting
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in the aggregate does not show, however, that individuals are unaffected
by the polls. The neutral aggregate could mask a homogeneous population
of neutral individuals - or a heterogeneous population of individuals who
are all strongly affected but in opposite directions.

George Vaillant (1983, p. 65) observes that in the aggregate, "there is
no evidence that [various mediating factors] statistically increase the risk
of alcohol abuse in children if they are not biologically related to the
alcoholic family member." Yet, as he goes on to say in the statement
cited in the opening paragraph of this chapter, this weak aggregate effect
could mask two strong, oppositely directed effects at a less aggregate level.
If that is in fact the case, strategies of intervention might be justified that
would be pointless if children were never or rarely driven to alcoholism
because their parents drink. This is perhaps the most important implication
of the argument. For research purposes, the disaggregate approach may
be too expensive or otherwise impractical. For purposes of public policy,
however, identification of subgroups may be crucial.

The plea for disaggregation also has consequences for the interpersonal
case. In the third section of this chapter, "Some elementary mechanisms,"
I discussed Tesser's findings that the conjunction of the contrast effect
and the reflection effect may yield an emotional state that is neutral as far
as pleasure and pain goes. To predict behavior, however, we may need to
know the strength of each mechanism, not only their net effect. Type B
mechanisms within individuals may neutralize each other, as may type A
mechanisms across individuals, but that does not allow us to infer that
they are absent. Nor can we assume that the net effect is all that matters
for prediction or intervention.
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4. Real virtuality

GUDMUND HERNES

Inhabitants of two worlds

It is a widespread misconception that social science is about human beings.
This is a fallacy that brings to mind the riposte of Henri Matisse when a
critic assailed one of his works with the words ' This is not a woman -
a woman cannot look like that!" To which Matisse responded: "This is
not a woman. It is a painting depicting a woman!" By the same token
social scientists may counter if someone asserts that what they describe
does not resemble real people: "We do not paint persons - we paint
images of persons." For sociologists are inhabitants of two worlds: one
that is made for them and one that is made by them - one which they
construct in order to figure out the one in which they live; they interpret
the world they inhabit. By a powerful metaphor, sociologists do so by
constructing "mechanisms." A mechanism is a set of interacting parts -
an assembly of elements producing an effect not inherent in any one of
them. A mechanism is not so much about "nuts and bolts" as about "cogs
and wheels" (cf. Elster, 1989) - the wheelwork or agency by which an
effect is produced. But a mechanism or inner workings is an abstract,
dynamic logic by which social scientists render understandable the reality
they depict.

Hence a mechanism like, say, the logic of a Prisoner's Dilemma is
perfectly general. It is not the case, as Elster (1991: 7-8) maintains, that
social mechanisms, as opposed to laws, only have limited generality. But
a mechanism from the social sciences may have limited applicability, in
the sense that it represents or portrays few - indeed, in some cases no -
life processes realistically. All social science models are not equally good,
and it is ' 'goodness of fit'' that is the measure by which we decide whether
a model is plausible, or, put differently, whether what is conceivable (the
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abstract model) is reasonable (depicting real-world phenomena properly).
The goodness of fit is determined by comparing implications of the mech-
anism with the facts.

At the same time, there is a fundamental difference between the natural
and the social sciences. A "law of nature" lays claim to general validity
(e.g., gravity is a universal force). A single counterexample is often suf-
ficient to refute a "law of nature": If one apple does not fall, the law of
gravity is out. In contrast mechanisms in the social sciences lay no such
claim. They are constructs that may or may not fit real-life situations or
serve to interpret real-life pursuits and phenomena.

Moreover, the insights natural scientists acquire do not affect the phe-
nomena they describe - nature is there to be known but is itself impervious
to knowledge. The knowledge won by social scientists, on the other hand,
diffuses to people who then may change their behavior as a consequence.
High consumption of margarine or animal fats increases the probability
of cardiovascular disease; this is a law of nature. But knowledge about
this connection leads to consumption of low-fat milk and lean meat; that
is a fact of life. Indeed, the models of social phenomena that social sci-
entists construct in the abstract may become models for social relations in
real life.

Hence the point of constructing mechanisms is that their general logic
may be applicable to many different situations. They are what James S.
Coleman (1964: 516 ff.) called "sometimes-true theories" (i.e., general
models that can adequately account for the results or regularities that ob-
tain in some specific cases):

Thus none of these [theories] is absolutely or unilaterally true; any of
them can be true in a specific instance. The problem in any given ap-
plication is to know which of the many [theories] is followed in this
case. . . . They are not theories to be confirmed or disconfirmed in gen-
eral, but only confirmed or disconfirmed in specific applications. As a
result, they are not theories which explain "how people behave"; they
are theories or models which describe how people behaved in this or
that circumstance. . . . It goes without saying that the model becomes a
theory whenever the social process parallels the [mechanism] which
generated the model. . . . [The tactic proposed is this:] that one fruitful
line of development, particularly in the area of social processes de-
scribed above, will not be to ask what is the theory of a certain kind
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of behavior, or what are the postulates which correctly describe a gen-
eral area of behavior. The tactic proposed here is to set about developing
and applying a number of sometimes-true theories which relate conse-
quences to postulates, and which may adequately describe behavior in
a given situation. (1964: 517 ff.)

In this chapter, I will first argue that mechanisms or sometimes-true the-
ories are inherent in any social science explanation. Second, mechanisms
are more or less densely interjected into explanations even when the au-
thors are not aware of them. Third, mechanisms are combined and con-
nected into machinery (i.e., into greater assemblies when more complex
phenomena are to be accounted for). Finally, I will discuss some general
characteristics of social science mechanisms or models.

Wasps and social structure

In the summer of 1990, Norwegian media reported that women more often
than men were stung by wasps. For a sociologist, man's interactions with
animals - even insects - are intriguing, because even such encounters are
molded by social organization. To understand social life, not only beasts
but also insects may be brought back in. For example, a classic study in
statistics proved that the number of deaths from horse kicks in the Prussian
army was a purely random phenomenon - that they were bona fide ac-
cidents - even though the rate or parameter governing the number of
mishaps in a given year had a specific, socially determined value (Bort-
kiewicz, 1897). And this value surely reflected aspects of the Prussian
social structure at the time, such as the size of a cavalry, norms of bravado,
the experience of soldiers in associating with horses and hence the degree
of mechanization of farming, and so on. So when we learn that women
in Norway are more prone to be stung by wasps, we are clearly onto some
portentous information about the Norwegian social structure.

What could possibly explain the skewed sex ratio in wasp bites?1 Here
are four conceivable explanations.

1 It is interesting to note that much that goes under the name of "causal analysis" stops
at this point (e.g., when it was established a solid correlation between some independent and
dependent variables). It is then argued, for example, that education, sex, age, socioeconomic
status, and so on "explain" a certain amount of the variation in a dependent variable. The
claim here is that only when such correlations or path coefficients are established does the
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1. The Rambo theory: Women are a more tender species than men.
Boys don't cry. For a real man it would be disgracefully effeminate
to call a doctor for a dinky distress. Whoever saw Rambo whack a
gnat or Kung Fu chop a fly?

2. The outdoors theory: Women spend more time in the open air than
men, walking their babies and playing with their children. In the
great outdoors, they have their involuntary dates with the stinging
beasts.

3. The hysteria theory: Women are more hysterical than men. They
jump up on a chair when they see a mouse. And they wave their
hands frantically when a wasp comes by, hence agitating them so
that they attack in defense. Men are more stoic and do not ruffle the
wasps. Women typically produce their own tormentors and are in
this sense self-made victims.

4. The scent theory: Women use more hairspray and perfumes. The
fragrances are pleasurable to those who wear them. Moreover, not
only do they entice men; they also function as fleurissants and pher-
omones, which beguile wasps, but which then sting because they
become all aroused and then aggrieved when they discover that the
bouquet stems not from flowers and react to frustration by aggres-
sion.

Now that we have these possible explanations, the next question becomes:
How can we decide which, if any, is most tenable? The answer is that we
try to do the explanations in by their consequences, kill them off by draw-
ing implications from them and by checking whether these implications
square with the facts.

Take the first explanation: If it is the case that women are a more tender
species, then women in general should be less tolerant of pain than men.
Does this square with facts that we can research? Does it, for example,
square with suffering the pains of childbirth? Are there any psychological
experiments supporting the thesis? Do other medical records show that
women more promptly than men check painful symptoms of the same
afflictions with their doctors? If we answer such questions in the negative
(i.e., if the implications of the tenderness thesis do not correspond to the

fun begin. Indeed, what the "explanatory" variables "explain," they explain only insofar
as they correspond to a process produced by a model.
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facts - "are not verified," "supported by the evidence," or "borne out")
then the explanation is rejected or eliminated.

This is, in general, the logic of research: (1) arresting an observation,
(2) providing a line-up of candidates for explanation, (3) drawing impli-
cations from them, (4) checking the evidence (i.e., checking these impli-
cations against the facts), and (5) eliminating those explanations that are
not supported (cf. Stinchcombe, 1968). I will not pursue the logic of re-
search further here but rather focus on the second step: providing expla-
nations by forging mechanisms or constructing models.

A mechanism is an intellectual construct that is part of a phantom world
which may mimic real life with abstract actors that impersonate humans
and cast them in conceptual conditions that emulate actual circumstances.
A mechanism like a model is a stripped-down picture of reality; it is an
abstract representation that gives the logic of a process that could have
produced the initial observation. At the same time, this imagined world
may seem vividly real; indeed, it is a conceptual copy that enables us to
understand the real world. Reality presents itself to us, but we have to
represent it in order to make sense of it. Mechanisms are the virtual reality
of social scientists. But it is the stuff of which the world of the social
scientist is made: This artificial, manmade world of mechanisms is real -
real virtuality.

To argue this point more thoroughly, let me return to the four expla-
nations of the skewed relation between gender and wasp stings and try to
lay bare their logical structure.

Humanoids in action

The first explanation - that women are more tender than men - is based
on the assumption of a gender-related capacity, the capacity to withstand
pain. That is, implicitly in the argument is a model of man that distin-
guishes between actors of two kinds. There is a simple characteristic that
cuts between them.

Stripped down to its essentials, the crucial point in this explanation of
reported wasp stings are two logical prototypes: Sissies and Huskies. (I
use capital letters to indicate that they are logical constructs and not real
persons.) These creatures of the imagination can be further characterized.
The Sissies are fragile crybabies. The Huskies are rough and robust and
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spurn cuts and bites. The Sissies quickly feel ill and promptly run off to
doctors. The Huskies have to be dragged to the hospital, and they get there
only when they are so weakened by illness or injury that they can put up
no resistance.

Note also that the Sissies and the Huskies both are placed in the same
imaginary environment. They meet the same number of wasps, and the
wasps have no preference for either type; indeed, the Wasps of the mech-
anism are also imaginary -just a crucial part of a constructed environment.
In other words, the social structure within which the two types of actors
operate is homogenous, and Sissies and Huskies are exposed to the same
number of imaginary bites.

This is the mechanism or abstract explanatory logic. Empirically the
explanation assumes that more real-life women than men are Sissies and
more real-life men than women are Huskies - hence the differences be-
tween the sexes. Empirically (the argument runs) tenderness is a gender-
related characteristic. Therefore we do not get a perfect correlation
between sex and reported bites. Some men are Sissies, and some women
Huskies. In other words, our empirical referents, men and women, are
faulty representatives of our theoretical concepts, Sissies and Huskies.

In this sense we are in Plato's cave: In our theoretical world, relations
between actors' characteristics and responses to bites are tight. However,
real-life women and real-life men are only shadows or imperfect pictures
of our beautiful logical creatures. Humans are, so to speak, substitutes,
alternates, or stand-ins who fill the positions and exercise the functions of
the abstract Actors. Just as Hamlet can be more or less well impersonated
by humans, so can Huskies be more or less well impersonated by ordinary
men.

This point can be illustrated by a fourfold matrix (Table 4.1). Our log-
ically constructed actors with crisp attributes look like humans along a
key dimension; we could call them "Humanoids." But in a sense, they
are too good intellectually to be true in reality. The real world does not
fall into such neat categories. So across the columns we have the theo-
retically constructed actors, the Humanoids, "Sissies" and "Huskies."
Along the rows we have the real-life women and men. The sizes of the
circles indicate the empirical distribution over the theoretical concepts. Put
differently, when we use mechanisms to explain social phenomena, living
persons, men and women, serve as proxies for our theoretical concepts.



80 GUDMUND HERNES

Table 4.1. Degree of correspondence between the logically constructed
actors - the Humanoids - and real-life persons

Real-life persons
Men

Women

Logically constructed

Sissies

0

0

actors - Humanoids

Huskies

0

0

But then real-life men and women are imperfect representatives of the
Humanoids. Real men may not be Real Men.

To take another example: In mechanisms we often encounter the con-
struct "Rational Actors." They are, in a sense, theoretical Stuntmen, who
perform feats and actions too heroic or too fantastic, too demanding or
too difficult, for ordinary humans to perform. Since it is inconceivable that
mortals can accomplish the stunts (e.g., to carry out stupendous calcula-
tions in no time) we conceive of nonmortals or Humanoids - dei ex
machina - to make our mechanisms work. In other words, social life is
about humans, and social science about their imaginary doubles.

Here we also see why we in the social sciences often obtain low cor-
relations in our empirical studies. Our theoretical world in this case looks
like the top part of Figure 4.1. We have a solid relationship between our
theoretical concepts and the outcomes of the process: Sissies report bites,
and Huskies do not. However, what intervenes between the Humanoids
and the outcomes are the human look-alikes. Hence everything gets fuzzy,
and the fuzzier representatives the real life persons are, the lower the
correlations, even if the mechanism has much going for it.

What has been illustrated here is a key point in measurement theory.
Previously I argued that the Rambo mechanism assumes that tenderness
is a sex-related characteristic. It is precisely because it is merely sex-
related that we get low correlations. There are some phenomena that are
sex-specific, such as the capacity to bear children. In those cases, the
theoretical concepts are near identical to the observables, and then of
course the correlations rise when the theory holds.

There is one more point to be made here: The higher the correlation
between theoretical constructs and real-life proxies, the more valid the
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CONCEPTUAL MECHANISM

Humanoids Outcomes

Sissies • Complaints

Huskies • No complaints

Outcomes

• Complaints

* No complaints

Figure 4.1. The difference between relations in a conceptual model and the
results in an empirical study. Actor-based model.

empirical identification between theoretical constructs and real-life repre-
sentatives. However, often the sources of our data pose practical problems.
For example, with respect to the Rambo theory of wasp bites, doctors and
hospitals do not pigeonhole patients into "Sissies" and "Huskies,"
whereas they scrupulously catalog their gender. We are, therefore, as so-
cial scientists, often constrained by administrative routines to use imperfect
proxies of our theoretical constructs. Hence we are frequently stuck with
categories such as "whites" and "blacks" or "white collar" and "blue
collar'' and so forth, which are too fuzzy to make for good logical mech-
anisms. In a sense, the more down to earth the terms are, the poorer the
mechanisms we get.

Consequently, to pursue the Rambo theory of wasp bites, we would get
a better test if we could sort real-life persons into two groups that better
correspond to the Humanoids Sissies and Huskies, since real-life men and
women mix them up. In practical studies, such advice is often left as
"suggestions for further research." However, from the point of view of
constructing mechanisms, the crux of the argument here is the assumptions
about the actors: that they are of two kinds, and that the difference between
them is the mechanism which produces the end result. Sissies and Huskies
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are attacked to the same extent by the wasps - it is the differential response
of the different types of actors that produces the outcome. In other words,
a broad class of social science explanations consists of those mechanisms
that produce their results by differentiating between types of actors that
act or react in different ways. The differences between the actors is the
agency of the mechanism.

The logic of this explanation illustrates a generic point about social
models: In contrast to models in physics, for example, some assumptions
about actors must always be made. The Humanoids we construct can be
of quite different kinds, simple or complex, more or less stylized. How-
ever, even when they are just a flat silhouette of colorful real-life persons,
they must be sharply enough defined to portray the clear-cut essentials
that we believe operate in the process we want to explain. (I will return
to "default models of man" or "collapsed actors.")

Even though the Rambo theory focuses on only two static types of
actors, we could expand on the topic by asking: How are Sissies and
Huskies produced? The reference to norms of masculinity, Rambo and
Kung Fu, suggests one direction in which one might move: toward the
social structure that produces particular kinds of Humanoids. However, I
shall leave the Sissies and Huskies at this point - as is done in many kinds
of social models.2 Instead we shall move on to another of the explanations
of wasp bites suggested earlier, precisely because it illustrates another
generic type of mechanism.

Social structure and hazard

The second explanation for the higher frequency of female stings was that
women spend more time in the open air than men, walking their babies
and playing with their children. In contrast to the actor-based explanation,
there is here no assumption made about sex differences. Basically all the
actors here are assumed to be of one kind. What counts is not what you
are but where you are. In this sense, the model is, so to speak, actor blind
- once you are in the outdoors, wasps are nondiscriminating. There is no
difference between them in reaction', there is only a difference in exposure.

2 A much used pair of actors are Consumers and Producers/Firms in microeconomic
theory. Another logical prototype in economic theory is that of the Entrepreneur, which is
assumed to have an identifiable set of abstract traits distilled from real-life persons. Theories
of entrepreneurship take these logical Actors as their agent mechanism.
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In the actor-based Rambo model, the environment or structure that the
different actors face is the same. Now, in this structure-based model, the
actors are all the same, but different subgroups of them may be placed in
structurally different environments. In other words: even though the actors
are assumed to be all alike, they can be located in different slots in the
social structure (i.e., they can be in different states). And different con-
sequences flow from these different states.

If we extract the essence of the outdoors model, the abstracted social
structure is for the purpose of this explanation divided into two states:
Sanctuaries and Danger Zones. In the former, whoever is there is off limits
to wasps. In the latter, whoever is there is in jeopardy.

Now actors can be distributed over the states in a random fashion. And
different proportions may be apportioned to the two states by some ran-
dom mechanism. In many schools, this happens when pupils are assigned
to different class teachers, with different consequences for their academic
achievements. In either case, it is not who you are but where you end up
that decides what happens to you.3

But actors may also be filtered and funneled to the states by some
extraneous criterion. By extraneous is meant that this criterion does not
affect the consequences of being in the states, although it may affect as-
signment to those states. One such criterion could be sex. That is, we
introduce a sorter that assigns different proportions of men and women
to the states (i.e., Danger Zones and Sanctuaries). In this case, the states
are outdoors where there are many wasps (Danger Zones) and indoors
where there are no or few wasps (Sanctuaries). Actors are identical in
response but are differentially sorted to different states.

So the logic of the explanation is this: Since more women than men
(sorter) are outdoors (state), they get bitten more. It has nothing to do with
female tenderness or other attributes that might distinguish them from

3 In Durkheim's work on suicide, religious states produce differential risks of taking
one's own life (i.e., the explanation is primarily structural). Put differently, into what state
you were born determines the hazard to which you are exposed. Of course, one of the
standard plots of sociological explanations is that different types of actors are allocated to
different positions (e.g., by social mobility). Here one can, for example, characterize the
types of actors by their social origins ("Father's SES") to explore the effect on their own
social location ("Son's SES"). The point of the mechanism is to explain to what extent
where you end up is determined by where you come from. But the actors themselves are,
by the definition introduced later, collapsed, in the sense that they are not purposive. Mo-
bility, in terms of the model, is something that happens to them, not something they explicitly
seek. Of course, a model of mobility could add such a mechanism of purposive action.
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Sorter

Specimen A "

Specimen B~

CONCEPTUAL MODEL

States

• Danger Zones

> Sanctuaries

Outcomes

-* Many mishaps

•* No mishaps

Gender

Women

Men

EMPIRICAL STUDY

Context

•Outdoors •

- Indoors

Outcomes

- • Many bites

No bites

Figure 4.2. The difference between relations in a conceptual model and the
results in an empirical study. Structural model.

men, such as their being more hysterical (cf. explanation 3). What happens
to them is their lot - the predicament that falls upon those who are as-
signed to the Danger Zones.

Other sorters than sex might be used. For example, a higher proportion
of blue collar workers are assigned to the outdoors (Danger Zones), or
those living in rural areas. If the thesis about differential exposure holds,
then these groups should have higher rates of bites.

In this case, then, we have a model of the social structure consisting
of two parts: the states that actors can be in and their associated conse-
quences, and the sorter that assigns actors to these states. Hence we can
summarize the logic of a structure-based explanation as in Figure 4.2. This
general logic of structural explanations is used for many different phe-
nomena: work accidents accounted for by industrial hazards (states) and
allotment of different specimens to those states (sorter), entry into mar-
riage, status attainment, and so on. There are also other kinds of structural
models, which I will not go into here.

Two further points can be made. Some sorters function as scramblers
(i.e., they increase the randomness in assignments to states). For example,
when entering the United States, airline passengers are sorted by two cri-
teria: by class (first-class passengers are let out first, then business class,
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and finally tourist class), and they are sorted by nationality (citizens and
noncitizens). But then they are scrambled by seating arrangement; your
place in line in front of the immigration officer is more or less random
within each of these subgroups. Sometimes the social structure is modified
in the direction of more sorting (e.g., streaming in schools) and sometimes
in the direction of more scrambling (equalization of the sexes).

There is a second, more important point, however. In complex social
models, we usually combine more elaborate assumptions about actors than
that they are all alike in the relevant respect. Rather than different actors
facing the same environment or the same actors facing different environ-
ments, different actors are sifted to different environments. For example,
we could assign Sissies to Danger Zones and Huskies to Sanctuaries and
would then expect even greater differences in reported bites. Or if these
two types were apportioned to the states in different proportions, we would
have to try to sort out what was the relative effect of actor attributes and
structural factors. An example of such a sorting mechanism is found in
Marx's chapter 14 on manufacture in Capital, where he describes that
once a division of labor has been established, personnel is recruited to
crafts according to their most prominent skills - being a blacksmith re-
quires different capacities from those of a goldsmith, as does those of a
discus thrower from those of a ballerina.

In this simple example of wasp bites, the logic of two types of expla-
nations has been reviewed. The two other explanations - the hysteria the-
ory and the scent theory - can be examined in a similar fashion.

Dense explanations

Hedstrom and Swedberg have argued that

the prevalence of mechanism-based explanations vary widely between
the disciplines. These types of explanations are rarely used in history,
sometimes in sociology, and quite frequently in economics and psy-
chology. (1996: 6)

I do not think that it is so much the prevalence as the explicitness of
models that varies between disciplines. There are more pronounced dif-
ferences in traditions in the specificity and preciseness of mechanisms than
in the extent of use of mechanisms in explanations.

Mechanisms may be densely packed and combined in explanations even
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when authors are unaware of or do not make them explicit. Some years
ago, the Norwegian historian Andreas Holmsen wrote in his History of
Norway about Viking graves:

The sudden affluence in the graves must have had a certain correlate in
the actual living conditions. The findings cannot reasonably be inter-
preted in any other way than that both the general level of living, the
quantity of tools, and, above all, the richness of iron was increased in
the Viking age. A direct manifestation of a higher prosperity is also
provided by the skeletons, which show growing body height. (1961:
109)

These three sentences encompass at least four models or mechanisms, as
follows.

1. Sociology of religion: Nordic religion was such that increased pros-
perity expressed itself in greater offerings to the gods. In other
words, a specific assumption is made about the actors' belief sys-
tems: Gods should receive their proportional share of riches. One
could conceive of an alternative: When times are adverse, the gods
must be placated (i.e., there is an inverse proportionality between
fortune and fearing). But this may perhaps be rejected on account of
the knowledge of Old Norse religion and of the climatic conditions
at the time (Holmsen touches on this possibility). In any case, the
explanation is made in terms of an actor-based mechanism.

2. Biology: Here the assumption is that improved nutrition for the same
group of actors manifests itself as increased body height (i.e., an
actor-based biological mechanism). Again another sociobiological
mechanism is possible: During the Viking ages, the seafarers brought
home women of a different, taller stock who mothered taller children.
They later turn up in graves.

3. Stable class structure: Holmsen assumes that there is a general im-
provement in living conditions of all actors, and that a certain pro-
portion of them are later found in graves. However, one can imagine
a different mechanism:
a. There were actors of two (or more) kinds: the upper class and the

lower class.
b. The cleavage between them increased (i.e., the structural inequal-

ity between different class positions became more pronounced).
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c. On the whole, only graves from the upper classes have been
found.

Hence the inference that there was a ''general" improvement in liv-
ing conditions is invalid, as the improvement only took place in the
upper class.

4. Statistical representativeness: The final mechanism that Holmsen's
argument is based on is that the graves that have been found are a
representative sample of the graves from the different time periods.
In other words, he assumes that social practice at the time or ar-
cheological practice today have not biased the sample.

The point of this exercise is to highlight that even simple statements
which explain social phenomena are densely packed with mechanisms
with implicit assumptions about actors and structure. This also becomes
evident when mechanisms are combined into machinery - into more com-
plex explanations of social phenomena.

Two worlds - One language?

Initially I argued that social scientists are inhabitants of two worlds: one
that they populate and one that they ponder, one that they mold and one
that they model. A problem with identifying the logical mechanisms in-
herent in their modeling is nicely illustrated by the example taken from
Holmsen: that the same language often is used for both activities. That is,
the same everyday terms are used both in the construction of mechanisms
and in the social processes that they are to represent and mirror.

Some disciplines choose to construct a distinct language and even sep-
arate symbols for phenomena in the real world and for mechanisms in the
phantom world that they use to represent it. For example, in probability
theory, language distinctions are made as shown in Table 4.2. Likewise,
we talk of estimates and parameters, and we use Latin letters for the former
and Greek letters for the latter. In standard microeconomic theory, we talk
of Rational Actors in the phantom world and of persons in the real world.
We can also talk about Corporate Actors, which correspond to, say, cor-
porations.

In the social sciences, however, even in economics, the two worlds often
get mixed up because the same nomenclature is used for phenomena both
in the real world and in the conceptual world of the theorist: We may use
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Table 4.2. Examples of the two languages of probability theory

Real world Model

Random experiment Probability model
Simple result Simple event
List of simple results Event set
Long run frequency Probability

the term "consumers" when we mean real people who buy goods and
"Consumers" in the distinct sense used in microeconomic theory. We use
the term "firms" for both actual businesses and for the abstract entities
maximizing profit in our conceptual analyses, and so forth.

Since our language mixes up the two worlds, it also tends to mix up
our thinking about them - and hence hamper the formulation of mecha-
nisms which may help us understand the goings on in the real world. Or
to put it sharply: If sociologists are to comprehend what takes place in
the real world, they have to forget about it and transfer themselves to
another place - to the never-never-land of phantom actors (who are the
opposite numbers of real people) lodged in intangible structures (which
are the counterparts of concrete social arrangements). Hence we should
cultivate and become fluent in the separate languages of the two worlds,
as well as in the translation between them.

This may also help prevent social theorizing being lured or captured by
the language of other disciplines, such as the language of statistics. If we
unwittingly surrender to the lingo of "variables," "correlations," and so
on, we are diverted from the construction of explanations based on mech-
anisms. For example, if we find a positive correlation between education
and openness toward immigrants and let it rest at that, we are in a sense
abdicating as social scientists. One possible explanation could be to argue
that education broadens minds (i.e., changes the nature of the actors).
Another mechanism could be formulated in terms of relative deprivation
(e.g., when immigrants are given the same incomes by the state as those
of low education who must work for it, they react with anger against the
intruders). Those of high education are not touched by this since they earn
higher incomes. The point is simply that the work of the theorist begins
when the correlation is established and a mechanism to account for it is
needed.
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Employers Employees

Figure 4.3. Flows between employers and employees.

Mechanisms and combination into machinery

In this section, I first want to describe four mechanisms that are related
to competition in the market.

1. A simple use of a market mechanism is to explain how the num-
ber or relative size of two types of actors shifts as the mechanism
unfolds. The model can take as its point of departure a structural-
assumption situation of pure competition. Second, it could be
based on an assumption of differential profitability of different
firms. The mechanism then works to make the least profitable
firms go bankrupt. Hence what starts out as a pure competition
over time moves toward monopolization with fewer firms domi-
nating the market. At the same time, this would convert former
employers in noncompetitive firms to employees in firms that sur-
vive. Even though some new entrepreneurs might move the other
way, the size of the arrows in Figure 4.3 indicate the drift over
time toward fewer employers and more employees. Depending on
the specific assumptions made, the theoretical end result may either
be some oligopolistic equilibrium or monopolistic competition. In
any case, the population size of the two groups shifts in favor of
the employees.

2. Another use of the market mechanism as a generating force follows
directly from the first: If we start out with many firms with relatively
few employers of each, and the firms are reduced in number but the
employers still obtain work, it follows that the average number of
employers of each firm will increase.

On this mechanism of concentration can be grafted another mech-
anism combining cognition, communication, and action on the part
of the employees. The basic argument would be that when workers
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are concentrated they observe their own situation in that of the oth-
ers. It enables them to communicate easily and enter into manifold
relations, which can also be used as side payments to overcome the
free-rider problem. In other words, similarity of structural position
begets not just commonality of cognitions but also coincidence of
concerns (i.e., a common identity as well as a common interest).
And closeness of location generates a community of fate and begets
communications and a community for action.

3. A third use of the market mechanism is to ask what happens to the
wage rate of the employees over time when their firms are subject
to competition and employers to population growth. Classical po-
litical economists (e.g., Smith, Malthus, and Ricardo) discussed this
topic, and Lasalle coined what he termed "the iron law of wages":
that although the growth of capital could periodically outstrip the
growth of population, population growth itself was responsive to
wages above the subsistence level and would hence reduce wages to
that level. Here two mechanisms are combined: that of competition
and that of population growth, interacting in such a way that wages
will approach starvation levels. Again, a model combining the two
mechanisms can be formalized in a straightforward manner. In short,
competition can be used to describe how competition generates ex-
ploitation.

4. A fourth use of the market mechanism is to analyze what kinds of
skills employers seek in their employees. One possible mechanism
is as follows. Competition forces employers to produce at the lowest
possible cost (i.e., with the cheapest, hence least specialized, work-
ers). Hence they will replace specialists with machines.

Specialization, however, is an impediment to the development of
solidarity among workers. But when the division of labor is reduced,
workers structurally become more alike - in hierarchical position,
type of work, and remuneration. The objective change in situation
is followed by a subjective change in sentiment, by the process Durk-
heim called "mechanical solidarity." That is, uniformity of social
conditions translates into comradeship and potential for collective
action. Note that in this case employers not only change the condi-
tions of their employees but also that these changed conditions
change the character of the employees.
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The purpose of presenting these different mechanisms is not to show
simple, though classical, examples of mechanisms with competition as the
agency. The point is to show that they can be combined.

This was done by Marx in his theoretical machinery for how revolu-
tionary potential builds up: He identified who the revolutionary actors
(workers) would be and then argued that they would become the great
majority in industrial societies. Furthermore, he showed how collective
action would be spurred by concentration and communication. He dem-
onstrated why they would act from exploitation and deprivation, and why
they would act together due to equalization and solidarity. Marx himself
summarizes the whole argument in two sentences - to my mind one of
the most beautiful and succinct statements combining a whole set of social
mechanisms:

But with the development of industry the proletariat not only increases
in number; it becomes concentrated in greater masses, its strength
grows, and it feels that strength more. The various interests and con-
ditions of life within the ranks of the proletariat are more equalized, in
proportion as machinery obliterates all distinctions of labor, and nearly
everywhere reduces wages to the same low level. (Marx and Engels,
1978 [1848]:480)

Marx's analysis was very sophisticated in that it focused on aggregate,
organizational, psychological, and social phenomena and developed a
model of how they would simultaneously change as a consequence of
market competition. Analytically separate mechanisms were joined in
more complex social machinery and operated simultaneously. Or put
differently, simple models were used as modules in theory construction.
Weber did much the same thing in The Protestant Ethic and the Spirit of
Capitalism (cf. Hernes, 1989).

Note that Marx uses actors with complex attributes:

• They are rational actors pursuing their interests.
• They are cognitive actors who learn in a changing environment.
• They are emotional actors whose sentiments change as a consequence

of their shifting social location.

Note also that we do not need all three attributes in each of the four
mechanisms described. For example, we do not need them all for a mech-
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anism for changing the ratio between employers and employees, but we
do in the mechanism for the development of the latter's solidarity.

It is often stated that humans are complicated creatures. Here we see
that to each human there may correspond a whole family of Humanoids:
purposive actors, abstracted workers with differential skills of which they
may be deprived, agents with the capacity for cognition and learning, for
frustration and aggression, agents constituted of multiple actors such as
Id, Ego, and Super-Ego, and so on. In order to keep track of our inter-
pretations and explanations as social scientists, the different mechanisms
should be kept analytically distinct, assumptions about abstract actors
made explicit, and postulates about conceptual structures made plain.

Finally it should be noted that although Marx used terms from everyday
language - such as workers and competition - he nevertheless did not
describe a particular social situation or unique historical process. He de-
picted a general logic, an interacting set of mechanisms. But the whole
point of Marx's machinery as combination of mechanisms was that it may
be used to disentangle, describe, and explain many particular courses of
events. (That he mixed up the logic of the machinery with historical ne-
cessity is another matter.) In short, the machinery is perfectly general, and
it may have fairly wide applicability; indeed, it may be a "many-times-
true" theory. On the other hand, if not all mechanisms in fact are operative
the way Marx assumed, we may use the machinery with those mechanisms
switched off, so to speak, to explain why revolutionary potential did not
build up (cf. Hernes, 1991).

Elements of social mechanisms

Mechanisms in social science have two sets of abstract elements. The first
construct is the specification of actors (i.e., the identification of what
model of man or Humanoid is to be assumed) (i.e., the casting of the
mechanism by stand-ins for humans). The other set is the assumed struc-
ture they are placed in or type of scene on which the Humanoids operate
(i.e., the staging of the mechanism by the guide rails along which the
actors can move.) The point of the construction of the mechanism is to
work out its systemic effects (i.e., the plotting - what happens to the actors
or to the structure as a consequence of their combination). It is precisely
this combination of elements - actor assumptions, structure assumptions,
and how they create a logical dynamic - which distinguishes a social
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mechanism from a number of other phenomena, such as covering laws,
mere correlations, and so forth.

Actor assumptions

Actors or Humanoids are typically identified by the answers given to four
questions:

1. What do they want? This may be specified in terms of preferences
and purposes (e.g., in the manner done in microeconomic theory with
utility functions and the like). More complex Humanoids with con-
tradictory inclinations, or even multiple selves, can be postulated.
Sometimes the actors retain constant preferences throughout; some-
times it is assumed that these can change. Different actors can have
different preferences or different awareness of their preferences,
which may provide interesting opportunities for plotting.

2. What do they know? By the most heroic assumptions, the actors may
possess "perfect information" (i.e., they are fully informed about
all relevant conditions that can affect their choices). However,
knowledge can be treated as a changeable, or something that can be
acquired, as in various models of learning. Beliefs may be uncertain
or firm, tentative or unshakable, wrong or superstitious. A special
case of particular interest is models of cognitive conflicts. Different
actors may have different amounts of relevant knowledge, or differ-
ent possibilities for learning, for example, which may provide inter-
esting opportunities for plotting.

3. What can they do? Actors can have different capacities and abilities.
For example, it is assumed of "rational actors" that they all have
unlimited capabilities for instantaneous calculations. In models of
educational attainment, actors are assumed to have different aptitudes
that impinge on their results. What actors can do may be insufficient
for the tasks at hand - but can also be postulated to be malleable.
Whether such capacities are assumed to be intelligence, dexterity, or
skill, they can also be differentially distributed among all or sub-
groups of actors, which again opens opportunities for different kinds
of plots.

4. What are their attributes? Such attributes may be effects of causal
processes, such as their sex or race, or being infected by a disease
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or immunized by a vaccine. Some such attributes of actors are in-
eradicable; others can be changed voluntarily or involuntarily. How-
ever, the characteristics of actors often are not specified. For
example, in a journal of theoretical economics, it is rather deviations
from standard assumptions about Rational Actors that are stated.
Otherwise the traits of the professional archetypes or the "usual sus-
pects" are taken for granted.

In one sense, the answers to the four questions about actors posed previ-
ously correspond to methodological individualism. Nevertheless, meth-
odological individualism is not the same as assuming purposive or rational
actors, although they constitute powerful agents in a wide array of mech-
anisms.

Some mechanisms are based rather on what could be dubbed "collapsed
actors." That is, in one subset of mechanisms, actors are subjects, origi-
nators of actions. In another subset, they are, in addition, the objects of
actions, in the sense that they are recipients of consequences. This subject-
object relationship is crucial in some types of mechanisms (e.g., in models
of learning by doing). However, there is also a subset of mechanisms
where the actors are just objects. In models of contagion, for example,
infection is clearly not something we would ordinarily assume that rational
actors strive for. Rather it is something that happens to them. Nevertheless
a standard diffusion model with the infection rate being proportional to
the number of haves and have-nots is a perfectly legitimate mechanism to
apply. However, another mechanism for learning that contagion is loose
and infection may be curbed can, of course, be grafted onto the simple
diffusion model to make a more complex machinery.

Structure assumptions

The typical questions that can be asked about the other set of elements,
the structure or the staging, are as follows:

1. What are the states actors can be in? Such states can be positions
or roles that can be taken, the number of other actors, the number
or relations they can enter, and the like. Such states can also be the
alternatives they confront, options they face, or constraints they en-
counter. Some of these states are collective properties, such as
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norms, rules, or laws. A key question will usually be whether such
states remain constant or whether they are subject to change.

2. What are the correlatives of these states? For instance, what are the
wages drawn from different kinds of jobs, the authority or status
associated with a given position, the attention or external pressure
directed toward a role irrespective of its incumbent, and so forth? In
other words, the whole opportunity structure - the rewards and re-
sponsibilities, the rights and burdens - are structural correlates of
different kinds of states.

3. What are the distributional characteristics of actors as distinct from
their individual manifestations? For example, gender is an individual
attribute, whereas the sex ratio is a structural characteristic, as is age
distribution in population models. Similarly, crime rates are struc-
tural characteristics, which in some mechanisms may be taken as
premises for individual choices and hence in turn be affected by
them. Such distributional characteristics are all properties not of in-
dividuals but of populations.

Social mechanisms

A social mechanism is a device for combining actors with a given set of
characteristics ("casting") with a particular social structure ("staging")
in order to infer what outcomes will result ("plotting"). Simple mecha-
nisms may lodge different types of actors in the same structural condition
or environment, as was illustrated previously by the use of Sissies and
Huskies. Or they may put the same kind of actor in different environments
as in Sanctuaries and Danger Zones. They can also start off a group of
actors with initial endowments - be it bundles of goods or control over
issues - that are different from that which they desire, and then explore
what kind of equilibrium state is reached if exchange is allowed.

Default models and collapsed actors

Some mechanisms are structurally robust in that they basically take it for
granted that the structure will overwhelm the actors whatever assumptions
are made about them. For example, it is a common observation that affairs
and divorces have increased with increasing participation of women in the
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labor force. One mechanism to account for this is the changing opportu-
nities for extramarital affairs as the composition of the labor force changes,
as follows.

Actor assumptions:

• Actors are of two kinds, Men and Women, who may engage in affairs.
• The propensity to engage in affairs - frailty - is constant.

Structure assumptions:

• Environments vary in the number of potential couples who may en-
gage in affairs.

From this follows that the maximum number of couples who can engage
in affairs is largest when the numbers of the two kinds of actors, Men and
Women, are most equal.

To apply this set of assumptions as a mechanism to account for affairs
in firms, we would argue as follows. As the proportion of both sexes
becomes more equal, the number of potential couples is maximized. For
example, in a firm with 10 employees:

• No couples can form if all are recruited from either sex,
• 9 couples can form if one employee is from the opposite sex, and
• the maximum 25 couples can potentially form when there are 5 of

each sex.

In this simple model of the social distribution of temptations, one could
ignore the actors, so to speak, and expect that the more numerous temp-
tations, will lead to more transgressions - "other things being equal," as
the saying goes. In this case, Ben Franklin best describes the logic of the
mechanism: "Keep yourself from the opportunity and God will keep you
from the sin'' - with the added observation that a changing social structure
may, so to speak, create a social Danger Zone where opportunity knocks.

The point of this example is to illustrate that for some structure-oriented
mechanisms what could be called collapsed actors are assumed. That is,
no specific assumptions are made about what the actors want, know, or
have, aside from being of two kinds (male and female). They are reduced
to the barest of essentials: two types with one propensity. No intentions
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are specified, and by default all are assumed more or less equal - attrac-
tiveness, age, and civil status do not enter the mechanism.

The mechanism can be elaborated, however, to include such aspects
and thereby make it "more realistic." It can be refined by further speci-
fications. For example, one could differentiate among subgroups that have
different propensities. The simplest elaboration would be to distinguish
between Philanderers and the Purehearted (inspired by the English proverb
that states "Good men, like good women, never see temptation when they
meet it") and setting the propensity of the former at some larger value
and of the latter at zero. This could then be used to mirror the behavior
of puritans and mortal flesh. But the groups of actors could also be further
specified (e.g., by assumptions about purposive actors seeking salvation
and avoiding certain proscribed actions).

There are a large number of such structure-oriented mechanisms (i.e.,
mechanisms based on collapsed actors) circulating among social scientists.
One example is Alex Bavelas's explication of systemic effects of different
communication structures. Another is the general model of the population
pyramid, where probabilities of survival from one age group to the next
and age-specific birth rates serve as a kind of conceptual shorthand for
"actors" in this structure-oriented model.

Similarly there are some actor-oriented mechanisms that produce the
same outcomes irrespective of the structural conditions in which the actors
are placed. One example could be mechanisms of aging. Such mechanisms
could also be elaborated by structural additions to the mechanism (e.g.,
by "sorters" that place actors of different ages in different positions).

Models of change

Several of the mechanisms already illustrated describe not just differences
in what happens to actors depending on their type or their social location
but also social change. This was the case with all the simple mechanisms
of the effects of competition: shift in the relative numbers of employers
and employees, concentration, exploitation, and leveling of skills that il-
lustrate social change of different kinds.

It is important to note that some of these mechanisms generate struc-
tural change, such as change in the number of employees or in their
remuneration. Others generate actoral change, such as the change in ac-
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tors' cognition, sentiments, or actions. Hence we can expand our theoret-
ical concern and ask:

1. What does the assignment of different types of actors to different
states do to the actors? For example, will putting Sissies in Danger
Zones make them into Huskies? Will sending effeminate adolescents
to the Marine Corps make them into Real Men? Will exposure to
initiation tests (in "Hell Week") make greenhorns into strongly
bonded veterans? Will study abroad broaden minds? Will exposure
to capitalism change Russian communists?

2. What will the assignment of different types of actors to different
states do with the structure? For example, will Sissies try to reduce
objective risks? Will Huskies introduce killer bees for the fun of it?
Will women in the Army change its ambiance? Will liberals ap-
pointed to the Supreme Court change the constitution? Are minorities
recruited to positions of power coopted, or do they push for affir-
mative action rules?

3. What does what the actors do with the structure in turn do to them-
selves? For example, will Sissies manage to modify risks and this
accomplishment enhance their fortitude? Will an organization train
recruits in such a way that they transform the organization? Will a
religious awakening wrought by a charismatic leader be transformed
into a routinized church? Will ballet not just recruit lithe youngsters
but also shape them in predictable ways?

These three questions are the typical questions asked in models of social
change. The structure may change actors, their hearts and minds. The
actors may change the structure, its positions and possibilities. And actors
may react to conditions of their own making, by an echo effect from an
edifice of their own making, so to speak. Sometimes they get caught by
what they have wrought; sometimes they do not master the world they
have made.

But if such observations are to become social science, they have to be
translated into mechanisms, which can be of four types, given in Table
4.3. The types of phenomena in the upper left box can be illustrated by
both the mechanism's wasp bites (Figures 4.1 and 4.2): The first distin-
guishes between two types of actors in the same environment, and neither
the actors nor the structure in which they are haunted change. The same
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Table 4.

Do

3. Types

the actors

of mechanisms of social change

Does the structure change?

No

No
change?

Yes

Aggregate effects

Actoral effects

Yes

Structural effects

Dialectical effects

holds for the second mechanism, with actors who visit Sanctuaries or
Danger Zones: They are not changed by the experience.

When we moved to the market mechanisms derived earlier, however,
we also moved to models of social change. The first, second, and fourth
market mechanisms generate structural changes. According to the first, the
ratio between the two types of actors shifts, which is a structural (distri-
butional) characteristic even though it is mediated by individual actors.
Likewise the change in the size distribution of firms is a structural change,
and it transforms the conditions for collective action by the changing po-
tential for communication and organization by overcoming the free-rider
problem. Finally the leveling of skills of employees changes the structure
of the labor market. In its bare essentials, the first mechanism - that the
ratio of the two types of actors shifts - implies no change of the actors
themselves. The change described by the mechanism is purely structural
in terms of the assumptions made. Concentration leads not just to struc-
tural change, however, but to a cognitive change as well: Employees come
to see themselves as equal to those treated in the same manner by the
employers - i.e., a marxist version of the looking-glass self since the
workers "take the role of the capitalist and see the nexus between the T
and the 'we' among workers" (Hernes, 1991: 240). The structural change
expressed in a lower wage rate also translates into change of the actors -
to new sentiments due to greater absolute and relative deprivation and
hence to heightened emotional potential for collective action. Finally the
fourth mechanism - that employers become objectively more alike by the
structural leveling of skills - also has a counterpart in actors' cognition
and sentiment (i.e., in producing a solidarity based on both common in-
terest and mutual empathy).

When we depict mechanisms where actors change the structure in ways
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which in turn change them (i.e., when actors react to conditions of their
own making), we can in a meaningful and precise manner talk of "di-
alectical models" (cf. Hernes, 1976). Clearly the marxist machinery re-
counted earlier falls into this category. Capitalists seek to maximize profits,
but by their efforts entire sections of their kind are precipitated into the
Proletariat, who grow into an immense majority. Not only do Capitalists
concentrate the means of production in a few hands; they also concentrate
and organize Workers in large units. By depressing Workers' incomes,
and by exploiting Workers and dispossessing them of their skills and sub-
sistence, Capitalists deprive them absolutely and relatively and thereby
incite them to collective action.

At the same time, there are many partial mechanisms embedded in this
marxist machinery - for example, unanticipated consequences of purpo-
sive social action (Merton, 1936), such as when Marx writes: 'The ad-
vance of industry, whose involuntary promoter is bourgeoisie, replaces the
isolation of the laborers, due to competition, by their revolutionary poten-
tial, due to association" (1978 [1848]: 474). The by-product of Capitalists
pursuing their own interests is an undermining of their own position.

Dialectical models often are based on such counterproductive effects
when actors do not master the world they have made. But they may also
be based on mechanisms where actors are changed in a more helpful way,
as when actors make new structures that in turn provide new opportunities
for learning. Models of scientific advance are often of this kind.

Conclusion

Social scientists are commuters between two worlds: the world they make
and the world they mirror. The purpose of the intellectual constructs that
constitute social mechanisms is to account for what goes on in real social
life. But then actor assumptions, structure assumptions, and their interac-
tions have to be made explicit in order to explain both constancy and
continuity as well as innovation and change. The true magic of the phan-
tom world of mechanisms is that it may lift the fog over and make trans-
parent the world in which we live.
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5. Concatenations of mechanisms

DIEGO GAMBETTA

Introduction

I take "mechanisms" to be hypothetical causal models that make sense
of individual behavior. They have the form, ' 'Given certain conditions K,
an agent will do x because of M with probability /?." M refers either to
forms of reasoning governing decision making (of which rational choice
models are a subset) or to subintentional processes that affect action both
directly (as impulsiveness) or by shaping preferences or beliefs.

Two other meanings may be attached to "mechanisms," as suggested
by Hedstrdm and Swedberg in Chapter 1 of this volume. The first refers
to models of interaction among individuals that generate particular social
outcomes (the micro-to-macro case in their terminology). We construct
these models to explain social phenomena such as markets, inequality, in-
stitutional performance, collective action, and so forth. Interaction models
are predicated on individual-level mechanisms. The Prisoner's Dilemma,
for instance, predicts a suboptimal solution by assuming self-interested
and rational agents. If people cooperate when the hypothetical mechanism
predicts they should not, as many experiments in social psychology have
found (cf., e.g., Thaler 1994, Ch. 2), one is forced to search for other
mechanisms. The second meaning refers to "macro" conditions that, via
a given individual mechanism, can affect, say, beliefs or desires and,
through those, behavior. Once again, these models are predicated on in-
dividual-level mechanisms. If an increase in opportunities for upward mo-
bility leads to an increase in the number of people who feel more rather
than less frustrated with the promotion system, we have a puzzling cor-

I would like to thank for their helpful and insightful comments John Alcorn and the Social-
Science Reading Group at Trinity College, Hartford, and the editors of this book, Peter
Hedstrom and Richard Swedberg.
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relation. The search is then open for the individual-level mechanism that
can best make sense of it (as I will show later in an example).

To avoid confusing levels of analysis and using "mechanism" as a
loose umbrella term, we ought to distinguish between individual mecha-
nisms proper and the processes by which these are both triggered by social
conditions (macro-micro) and generate social outcomes (micro-macro).
The latter should be called something else, perhaps just "models."
"Mechanisms" in the sense adopted here refer to those minimal assump-
tions about agents' make-up that we require to deduce how they both
interact with one another and respond to external conditions.

The family of individual mechanisms identified by social scientists as
relevant to their models is large and growing: instrumental rationality;
focal points; biased inferential processes; cognitive dissonance reduction;
self-validating beliefs such as distrust; emotions such as envy; passions
such as amour propre', evolved dispositions toward altruism, sex, or chil-
dren; special cognitive quirks like the endowment effect, and so on. (A
catalogue of mechanisms, which Schelling suggests in Chapter 2 of this
volume, would indeed be of great value.)

The individual-level mechanism, which travels wider and lighter than
any other through the jungle of social phenomena, is, I suspect, rationality
in its barest adaptive version.1 It works like this. Assume that an agent
has certain preferences. Do not waste time making sense of them ("de
gustibus non est disputandum"). Then work out what is the best strategy
to satisfy those preferences at the minimum cost. You can then deduce a
set of testable behavioral hypotheses. In this way, you can explain a wide
variety of social phenomena. You can explain how Frederick and Rosie
West went about kidnapping, raping, and murdering an as yet unknown
number of young women in Gloucester, England, as well as how members
of Amnesty International or the bursars of Oxbridge Colleges go about
investing the assets of their institutions. To work out why the murderous
couple had those appalling preferences or why some people work hard for
altruistic purposes is an altogether tougher task. It is, by contrast, quite
straightforward to understand that in order not to be caught (preference)
the former (1) kidnapped only women fleeing from their family whose
whereabouts were unknown to others, and (2) chose to live in a road with

1 In terms of generality and parsimony, the evolutionary model may well be superior,
and could even make sense of the wide diffusion of adaptive rationality itself, but I will not
consider it here.
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lots of Bed & Breakfasts where no one paid much attention to people
coming and going. We can also easily understand why the couple hunted
for victims traveling in their car together - "in this way we did not scare
them," they declared. Rationality and sanity do not always go together.
The motives of Amnesty and the Oxbridge bursars are no doubt altruistic,
to make money for their cause and college; still, they will behave like any
other investor out to make as much money as possible. They will endeavor
to choose the best ways, with some moral limitation, to invest the money
entrusted to them. Not only will a rational choice explanation be parsi-
monious and generalizable; it will also be the end of the story. Once
intentions are posited, we as social scientists do not need to look further
for yet more fine-grained mechanisms.

This line of research is of great value: Why posit a cumbersome "model
of man" when a simpler one will do? In order to explain many social
phenomena, we do not need to assume special features of agents psy-
chology. There is no need to invoke the Oedipus complex to explain why
a mafioso is, as it were, dead keen on his reputation. However, if our
interest lies not as much in proving the power of any particular mechanism
as in explaining social phenomena as they manifest themselves in the
world (rather than in controlled experiments), in many cases we have to
follow the opposite route - namely, pick our social puzzle and explain as
much of it as possible regardless of how many mechanisms it takes. (A
grand example of this strategy is provided by Tocqueville in Democracy
in America.)

Most social phenomena require more than just one mechanism to make
sense. Here is an example. Contrary to what one might expect given the
vehement antismoking feelings in the United States, the number of people
one can observe smoking in the streets of New York City is conspicuously
high, and the streets are covered by cigarettes stubs. The puzzle is not so
difficult to solve: If smoking is forbidden in offices and frowned upon in
private homes, we can predict that the number of people smoking outdoors
rather than indoors will increase, and so will the number of cigarette butts
left around. This prediction seems intuitively sensible enough. If we ' 'un-
pack" it, we can see that it rests on no less than three mechanisms, and
that the plausibility of the latter sustains that of the model. It assumes that
the social norm against smoking will be effectively enforced; next, that at
least some smokers will not give up their addiction but persist in smoking
even at the cost of doing it outdoors; third, that throwing stubs away in
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the street, though not a nice thing to do, is individually cheaper than either
pocketing it or walking to the nearest garbage can (as well as hard to
police). Norm, addiction, and elementary rationality jointly explain the
puzzle. If any one of these mechanisms either did not work or were offset
by yet other mechanisms, the prediction would fail.

It is not just a matter of piling mechanisms on top of each other, how-
ever. Mechanisms interact with one another forming concatenations of
mechanisms. In this chapter, I give some primitive indication of what the
search for such concatenations may yield by using three cameo examples.
One refers to the stability of suboptimal institutions - in this case, the
Italian academic system. The second example comes from recent research
on individual schooling decisions and two puzzles it has raised. The third
example is a discussion of the competing mechanisms that can account
for the classic puzzle discovered by Stouffer and associates in The Amer-
ican Soldier.

In the spirit of a mechanism-oriented scholar, I make no overall claim
in this chapter. There is no punch line. I also reverse a common sequence.
Rather than working out my theoretical elucubrations about mechanisms
and then shopping around for ready-made examples that fit them, I have
picked examples that are (to me) substantively interesting to see what they
can tell us. Here I follow, suitably paraphrased, Arnold Schwarznegger's
injunction: "Illustrate first, think later."

The stability of suboptimal institutions: The Italian
academic system

In several sections of the Italian academic world - as no doubt in other
academic systems - loyalty toward the "barons" pays off more than in-
dependent research. If one plans a career in it, one better follow in the
professor's steps, regardless of how well directed these may be, study what
he wants one to study, avoid criticizing his work, stick by his side when
others criticize his work (especially if the critics happen to be right), and
carefully avoid outperforming him. There are many exceptions, especially
in those subjects in which merit is less controversially established and
academics interact closely with the international scientific community.
There is, however, overwhelming evidence that that is typically the case.
Given this incentive structure, elementary and unprincipled rationality suf-
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flees to explain intellectual subservience as the standard response on the
part of younger academics. Most of those who end up in that system will
have strong incentives to conform.

Over time, there is a further effect that reinforces loyalty: Individuals
with a greater propensity to accept supine loyalty are, other things being
equal, more likely to be selected by that system. Moreover, since the
incentive structure is commonly known, there is also self-selection: Can-
didates with the "right" dispositions will be more likely to seek a career
in academia. Notice that the selection effect relies on a different mecha-
nism from rationality: It assumes the existence of prior dispositions, such
as intelligence, risk aversion, impulsiveness, integrity or, in this case, in-
dependence of mind. It further assumes that such dispositions have a bell-
shaped distribution in the population, and that institutions, via the
incentive structure, select biased groups: The proportion of people dis-
playing low independence of mind (or low attachment to whatever inde-
pendence they have) will be overrepresented relative to the proportion in
the population as a whole. In time, individuals in those institutions will
have both the incentives to conform and a greater proneness to be gov-
erned by those incentives. Since the system is not impermeable, a number
of valuable academics manage somehow to get junior positions in the
Italian university. The selection effect hits them later when no promotion
or research support will be granted to them. Stuck in those positions for
life (all positions are tenured in this system from the start), scholars de-
termined to maintain their integrity suffer particularly disturbing effects.
The embitterment caused by the lack of appreciation and the frustration
of being passed over by people of lesser merit eat their mental resources
away and undermine their resolve. They lose their sense of direction and
doubt the quality of their work. The selection effect ultimately strengthens
the loyalty of subordinates within that system and thus its internal stability.
In conclusion, rationality and type selection form a concatenation of
mechanisms that increases the internal stability of the academic institu-
tion.

Two ancillary mechanisms are also at work in the same direction and
enlarge the concatenation:

1. If most people behave supinely, supine behavior comes to be per-
ceived as the norm, and independent behavior is felt as correspond-
ingly more extravagant and thus becomes more costly.
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2. If sycophancy is a perfectible skill, rather than being just an ' 'on-
off'' variable, internal competition will reward those who are better
at it; in time, they will gain more influence and socialize newcomers
to their art.

That academic structure is not likely to produce a socially optimal out-
come. Healthy intellectual competition is curbed. The quality of research
is lower. Both the amount and the rate of progress of innovative research
are also reduced. However, the set of mechanisms which govern that sys-
tem sustains the prediction that there will be no internal pressure for
change. Quite the contrary, we can expect considerable resistance to
change. The selection effect may be more significant in this respect than
rationality. Were a supine behavior simply chosen for instrumental rea-
sons, a government could expect to modify the behavior of subordinate
academics by increasing the rewards to independent research. This strat-
egy, which may succeed with new generations, will, however, be much
more costly to implement among those who have been selected already,
because they had no great inclination for independent research to start
with. Selection effects can cement bad practices and easily wreck naive
policies that focus only on agents rationality when trying to improve the
performance of institutions.

We can find similar concatenations shaping other institutions. Whether
the effects on the internal stability will be positive or negative, however,
depends on the disposition selected. For a mafia member, for instance,
there are strong incentives to use violence in certain circumstances. Even
the meekest of guys, waking up one day as a mafioso, would be under
that pressure. It is also the case, however, that the type of individuals who
are more inclined to use violence to begin with are both selected and
attracted by the mafia. In this case, the outcome is not greater loyalty but
greater violence. Violence may in fact turn out to undermine loyalty and
the internal stability of the system. Mafiosi have been aware of this prob-
lem. On the one hand, they have recruited psychopaths to discharge their
nastier tasks; on the other hand, in several instances, they have had them
murdered when they were getting out of control.

Returning to the more sedate ways of academia, an optimistic reader
may be consoled of the bleak picture just painted by hoping that the com-
petition which lacks between subordinates and barons may still be func-
tioning among peers. Alas, the system of academic loyalty in Italy hinders
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that, too. This is roughly how it works. The allocation of jobs is central-
ized, and positions on the selection committees rotate. This has promoted
an internal ''credit" market: The barons on selection committees at any
one time give out positions also to the disciples of absent barons in the
expectation that the next time around, when their turn will come to serve
on selection committees, they will reciprocate. The barons develop a pact
of reciprocity. An interesting consequence follows, as pointed out by Va-
rese (1996) in an article in which he exposes a plagiarist who nests un-
disturbed in that system: If any one baron destroys another baron's
academic reputation, the victim loses the ability to pay back his debts on
the academic credit market. Debts and credits are passed on from gener-
ation to generation. The professors in credit, therefore, even if they had
the soundest of intellectual reasons to pull the rug from under the feet of
their debtors, refrain from doing so because in future rounds their pupils
would suffer the consequences. "Like banks, professors do not wish the
bankruptcy of their creditors" (p. 176).

Once again, elementary rationality does much to explain the persistence
of that credit market. It is not the whole story, however. Italian academia
may be an insulated world. Still, occasional meritocratic bacteria "infect"
it. Academics catch them visiting foreign universities or coming intermit-
tently in contact with professions where meritocracy does work. Although
mediocre academics, who would lose out from a change, know that from
their point of view this world is optimal and cannot be expected to take
reforming action, the professors with greater intellectual clout might con-
ceivably gain from a better system. Still, no great change is in sight, and
everyone abides by the rules of reciprocity.

The awareness of better selection criteria has generated no more than
subterraneous dissatisfaction. To adapt to the demands of the credit system
may be rational, but it nonetheless creates a friction, which makes it some-
what painful. Barons must know that in job competitions they act in a
way that is neither fair nor efficient.2 Privately, several among them ac-
knowledge that the system is suboptimal in terms of academic output and
unfair to the most deserving scholars. Few among those with a preference
for a better state of affairs, however, reveal it publicly, as predicted by

2 The selection effect actually may weaken the awareness for it may preselect candidates
so that only mediocre ones will present themselves, and selectors will not have a feeling of
directly excluding better ones, because these did not apply in the first place.
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Timur Kuran's model (1995). Even professors prone to moralize in other
fields refrain from doing so in their own. No one speaks up, and, what is
worse, no one seems to like those few who do.

We often think of subintentional mechanisms as an alternative to ra-
tionality, whereas this is a case in which they work together: The tension
between the rationality of complying with reciprocity and the adherence
to fairer and more efficient selective criteria is resolved by way of cog-
nitive reduction of dissonance. The outcome is a host of self-serving val-
ues that justify internal "honesty" and a norm against "cheating" in job
competitions by not returning favors obtained in the past. The public de-
fense of reciprocity is not played on grounds of cynicism (e.g., "that's
life and we have to make a living" sort of argument) but on grounds of
distorted values that get cited when something perturbs that system. The
norm is enforced by ostracism of various sorts, both in the first- as well
as in the second-order way.

Notice that the theory of cognitive dissonance reduction predicts further
a counterintuitive result: On the one hand, the greater the awareness of
the negative aspects of the system, the greater the likelihood of speaking
up against it; however, since the greater the awareness, the greater the
dissonance, if people do not speak up, the theory predicts the opposite
effect - namely, that correspondingly more intense will be the activity to
justify the existing arrangements. The paradox is that among the most
intelligent Italian academics we can expect both those who are more op-
posed to the system and those who come down more cynically in its
defense. Since they have reasons to dislike their practices more than oth-
ers, they are also under greater pressure to rearrange their face-saving
beliefs more energetically insofar as they themselves comply with those
practices.

This suggests a new constellation of mechanisms: If individually ra-
tional behavior is not right - because it produces suboptimal results of
which people are aware, or it inflicts unnecessary pain, or because it is
illegal or unfair - those with an interest in adapting to it experience a
tension. By cognitive dissonance reduction, this leads to the emergence of
self-serving values and beliefs which justify that behavior on grounds
other than those of rationality.

This concatenation manifests itself in a number of variants. Until a few
years ago, everyone believed that the Sicilians actively liked the mafia and
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considered it as a legitimate authority. Cultural relativists, cynics, econo-
mists who believe in revealed preferences, Northern Italian racists, corrupt
locals, and intellectual Cassandras, all agreed on one thing: This is the
way things are, and that nothing could be done or was worth doing. This
gravely hampered the fight to eradicate the mafia.

Self-serving values and beliefs created in that way are not deprived of
important consequences that at best delay social change and at worst make
it outright impossible. They remain, however, a thin veneer. Once change
occurs, they evaporate more quickly than expected. As soon as all the
most important maflosi ended up in jail, and the government determination
became credible enough to reassure Sicilians that the bosses were not only
jailed but were likely to stay there for life, the mood shifted dramatically.
Even in villages where the mafia was rife, new left-wing antimafia poli-
ticians have been elected and have received much more support than any
of the foregoing categories would have predicted.

A very interesting example of the same class is provided by Mackie
(1996) for vicious practices, such as footbinding and infibulation. These
practices are conventions enforced by a perverse but no less compelling
form of rationality: Families, argues Mackie, are afraid of being the first
and only ones to stop practicing them for fear their daughters will be
penalized in the marriage market. In this particular case, a third mechanism
joins the constellation to reinforce the stability of those conventions.
Mackie aptly calls it a "belief trap": "a belief that cannot be revised,
because the believed costs of testing are too high." Women who practice
infibulation are caught in such a trap: "The Bambara of Mali believe that
the clitoris will kill a man if it comes in contact with the penis" (ibid.).3

This mechanism can itself originate from or be retained because of cog-
nitive dissonance reduction in the following way: Should a belief be
voiced, even fortuitously, such that it provides an extra reason for com-
plying with a painful convention with which it is painfully rational to
comply anyway, this belief is more readily believed without testing. In
addition, this belief is more likely to be retained if it happens to be a belief
trap. Belief traps should be high on the agenda of mechanism-oriented
scholars.

3 A general case of self-enforcing beliefs of some considerable importance is that of
complete distrust (see Gambetta 1988).
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Individual decision mechanisms in education

The next two examples come from a recent survey of 756 subjects, 14-
17 years old, in Piedmont, North West Italy (IRES 1996). A local research
institute decided to check, among other things, whether my conclusions
in a previous research on individual decision mechanisms in schooling
choices still held after 10 years (Gambetta 1987). Here I provide no ac-
count of the overall results but pick only two puzzles that emerged during
our data analysis.

Case 1

One of my original results was simple yet intriguing: Controlling for many
other variables, the probability to stay on at school after the end of compul-
sory education was negatively correlated with father's age. The effect, cal-
culated through multivariate logistic models, was strong. A subject whose
probability to stay on at school given all other variables in the model was
50% decreased to less than 30% if his or her father was older than 64 (Gam-
betta 1987: 144-50). I had inserted that variable with the following hypoth-
esis in mind: Age is an indicator that income will be declining in the near
future. Foreseeing the tightening of economic constraints, families should
be more prudent and encourage an early entry in the labor market rather than
more school. The underlying mechanism is a simple response to expected
economic constraints. Insofar as education is at least partially a consump-
tion good or the credit market is not perfect in supplying loans for invest-
ment in education, agents should respond to their income level in deciding
how much education to consume or in which to invest.

When we carried out the analysis again on the new data, that result was
confirmed. We had a surprise, however. The logit model over the whole
sample gave much the same coefficient, showing that children of older
fathers do suffer from a considerable disadvantage. However, when we
ran separate models by gender, the picture changed: In a classic case of
the same mechanism generating opposite effects, our expectation was con-
firmed for boys but reversed for girls. The father's age shows a significant
positive effect on the probability that a girl will choose the liceo, the most
demanding secondary school. Choosing the liceo amounts to an early com-
mitment to sending the child to university later on, so it is not only de-
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manding in terms of its academic content but also of the number of years
one expects to be in education. If, for example, a girl's chances are 50%,
an older father pushes them up to 70%.

Clearly the expected effect is stronger than the opposite one, or else the
overall model would not have picked it up because the effects would
cancel each other out. (Notice that this is often a risk of empirical analysis
because one may conclude that there is no effect when there are opposite
ones neutralizing each other. A mechanisms-sensitive approach makes
such wrong conclusions less likely.) Moreover, the expected negative ef-
fect dominates also in the models broken down by social class, and in all
four classes - upper, middle, self-employed, and working class - age of
the father is, with some variation, a disadvantage.

This result backfired on my original hypothesis. Is age really a proxy
for declining income, or is it related to some other mechanism? Father's
age seems to trigger greater generosity as well as greater prudence. Are
we picking up the effect of an intentional mechanism or of some ' 'behind-
the-back" force that affects the disposition for risk taking? A sign that
suggests that we may be faced with a mechanism other than straightfor-
ward rationality is when we observe that the same cause produces opposite
effects. Age can plausibly make one both more worried about the future
and more carefree; it can fuel egoism or dampen it. "If I spend a lot of
money, what will happen if I fall ill? versus I am not going to need much
money now for my pleasures and even less when I am dead, so why not
be generous and give the best education to my kid?"

The intriguing question, however, is: Why should gender make a dif-
ference as to which of the two extremes age should push? Overall the
results of the analysis by gender suggest that education is conceived more
instrumentally when it comes to boys. They are on average likely to earn
more money than girls when they first enter the labor market, so families
forego greater sums by sending boys to school than girls. In order to send
a boy to school, therefore, incentives must be stronger. This is shown by
two facts: (1) boys in general are less likely than girls to stay on at school
after compulsory education; if they decide to stay on, however, (2) boys
are more likely than girls to choose the liceo rather than less demanding
secondary courses.

In conclusion, age captures rather than a concatenation a bifurcating
mechanism - in the sense illustrated by Jon Elster in Chapter 3 of this
book - the direction of which is controlled by a third variable, the size of
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the loss: The greater the loss incurred, the greater the risk aversion that
age produces. But if the loss is minimal, age triggers greater generosity.
This is the best explanation we could think of for our puzzle. How robust
this mechanism really is, how far it can travel, can be assessed only by
further research on whether age has the same dual effect under comparable
conditions.

Case 2

In the same models, we specified another variable: whether a subject had
an older sibling who was or had been in higher education. Our hypothesis
was that that condition should increase the probability of subjects to stay
on at school themselves after compulsory education. The mechanism hy-
pothesized is one of opportunity: Older children at school provide help,
guidance, and books to their younger siblings. An older child at school
increases the cultural capital on which the family can draw and decreases
the education costs for younger siblings. The logit models showed that,
other things being equal, this variable did have a strong positive effect as
we predicted.

Once again, there was a surprise. This variable had a much greater effect
for girls than boys, for whom it was negligible (regardless of the gender
of the older sibling, which does not make any difference). This prompted
a more elaborate reasoning than we had anticipated. If it were just cultural
capital, why should it make a difference only for girls? In fact, it should
not. The effect of an older sibling at school could be a proxy for a different
mechanism.

Consistently with the overall picture presented in the previous case, the
reasoning that underlies a school decision for boys seems different: If they
have what it takes, they go to school, or else they are off to work. It does
not matter whether an older sibling is at school. When the choice is seen
as instrumental, there is no reason why the action taken for an older sibling
should impinge on the younger one. If one brother turns out to be a great
soccer player, this does not make the other brother equally good at it.
Suppose, by contrast, that the reasoning were one which valued education
as a consumption good. In this case, what we allow an older sibling to
consume we can hardly deny younger ones. Families are bound by a norm
of distributive fairness in what they give to their children. This might
explain why it works for girls only. Since for them school may be per-
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ceived more as cultural consumption than a means to improve career op-
portunities, and having sent a girl's older brother or sister to school before,
one cannot deny her the same treatment. This suggests a concatenation of
mechanisms: Whether the norm of fairness is applied depends on the value
we attach to the good to be allocated. Only if this is perceived as a
consumption good will the norm be binding.4

Relative deprivation revisited

In The American Soldier (1965), Stouffer and his colleagues discovered
one of the most challenging puzzles in sociology. Studying soldiers atti-
tudes in World War II, they found that in the Military Police (MP), where
opportunities of becoming an officer were much lower than in the Air
Corps, subjects were more satisfied with the fairness of the promotion
system, irrespective of rank and education. In particular, the less educated
officers in the Military Police were found to be extraordinarily highly
satisfied. (The reader can find the data in the appendix to this chapter.)

This finding has become a classic. There is a very good reason for this:
Were it generalizable, it would mean that better and richer societies with
higher opportunities produce a higher proportion of frustrated individuals,
and this in turn would affect collective action in those societies. Imagi-
native social scientists have offered different speculative explanations as
to why more opportunities can cause a higher level of discontent with the
promotion system. I collected five mechanisms. They can be organized in
two ways: according to whether frustration is brought about by a change
in expectations or a change in preferences, and by distinguishing whether
the change is the result of a rational or a nonrational process. This reor-
ganization yields four possible combinations in which we can fit the five
explanations (see Table 5.1).

According to the original researchers, the mechanism which explains
that correlation is relative deprivation:5 Officers in the MP shared their

4 I do not have good evidence to say whether a different view of education between boys
and girls is itself a rational adaptive response to differential opportunities in the labor market
or the result of gender-biased values as to what constitutes a desirable life. Either way,
insofar as school is singled out as a consumption good, the norm of fairness is triggered,
while it remains dormant if school is perceived as a mere investment.

5 Here I do not touch on the many questions that this concept has generated. One of
the most important ones is: How do people select the group with which to compare them-
selves? Another question concerns whether feelings of relative deprivation are extended to
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Table 5.1. Mechanisms suggested as explanation of why members of the
Military Police were found to be more satisfied with the promotion
system than members of the Air Corps.

Hopes-expectations Wants-preferences

Nonrational Excessive hopes (Merton) Relative (Stouffer)
Emulation effect (Tyler)

Rational Higher incentive to invest Release from adaptive preferences
(Boudon) (Elster)

privilege with relatively fewer fellow officers; similarly, the men were also
more content because they shared the absence of promotion with corre-
spondingly more soldiers like them. The concept of relative deprivation
was introduced by Stouffer earlier in the book to explain a number of
other intriguing correlations found in The American Soldier. It was in-
voked to explain differences in willingness to serve in the army by age,
marital status, and educational attainment. "The idea is simple, almost
obvious, but its utility comes in reconciling data . . . where its applicability
is not at first too apparent.... Becoming a soldier meant to many men a
very real deprivation. But the felt sacrifice was greater for some than for
others, depending on their standards of comparison" (p. 125, vol. I).

The reason why married men are less willing to serve in the army is
partly that they suffer more absolute deprivation, in that they give up more;
but the critical additional factor, argues Stouffer, is that there are many
unfavorable examples around with which to compare themselves. The first
is the unmarried men who were also drafted. The second is that the draft
board is considerably more liberal with married men than with single, so
those married men who do get drafted can see numerous examples of
married men who avoid it. A similar argument applies to age. Older men
are likely to be further on in their career and are therefore objectively
giving up more. They are also likely to be less physically fit, and therefore
the army made a greater demand on them. But the objective factors of

the group of people in a similar position ("fraternal deprivation" in Runciman's definition)
or whether they remain confined to personal loss ("egoistical deprivation"), which has a
bearing on the potential consequences on collective action. A more general question concerns
exactly which psychological conditions are required to set off relative deprivation. See Run-
ciman (1966), Crosby (1976), Olson, Herman, and Zanna (1986), and Masters and Smith
(1987).
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jobs and health, if they had not persuaded the draft board, turned into
subjective grievances when in the army, because of the existence of
younger fitter comparisons within the army and of other people similar to
themselves whom the draft board had treated more leniently.6

The second mechanism (upper left cell in the table) was provided by
Merton while elaborating on the explanation of the original researchers.
He wrote that a ' 'generally high rate of mobility induced excessive hopes
among members of the group so that each is more likely to experience a
sense of frustration in his present position and disaffection with the
chances of promotion" (Merton 1957: 237). Here the mechanism is one
of excessive hopes that lead more subjects to frustration. This explanation
seems different from that of relative deprivation more than Merton himself
acknowledged: Frustration does not occur directly because one feels de-
prived as a result of more people getting a desirable promotion. It emerges
indirectly, via excessive hopes, generated by more people being promoted.

Merton did not elaborate on how exactly "excessive" rather than "re-
alistic" hopes result from higher opportunities. A false inference - "if a
lot made it, I will too" - could be the source of the process. There is
evidence, discussed by Elster (1983), of a cognitive mechanism that leads
individuals to bring to the extreme what is objectively possible: If little is
objectively possible, people tend to believe that nothing is; at the other
extreme, if a lot is possible, people tend to believe that everything is. It
is important to point out that Merton's explanation could hold even if we
assume a constant distribution of preferences for promotion in the relevant
population. It suffices that more of those who already entertain that pref-
erence will also entertain higher and unrealistic expectations about the

6 Stouffer even tries to make this argument apply to education. By extension of the
previous arguments, one would have thought that the objective sacrifice would have been
greater for educated people, and that, once in the army, they would be able to see less
educated soldiers who had given up less, and people attending college outside the army, and
thus feel more aggrieved. In fact, the more highly educated were more willing to serve in
the army. Instead of a host of simpler explanations (the more highly educated identifying
more with the objectives of the war, and so on), Stouffer produces a somewhat tortuous
argument. The better educated were probably healthier than the less well educated and
therefore would not have such a sense of deprivation when they compared themselves with
them. Furthermore Stouffer denies that the objective sacrifice over being forced to leave
civilian jobs was greater, since the jobs most commonly granted deferment for were skilled
manual jobs and agricultural jobs. Therefore it was the less educated who were most likely
to have grievous sources of comparison of friends in civilian life. His final argument is that
the better educated would also be less objectively deprived because they were less likely to
have parents who were economically dependent upon them.
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possibility of fulfilling their ambition. The difference between a change in
expectations and a change in preferences is conceptually relevant to dis-
tinguish Merton's from the other explanations.

Boudon (1977) provides a different view on how higher opportunities
could produce higher frustration (bottom left cell in the table). As in Mer-
ton's case, the stress is on a change in expectations; unlike Merton's, the
process is held to be rational. Ex ante, subjects would be perfectly rational
to have higher expectations when facing higher objective opportunities.
More of them are therefore justified to invest in trying to obtain promotion,
even if ex post more of them are exposed to frustration and disappoint-
ment. Merton and Boudon provide alternative interpretations of basically
the same mechanism.

The third explanation (bottom right cell in the table) has been suggested
by Elster (1983) as an explicit alternative to those of Merton and Boudon.
He argues that "when promotion becomes sufficiently frequent, and is
decided on sufficiently universalistic criteria, there occurs a release from
adaptive preferences" (p. 124). These preferences would be there already
but kept dormant by subjects through a process of sour grapes in response
to the lack of opportunities. Higher opportunities bring about a process of
disillusionment relative to one's true preferences, and one finally finds the
courage to admit that one actually desires promotion. Irrespective of
hopes, frustration could result from the fact that more people would con-
sciously reach a "new level of wants" about promotion. Thus it is the
silent preferences for promotion to be "excessive," the product of a non-
rational process by which constraints shape subjects' tastes "behind their
backs."

Finally, the fourth explanation (upper right cell in the table) was put
forward by Mark Tyler, a student at Cambridge, England, in the class
where the late Cathie Marsh and I taught about this case back in 1985.
He suggested a mechanism we called the "emulation effect": The larger
the number of people obtaining promotion, the higher the feeling that
achievement is essential. Thus, in the MP where promotion is more rare,
one attaches a special significance to it and does not feel that it is some-
thing everyone must achieve. In the Air Corps, on the contrary, the higher
promotion rate leads to attach a lower significance to being an officer.
But, precisely for that reason, those not promoted suffer more by being
passed over.

This is an interesting elaboration of the relative deprivation hypothesis:
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Frustration does not occur directly through a feeling of injustice but be-
cause if many are promoted, then its lack is more sorely missed. It also
differs from Merton's explanation in that the stress is on the change in
relative desirability rather than on excessive expectations to fulfil one's
desires. There would be more people desiring promotion rather than more
of those already desiring it, expecting to be promoted. As in Elster's ex-
planation, the stress here is on a change of preferences. In Elster's case,
there seems to be a latent autonomous desire brought to the surface, but
in the emulation effect, the desire is socially manipulated. In Elster's case,
subjects wants become more transparent, thanks to the fact that higher
opportunities dissolve the effects of self-deception. By contrast, the em-
ulation effect works behind subjects' backs.

The mechanisms considered so far can make sense of why those who
do not obtain promotion tend to be more frustrated if chances of promotion
are higher. The striking finding of The American Soldier, however, is that
those who do obtain promotion in the Air Corps tend to be more unsatis-
fied with the promotion system than those in the MP, where there were
lower objective possibilities of being promoted. Three of the five mech-
anisms previously described - "excessive hopes," "rational investment,"
and "release from adaptive preferences" - can explain only frustration
among the nonpromoted group. Only "emulation" and "relative depri-
vation' ' can make sense of both sides of the finding and can account for
why the difference in frustration with the promotion system is found
among the promoted groups also. If a lot of people obtain something
desirable, it becomes both more disappointing not to have it and less
valuable once one has it. This double effect can be accounted for by both
hypotheses: A privilege shared with many others can be debased either
because of some relative comparison between one's ability and the ability
of others or because of the snob version of the emulation effect - namely,
"If a lot have it, then I do not want it."

On balance, when considered together, the findings suggest that some-
thing more than a rational mechanism is at work here and that the mech-
anisms which could explain only the views of the nonpromoted, interesting
as they may be in their own right, are not prima facie as parsimonious as
the relative deprivation or emulation mechanisms. Parsimony, however, is
a logical rather than a substantive criterion, and more research is needed
to adjudicate among these hypotheses. There is a rational reason to test
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parsimonious hypotheses first, but there is no reason to expect only one
mechanism to be at work.

So far we have considered only the effect of army section on the level
of frustration with the promotion system. The findings also included two
other effects: Satisfaction with the promotion system was found to be
positively associated with rank (holding army branch and education con-
stant) and negatively associated with education (holding rank and branch
constant).

Officers, by simply having been made such, could feel happier about
the promotion system, given that it acknowledged their personal ability.
Correspondingly, privates feel more cynical about officers and the method
of their appointment, for the simple fact of not being among them, inde-
pendently of the proportion of officers and soldiers. The crucial mechanism
reflects a reduction of cognitive dissonance working in both directions:
"Whatever reward is bestowed on me must be well deserved" and, ob-
versely, ' 'Whatever reward I fail to obtain is the result of an unfair pro-
motion system."

As for the second finding, subjects with lower education could feel less
ambitious and more content, irrespective of their rank. If promoted they
have a reason to be very pleased with the system; if not, they have less
reason to feel deprived. Correspondingly, more educated subjects have
more reason to be dissatisfied when not promoted and, if they are, because
they have to share their privilege with officers of lower education. Here
the governing mechanism is one of adjusting one's expectations to what
is possible given one's point of departure coupled with feelings of relative
deprivation.

In conclusion, even if we do not know for sure which specific concat-
enation of mechanisms is at work here, it is unlikely that one mechanism
could make sense of all the findings and succeed in explaining the sources
of dissatisfaction with the promotion system.

Conclusions

Why should we work out the individual-level mechanisms that account
for social outcomes? Cannot we rest content with establishing correlations
avoiding the cogs and wheels of the causality that brings them about?
Several other essays in this collection make a very strong case for this
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approach, so I shall just mention one reason: Unless we gain some knowl-
edge of mechanisms, we remain at the mercy of social statistics. We can
collect an infinite amount of information and do not know what to do with
it. We know more and understand less. Mechanisms, as many as they may
be, are a minute fraction of all possible social events. Many possible
events can be explained by few mechanisms. As Hernes's witty paper
forcefully shows (Chapter 4 of this volume), the explanation of even the
most ordinary phenomenon is ultimately erected, whether explicitly or
implicitly, on individual mechanisms.

Even if in principle we feel happy about this route, how can we be sure
that mechanisms differ from armchair theorizing? First, I would like to
say a word in favor of the latter. Theoretical imagination may be cheap.
Stinchcombe notes that "a student who has difficulty thinking of at least
three sensible explanations for any correlation that he is really interested
in should choose another profession" (quoted by Hedstrom and Swedberg
in Chapter 1 of this volume). Still, were it really so cheap, why is it that
so many sociologists are busy doing social statistics and feeble at the
former task? Why, in other words, did they not choose another profession?
Introspective imagination and analytical energy are not enough to discrim-
inate scientifically among competing mechanisms but are crucial for the
supply of candidates. Give me a good speculative mechanism any day
rather than a batch of useless survey data.

In doing sociological analysis, we hypothesize the existence of mech-
anisms, but we cannot observe them directly. Unlike what happened for
genes and atoms, which were first hypothesized and much later actually
observed, we are unlikely ever to be in that position. This in itself should
not rule out testing as much as it does not rule it out for gravity, which
we also cannot observe. Testing via the predicted effects is as good as
you can get in many sciences, not just the social sciences. Thus if our
empirical research were led by mechanism-based reasoning, we would,
rather more quickly than we now expect perhaps, be collectively able to
focus on those mechanisms that have the wider and more resilient ex-
planatory power. The only way forward we have is to apply our socio-
logical mechanism kit to more social puzzles, large and small alike,
searching for evidence that can tell us how far the mechanisms we pos-
tulate can travel. Is it the case, for instance, that with age people become
simultaneously more fearful of losses and less prudent when there is little
to lose? Does relative deprivation affect agents by modifying their pref-
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erences or their expectations? How do rational choice and type selection
interact in different institutions?

By venturing out of the relatively safe shores of rational-choice analysis,
we may end up in a dead-end alley, speculating about mechanisms that
verge on "ad-hockery." Our models may grow heavier. On the other
hand, it is a risk worth taking. Rational-choice analysis, powerful as it is,
often ends up modeling obvious aspects of phenomena or enslaving the
choice of the phenomena to be explained to the limits of the theory. Its
neatness comes at the cost of being of less interest to humans other than
rational-choice theorists. A small family of mechanisms has strong qual-
ifications already to engage our attention closely as much as rational-
choice analysis has done over the past 20 years. Cognitive dissonance
reduction in its several variants, type selection, and belief traps, all are
mechanisms that seem to travel well beyond our armchairs. They are worth
exploring further, possibly in conjunction with one another. The examples
in this chapter show that social puzzles of interest have the annoying
tendency of presenting themselves in complicated forms, many times re-
moved from the ideal conditions of a controlled experiment. By isolating
the concatenations of mechanisms that govern them, we may much im-
prove our explanatory and predictive apparatus to tackle other social puz-
zles, even if social "laws" remain out of our reach.

Appendix

The findings of The American Soldier7

In Volume I, in the section on social mobility within the army, Stouffer
et al. (1965) present a table comparing two different branches of the army
at two extremes of the proportion of officers in that branch: the Military
Police, which had very few officers, and the Air Corps, which had very
many. There are three independent variables - rank, education, and section
- all having an effect on a dependent variable - perceived fairness of the
promotion system in the army. The three independent variables are them-
selves interrelated: There are very different proportions in different ranks
and different educational groups in the different sections, for example (see

7 The data analysis presented here was carried out in collaboration with the late Cathie
Marsh.
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Table 5.2. Questionnaire: Do you think a soldier with ability has a
good chance for promotion in the army? Percentage saying "A very
good chance"

Non-coms

Privates and PFCs

Military

Not high
school grad.

58
(N =
33
(N =

= 165)

= 707)

Police

High
school grad

27
(AT =241)
21
(N = 470)

Air Corps

Not high
school grad

30
(N =
20
(N =

-70)

= 79)

High
school grad.

19
(N = 152)
7

(N = 123)

Source: MP data from special survey of a representative cross section of MPs, S-107, March
1944. (Base: White men enlisted in the army 1-2 years, continental United States.) Air
Corps data are a segment from a representative cross section of all white enlisted men in
the United States, S-95, January 1944. (Reported in Stouffer 1965, Vol. 1: 252.)

Table 5.2). To examine the relationships, we must look at percentage
differences in the various directions. Consider first the effects of rank. In
each case, the officers view the system as fairer than do the privates,
yielding the following differences:

Military police: less educated 25
Military police: more educated 6
Air corps: less educated 10
Air corps: more educated 12

In other words, in the Air Corps, the differences between officers and men
are the same regardless of whether they are educated or not, but among
the MP, the differences between officers and men are much more pro-
nounced among the less educated.

Now turn to the effects of education. Unlike the previous example, here
the more educated are more critical of the army, viewing the system of
promotion as less fair. But, once again, there are important interactions:

Military police: non-coms 31
Military police: privates 12
Air corps: non-coms 11
Air corps: privates 13
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Table 5.3. Percentage of officers in different categories

Not high
school grad

High
school grad Total

Military Police

Air Corps

19
(N = 872)
47
(N = 149)

34
(N=7ll)
55
(N = 275)

26
(N = 1583)
52
(N = 424)

The effect of education is similar throughout except among the MP non-
coms, where education has a dramatic effect; the non-coms who are not
high-school graduates are very much more supportive of the system of
promotion.

Finally, consider the effect of section. Here comes the famous finding:
In all groups, those in the Air Corps are more critical of the promotion
opportunities than comparable groups in the Military Police, despite the
fact that the proportion of officers is much greater in the Air Corps:

Less educated non-coms 28
Less educated privates 13
More educated non-coms 8
More educated privates 14

The effects are more or less of the same amount except for the less edu-
cated non-coms, where the effect is huge.

We can summarize the whole table parsimoniously by saying that being
an officer, being less educated and being in the Military Police all increase
perceptions of fairness in the promotion system. It is important now to be
aware of the structure of these two different sections of the U.S. army
with respect to the three independent variables (Table 5.3).

There are many fewer officers in the Military Police, but the effect of
being a high-school graduate is quite marked: There are approaching dou-
ble the number of officers among those who have graduated from high
school. There are many more officers in the Air Corps; there are even
more officers without high school in the Air Corps than there are with
high school in the MP. But the difference in proportions between those
with high-school education and those without is not so marked. Finally,
we should note that the educational composition of the two different sec-
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tions is very different: two-thirds of the Air Corps are high-school grad-

uates, whereas only 45% of the MP are.
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6. Do economists use social mechanisms
to explain?

TYLER COWEN

Introduction

In interpreting the question "Do economists use social mechanisms to
explain?" I focus on the phrase "social mechanisms" rather than on the
word "explain." I take the explanatory status of economic science as
given and ask whether that enterprise uses social mechanisms. I interpret
social mechanisms (defined in greater detail later) as rational-choice ac-
counts of how a specified combination of preferences and constraints can
give rise to more complex social outcomes. As we shall see, social mech-
anisms cover a broader class of cases than do invisible hand mechanisms,
a more familiar concept to many economists.1

The concept of social mechanism holds importance for both rational-
choice sociologists and economists. In sociology the study of social mech-
anisms serves as a methodological competitor to both more atheoretical
approaches and to grand theory building. Analyzing social mechanisms
puts sociology firmly in the rational-choice camp and brings it closer to
economics and public choice approaches to political science. In econom-
ics, a strongly unified discipline in methodological terms, explanation in
terms of mechanisms is more widely accepted than in sociology. None-
theless studying the method of social mechanisms has broader implications
for how we think about markets, the epistemological status of economic
science, comparing mathematical and nonmathematical approaches to eco-

The author wishes to thank Peter Hedstrom, Gorge Hwang, Daniel Klein, Timur Kuran,
Thomas Schelling, Daniel Sutter, Richard Swedberg, and Alex Tabarrok for useful discus-
sions and comments.

1 On whether economics is an explanatory science, see, for instance, Hausman (1984),
Nelson (1986a, 1986b), and Gibbard and Varian (1978). Green and Shapiro (1994) offer a
skeptical view, at least as applied to public-choice theory. On the complementarity of eco-
nomic and sociological approaches, see Coleman (1994) and Swedberg (1994).
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nomics, the link between economics and rational-choice sociology, and
some concrete problems in game theory. In this chapter, I hope to draw
out some of these broader implications, although I do not seek to present
definitive answers.

My treatment sets aside the intentions of the individuals who produce
economic theorizing. When we ask economists what they do, we receive
many conflicting answers, only some of which cite the concept of mech-
anism. Economics serves multiple ends, consists of numerous subfields,
and invokes a wide variety of methodological devices. I will nonetheless
interpret neoclassical microeconomic theory as using and creating social
mechanisms, regardless of the intentions of its practitioners. The genera-
tion of mechanisms through economic science is a result of human action,
even though it is not always the product of direct human design.

The second section of this chapter outlines the concept of social mech-
anism as used by rational-choice theorists. The third section examines how
economics can be interpreted as a science of social mechanisms, presents
some examples of economic mechanisms, and distinguishes several kinds
of economic mechanisms. I present a unified treatment of formal and non-
formal treatments of mechanisms, which I see as essentially similar. I also
discuss the difference between mechanisms and invisible-hand mecha-
nisms and consider to what degree mechanisms rely upon the concept of
agent intention. The fourth section considers one of the most difficult
issues with economic mechanisms, the existence of multiple equilibria,
and asks whether economics can escape the problem of complete indeter-
minacy. The final section offers some concluding remarks about the status
of an economic science based on mechanisms.

What is a mechanism?

Citing examples of social mechanisms is easier than producing a rigorous
definition that commands unanimous acceptance. Thomas Schelling's
(1978) "chessboard" account of segregation provides a classic account of
a social mechanism. Each individual wishes to live among a slight ma-
jority of his or her race, but the induced reshufflings of residencies may
produce complete segregation. Schelling suggests that we play a "segre-
gation game" by rearranging pieces on a chessboard, moving any white
or black piece that is surrounded by a strong majority of pieces of the
other color. When the reshufflings have been completed, all of the white
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pieces may end up on one side of the board, and all of the black pieces
on the other side. Each individual plans where he or she will live, but no
individual plans the extreme degree of segregation that results.

The bulk of Schelling's Micromotives and Macrobehavior focuses on
social mechanisms. Schelling presents a wide variety of ingenious ac-
counts of how social order is established through the interaction of pref-
erences and constraints. His now-classic analyses explain how and why
crowds tend to gather in back rows of large auditoriums, the rationale for
daylight savings time, and why hockey players, in their desire to appear
macho, engage in the collectively self-defeating act of taking off their
helmets.2

Robert Nozick, in his Anarchy, State, and Utopia, discusses ' 'invisible-
hand explanations," a concept close to social mechanisms. Nozick's list
(1974, pp. 20-1) includes Darwin's theory of natural selection, Schelling's
theory of residential segregation, Jane Jacobs's (1961) account of how
commerce makes city streets safe, theories of how economic calculation
is accomplished in markets, and the Peter principle, which states that in-
dividuals rise in an organization to their level of incompetence.3

Social mechanisms outline processes through which initial conditions
operate through human behavior to produce a final result. The link be-
tween initial conditions and results should be somehow insightful or sur-
prising, at least prior to theorizing. An explanation of the following sort
does not qualify as a mechanism, or only qualifies in a trivial sense: "John
wanted to eat cake. John therefore picked up the piece of cake and ate
it." A social mechanism, as I use the term, requires intermediate analytical
connections between the final social result and individuals' behavior or
intentions.4

2 Especially see Schelling's (1978) Chapter three. Two recent books, rife with social
mechanisms, are Richard Posner's Sex and Reason (1992) and Aging and Old Age (1995).
For an older work that relies heavily on social mechanisms, see de Tocqueville's Democracy
in America. In my manuscript Enterprise and the Arts, I attempt to outline how mechanisms
have worked to influence the creation of artistic products. For a general guide to the use of
mechanisms in social science, see Elster (1989). Outside of the social sciences, narrowly
construed, I recommend the works of Stephen Jay Gould, a biologist, and Bill James, a
sports analyst, for their analyses of mechanisms.

3 See also the list given in Boudon (1986, pp. 57-8).
4 Economists use the word "mechanism" in a variety of contexts. General equilibrium

theorists refer to Adam Smith's "invisible-hand mechanism," and subfields of social-choice
theory and principal-agent theory refer to "incentive mechanisms" (typically a kind of
contract, either for voting or for performance). These references do qualify as social mech-
anisms under my treatment, but they do not define the term.
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Just as social mechanisms should involve more than the direct fulfill-
ment of intention, they also should avoid a reliance on sheer accident. If
a launched satellite falls from the sky, survives its descent through the
earth's atmosphere, and destroys a city block, the event is a "result of
human action but not of human design," as stipulated by Hume and
Hayek. Explaining the destruction of the buildings in terms of the satel-
lite's fall, however, hardly qualifies as an invisible-hand explanation. The
interaction between preferences and constraints plays no role in the ac-
count. Social mechanisms might explain why the satellite had construction
defects in the first place, but the fall of the satellite itself is an accident.
Similarly, freaky, miraculous, or extraordinary causal chains do not qualify
as nontrivial social mechanisms. Social mechanisms involve general
chains of causation that may recur in a class of roughly similar circum-
stances (Ullmann-Margalit 1978, p. 271).

In sociology Robert Merton promoted the identification of social mech-
anisms. He defined social mechanisms as "social processes having des-
ignated consequences for designated parts of the social structure'' (Merton
1968, pp. 43-4). Merton's analysis of self-fulfilling prophecies in scientific
research and scientific reputation remain some of the most insightful treat-
ments of social mechanism. Hedstrom and Swedberg (1995, abstract) refer
to mechanisms as "an intermediary level of analysis in-between pure de-
scription and story-telling, on the one hand, and universal social laws, on
the other."5 Social mechanisms are distinct from laws, as emphasized by
Elster (1989, 1996) and Stinchcombe (1993, p. 31). Social laws suggest
that conditions A and B always lead to result C, whereas social mecha-
nisms need not make such a strong claim. Conditions A and B need only
lead to result C some of the time. Social mechanisms do not necessarily
specify all of the initial conditions in formal detail.

Social mechanisms may be used to explain either the emergence of a
phenomenon or its survival over time (Ullmann-Margalit 1978). Schel-

5 Stinchcombe (1993) defines a mechanism as "(1) a piece of scientific reasoning which
is independently verifiable and independently gives rise to theoretical reasoning, which (2)
gives knowledge about a component process (generally one with units of analysis at a "lower
level") of another theory (ordinarily a theory with units at a different "higher" level),
thereby (3) increasing the suppleness, precision, complexity, elegance, or believability of the
higher-level theory with excessive "multiplication of entities" in it, (4) without doing too
much violence . . . to what we know as the main facts at the lower level." See also Ullmann-
Margalit (1978, pp. 267-8) and Elster (1989, Ch. 1). Elster (1996, p. 1) defines a mechanism
as "frequently occurring and easily recognizable causal patterns that are triggered under
generally unknown conditions. They allow us to explain but not to predict."
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ling's chessboard example, for instance, can explain how an originally
integrated neighborhood might become segregated, once mobility in-
creases. Alternatively, the chessboard example can explain why segregated
neighborhoods, with their origins in historical accident, remain segregated,
even when residents would prefer some degree of integration.

Economic equilibrium as implicit mechanism

I take rational-choice equilibrium to be the organizing concept of eco-
nomic theory. "Rational choice" refers to models based on the interaction
of preferences and constraints. "Equilibrium" refers to a state of affairs
following from given initial conditions. As I use the term, "equilibrium"
does not require particular assumptions about perfect information or about
how well markets work. Any situation can be defined in terms of an
equilibrium, if we specify the constraints properly. An equilibrium is a
theoretical construct that represents an explanatory link between initial
conditions and final results.6 Models of economic equilibrium can be re-
described in terms of social mechanisms. Consider the claim that binding
price ceilings will create shortages and reductions in the quality of goods
offered for sale. The model of this proposition describes a formal equilib-
rium, and the supply functions contain an implicit account of the relevant
mechanism. Once the price is capped, sellers will produce fewer units of
output for the market, and they will supply only lower-quality units, in an
effort to restore a higher net price.

This account, although it relates a relatively simple economic proposi-
tion, describes a social mechanism. The model outlines a process through
which initial conditions give rise to a final result - a shortage of the
commodity in question. The link between initial conditions and results is
general and theoretical rather than the result of direct intention or sheer
accident. Nor does the economic model constitute a general social law.

6 My treatment of equilibrium follows the older Chicago School tradition (e.g., Coase,
Stigler, Friedman) by describing all states of affairs, whether in models or in the real world,
as equilibria; Reder (1982) surveys this tradition. My views on social mechanisms do not
require adherence to the Chicago approach, although I find it a useful medium of presen-
tation. Other traditions in economics talk of equilibrium as a state of affairs that is either
achieved or not achieved, depending on how well markets work (Fisher 1983). The Austrian,
post-Keynesian, and institutionalist schools visualize equilibrium as a concept completely
removed from the real world. In their view, equilibrium is never achieved. On the role of
equilibrium and other economic constructs in rational-choice sociology, see Coleman (1994).
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Price ceilings usually cause shortages, but they do not always cause short-
ages. If the price ceiling is set sufficiently high above the market clearing
price, for instance, it will not bind, and no shortage will result.

All equilibrium models can be redescribed as mechanisms in this
fashion. Equilibrium models outline a specific set of initial conditions
and show how those conditions create general forces giving rise to a fi-
nal outcome. When economists define an equilibrium, they are produc-
ing an existence theorem outlining the possible effects of those forces in
the real world. An economic equilibrium defines a causal sequence link-
ing a particular series of initial conditions to a particular series of final
results.

Economic models of equilibrium rely on filters, local adjustments, and
aggregation effects. Mechanisms based on filters imply that some under-
lying structures or institutions sort events into discrete categories. Ac-
cording to Richard Posner, elderly people tend to have lower discount
rates than the young, tend to take better care of their health, and tend to
eschew reckless risks. One explanation for these stylized facts relies on a
selection effect. Individuals who have high discount rates, take excessive
risks, and do not care for their health are less likely to survive to old age
(Posner 1995, p. 71).7

Mechanisms based on local adjustment specify marginal or incremental
changes in behavior rather than sorting. Well-informed voters may in-
crease rather than decrease the incidence of shirking and self-seeking be-
havior by political candidates. Poorly informed voters may hold a single
instance of political transgression very strongly against a candidate, given
the overall paucity of their information. Well-informed voters may be
more forgiving; even when they hear a piece of negative news about a
candidate, the informed voters still know the candidate is relatively close
to (or far from) their views. The candidate can get away with more shirk-
ing than when voters are poorly informed and attach great weight to any
single piece of information. For example, a political candidate must take
greater care to speak well when he is around strangers than when he is
around close friends (Cowen and Glazer 1996).

7 Darwin's theory of natural selection offers a well-known filter-based mechanism from
outside of economics. The rigors of existence sort animals into two categories: those that
successfully reproduce, and those that do not. Over time, creatures that have the qualities
favoring reproduction will flourish and replace the creatures that do not have those qualities.
Dennett (1995) suggests that all mechanisms are ultimately reducible to "Darwin's Dan-
gerous Idea." On different types of mechanisms, see Nozick (1974, p. 21).
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Professors sometimes use analogous reasoning in drawing up exams. A
professor might induce superior effort by sampling small amounts of in-
formation rather than large amounts - that is, by giving an exam with
only a single question or a small number of questions. The students, know-
ing that a bad performance on a single question will be held against them
strongly, will cover all bases in their studying. Conversely, if the exam
covered all the material of the course, students could achieve an A by
studying only 91 percent of the material. For this reason, students who
shirk typically prefer comprehensive exams to exams with a very small
number of questions.

Mechanisms based on aggregation effects postulate nonlinear conse-
quences for a given act. Automobile mechanics sometimes try to cheat
their customers by claiming that a car needs repairs even when it does
not. (Typically mechanics are better informed than customers.) When me-
chanics adopt this strategy collectively, however, it proves self-defeating.
Customers are wary of dishonest mechanics and will engage in
countertactics. Customers will wait until their car is relatively run down
before bringing it to a mechanic. If mechanics will claim that something
is wrong with the car in any case, customers will wait until something
actually is wrong. Overall mechanics end up with less scope to cheat
customers, even though each mechanic tries to cheat customers. Although
mechanics do not necessarily gain, customers do lose. Customers will care
less for their autos than would otherwise be economically optimal, and
we will observe "too many" automobile breakdowns on the street (Taylor
1995).8

Does the degree of determinacy matter?

Most economic models tend to be formal, whereas most accounts of social
mechanisms (in the narrower or more traditional sense) tend to be looser,
based on verbal analysis, or more impressionistic. Sociologists, even of
the rational-choice variety, offer a less formal treatment of rationality than
do most economists. Even within economics, we find both verbal treat-
ments of mechanisms (e.g., Schelling, Olson, and Hirschman) and math-
ematical treatments. Unlike mathematical economics, verbal accounts of

8 By assumption we cannot contract with our mechanic to tell us the truth. The mechanic
will promise to tell the truth, pocket the payment, and in any case claim that repairs are
needed.
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mechanisms typically present a result without specifying a fully determi-
nate model.

The formalism of a model or the degree of specificity of the assumptions
are not essential features for defining a social mechanism. Any verbal
account of a mechanism involves an implicit model or set of assumptions,
just as a mathematical model does. The verbal result holds only because
of background assumptions that external forces do not interfere with the
postulated outcome. In this sense, verbal economics or verbal rational-
choice analysis does not avoid the well-known problems with mathemat-
ical analysis. The results of verbal analysis are no less contingent upon a
wide variety of "unrealistic" assumptions. Similarly, any formal treatment
of a mechanism can be translated into a verbal account. We need only
leave away some information, keep some assumptions unspecified, and
translate the mathematics into verbal analysis.

I downplay the significance of the degree of determinacy in an eco-
nomic model for three reasons. First, I interpret economic theory as a
language that can be translated into other languages in a number of dif-
ferent ways (Quine 1960). Of primary importance is the number and kind
of translations available rather than the language we use. Social mecha-
nisms belong to the range of possible translations out of the more narrow
economic language of formal model building.

Any claim involving a model of greater determinacy can be translated
into a claim of lesser determinacy. To return, for instance, to the distinc-
tion between mechanisms and laws, any claim to have discovered a law -
"If A, then # ." - also implies discovery of a mechanism - "If A, then
(at least) sometimes # ." The more ambitious concept of a law subsumes
the weaker concept of a mechanism. Similarly, a more determinate model,
or a model based on a narrower idea of rationality, also subsumes models
of lesser determinacy.9 Second, equilibrium models provide determinate
results only within the context of a given model. Once we translate an
equilibrium model to a real-world context, we accept a greater degree of
indeterminacy. Equilibrium theory tells us only which mechanisms might
operate in the world. In reality, we do not know whether dishonest auto-

9 I am not suggesting that the choice of mathematical or verbal method should be a
matter of indifference. Rather, I am claiming that both mathematical and verbal accounts
are equally social mechanisms. (In my opinion, the relevant difference between mathematical
and nonmathematical methods is which is a better tool for discovering new ideas at least
cost. Once the idea is there, the method of expression is less important.)



USE OF SOCIAL MECHANISMS BY ECONOMISTS 133

mobile mechanics always induce too many automobile breakdowns or
whether some other factor (e.g., dealer warranties) intervenes to produce
a different result. When we translate the language of the model into the
language of the real world, we can say only that the initial conditions of
the model create some force operating in favor of the model's final result.
Equilibrium models outline possible social mechanisms in bare-bones
form and do not eliminate the indeterminacy of real-world explanations.10

Third, many economic models contain multiple equilibria. Multiple
equilibria reflect the indeterminate nature of mechanisms even within the
context of the model (much less when we apply the model to the world).
The presence of multiple equilibria shows that A need not always give
rise to B, even under a specified set of initial conditions. Multiple equi-
libria show that formal models of economic equilibrium do not offer de-
grees of determinism that differ in kind from the degrees of determinism
offered by less formal accounts of social mechanisms.

Contracts and intended versus unintended consequences

The concept of transaction costs, as explicated by Coase (1960), allows
us to classify economic events into two categories: outcomes generated
by encompassing contracts and externalities not covered by contract. In
the latter case, either no contract is present at all or the relevant contract
is incomplete and does not remedy the externality.

In some accounts, contracted-for outcomes are called "intended" or
"planned," and the outcomes that agents do not contract for, or exter-
nalities, are called "unintended." The distinction based on contracts, how-
ever, supersedes this earlier dichotomy between intended and unintended
consequences, found most prominently in Merton (1936) and Hayek
(1973-9) but dating back to Smith, Ferguson, and the Scottish Enlight-
enment. Social mechanisms do not require that we penetrate and classify
the potentially ambiguous dimension of agent intention.

Richard Vernon (1979), in his insightful polemic against the concept of
unintended consequences, questions the ability of the social theorist to
classify mechanisms on the basis of agents' intentions. Need the agent
intend the act only, or must the agent have intended the entire series of

10 On this interpretation of equilibrium theory, see the works of Alan Nelson, such as
Nelson (1986a, 1986b). For a commentary on Nelson, see Rosenberg (1986). Gibbard and
Varian (1978) is also relevant.
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consequences associated with the act? Vernon gives the example of an
insane surgeon who does not intend to kill a patient but only intends to
remove the man's heart. Is the death of the patient an intended or an
unintended consequence? Any treatment of this issue will require resolu-
tion of the difficulties involved with the sense-reference distinction, as
discussed in analytical philosophy (see Levy 1985). Similarly, every action
has extensive unintended consequences at a fine enough level of descrip-
tion. If I drive a nail into a piece of wood, for instance, I do not intend
the exact resulting pattern of splintering (Vernon 1979, p. 67).

Consider the Schelling segregation mechanism in this context. Is the
resulting segregation an intended or unintended consequence? Does the
answer depend upon whether some agents actively desire to create full
segregation, whether agents know that their collective actions will lead to
segregation, or whether agents are entirely unaware of the mechanism?
How fine a description of the final outcome must agents intend, in order
to support a classification of the mechanism as an intended or unintended
consequence? Focusing on contracts rather than on intentions eliminates
the need to provide definitive answers to these questions.

Taking sufficient care with language and classification might, in prin-
ciple, dissolve the conundrums surrounding intention. Nonetheless, eco-
nomic mechanisms do not require that we resolve difficult issues in the
philosophy of language, and they do not require an airtight distinction
between intended and unintended consequences. The Schelling mechanism
rests upon the interdependencies of residency decisions across individuals
- an unambiguous positive fact - regardless of how we answer the ques-
tions about intention posed previously.

Some economists, especially of the positivist Chicago variety, have
found the concept of intention to be an embarrassment for economics.
Armen Alchian (1950) argues that the hypotheses of profit and utility
maximization can be derived through an evolutionary mechanism, without
reference to the intentions of agents. Gary Becker (1962) argues that bud-
get constraints will enforce downward-sloping demand curves in the ag-
gregate, even when individual agents are irrational or behave randomly. I
read these authors as wishing to abolish the idea of intended consequences
altogether and to base all economic propositions on unintended conse-
quences and mechanisms. Even if these arguments succeed, however, I
find the Coasian approach superior. The concepts of contracts and trans-
action costs render nugatory the distinction between intended and unin-
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tended consequences, without recourse to complex evolutionary arguments
or without invoking extreme versions of positivism.11

Are mechanisms invisible-hand mechanisms?

I propose limiting the concept of the invisible hand to market failures, and
classifying market successes as instances of the visible hand, or perhaps
more appropriately, visible hands. In the Schelling explanation of neigh-
borhood segregation, whites end up on one side of the town, and blacks
end up on the other side. Although no individual lives anywhere but the
place of his or her choosing, the overall pattern of segregation is unin-
tended and contrary to individual preferences. Undesired segregation
comes about because we cannot arrange the appropriate compensating
transfers to prevent clustering behavior. The "invisible hand" arises
through the effect of one residence decision upon the marginal returns to
other residency decisions. Individuals are led, as if by an invisible hand,
to create a segregated pattern of residence. We can properly speak of
Schelling's account not only as a mechanism but also as an invisible-hand
mechanism.

The invisible-hand feature of an explanation or mechanism, such as
Schelling's, relies upon market imperfections. When markets are perfect,
the so-called invisible hand is not invisible at all; all relevant welfare
consequences are the subject of deliberate contract. Consider the Arrow-
Hahn-Debreu general equilibrium model, where transactions costs are zero
and all mutually beneficial exchanges are consummated. The Coase the-
orem holds and all relevant externalities are internalized through contract.
Any problem that affects welfare, from the availability of fresh bread to
neighborhood integration, can be solved by market exchange. The Schel-
ling mechanism cannot arise, as individuals favoring integration would
compensate some group members to preserve racial balance and live in
neighborhoods in which they are a minority.

To the extent that markets are perfect, all social mechanisms can be
reduced to versions of the following claim: "John and Mary wanted X
and 7, and therefore contracted to bring X and Y about." We might claim
that the overall pattern of welfare maximization is unintended, but all

11 For one criticism of Alchian's evolutionary arguments that profit-maximizers will sur-
vive and dominate, see Schaffer (1989).
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economic events have been determined by contract, either implicitly or
explicitly. An invisible hand has operated only in the trivial sense. Con-
sidering larger numbers of people does not change the nature of the mech-
anism, given that even large numbers can interact and transact costlessly,
by assumption. Market outcomes, insofar as markets are perfect, aggregate
many visible hands through the contracting process but do not involve an
invisible hand. All of the aggregate effects are controlled and intended,
and only the abstract pattern can be treated as unintended. The Schelling
segregation example, with imperfect markets, differs. The mechanism
specifies a real influence on behavior - the interdependence of residence
decisions - that is not controlled by contract or a visible hand.

For these reasons, Adam Smith's famous invisible-hand metaphor is
inappropriate for the operation of a successful market economy. Insofar
as markets are complete, the hand is visible and operates through contract.
Insofar as markets are imperfect, the hand is invisible but does not produce
desired outcomes. Forces such as the Schelling segregation mechanism
will operate. Market failures, and not the market successes, provide the
clearest illustrations of an invisible hand.12

The position defended here comes close to some views expounded by
libertarian rationalist Murray Rothbard, although I reject Rothbard's con-
clusions about the universal efficacy of the market. Rothbard identifies the
market with the visible hand and denies the relevance of the distinction
between intended and unintended consequences. Within libertarian circles,
Rothbard is well known for criticizing the Hume-Smith-Hayek account of
"unintended consequences." Whereas Alchian and Becker attempt to dis-
pense with the concept of intention, Rothbard enthrones intention. Roth-
bard sees the order of the market as consciously designed by individuals
rather than as the result of a "spontaneous order," as suggested by Hayek.

Rothbard senses correctly that the invisible-hand concept should be as-

12 To introduce one complication, in some "second-best" instances markets do well
(although they do not achieve a first-best outcome) precisely because markets are imperfect.
It may be for the better, for instance, that consumers cannot bribe a polluting monopolist to
expand output. In these cases, we are explaining some of the benefits of imperfect markets
in terms of an invisible hand. Similarly, the benefits of markets may consist of uninternalized
external benefits, interdependencies, and increasing returns to specialization rather than the
direct operation of contracting and the price system. In those cases, we may again have
recourse to "invisible-hand" explanations of market success. If we read Adam Smith as
presenting this latter account of the virtues of markets, rather than a more neoclassical
approach, the metaphor of the invisible hand still may apply to market activity, albeit in a
different manner than economists usually mean.
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sociated with market failure. His libertarian ideology therefore induces him
to go further and rule out the idea of an invisible hand altogether. Rothbard
(1977) rejects the possibility of market failures arising through negative
externalities or unintended consequences. Given Rothbard's attempt to ex-
plain social reality solely in terms of intention, then unintended conse-
quences, by definition, cannot create decisive problems for the market
order. In contrast with this view, I regard invisible-hand explanations as
perfectly valid, even if I do not associate them with contractual market
exchange.13

Game theory and the vast multiplicity of equilibria

The predominance of imperfect contracting, strategic behavior, and game-
theoretic interdependencies in invisible-hand explanations opens up a can
of worms for the status of mechanism in economics. Recent developments
in game theory have raised the question of whether economic mechanisms
of these kinds involve any determinacy at all.

Models with multiple equilibria have become increasingly common in
economics, especially with the advent of game theory. Game theory has
grown from an exotic topic to a staple mode of reasoning in most eco-
nomic fields. Models with strategic interaction and imperfect contracting
often give rise to more than one equilibrium, or even to an entire contin-
uum of equilibria. If my behavior depends upon what I expect from you,
and your behavior depends upon what you expect from me, multiple so-
lutions usually will obtain. In a wide variety of games, game theorists
have outlined entire arrays of mutually consistent strategies, depending
upon what the players expect from each other (Kreps 1990, Ch. 14).

In macroeconomic models, entrepreneurs may choose high levels of
output if and only if they expect other entrepreneurs to do the same (Mur-
phy, Shleifer, and Vishny 1989). These models have a high-output equi-
librium and a low-output equilibrium. In monetary models, fiat money

13 Rothbard's (1977) theory of "demonstrated preference" implies that we can only
speak meaningfully of preferences that are observable in a marketplace setting. In his view,
economists cannot speak of unfulfilled preferences for a public good in a market setting.
The relevant preference has not been demonstrated. Not only is the entirety of the market
the result of human planning, but all (meaningful) plans end up being translated into results.
Rothbard's views on this issue, of course, represent an extreme minority within the econom-
ics profession. See, however, Cordato (1992) for support. Not surprisingly, Rothbard was
enamored of conspiracy theories in the political realm.
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Table 6.1

Player 2

Player 1
C

NC

5

8

C

, 5

, - 3

NC

- 3 ,

0,

8

0

typically can take on a multitude of real values, again depending upon
what economic agents expect (Kareken and Wallace 1980). In industrial
organization models, the pricing and output decisions of firms will depend
upon the conjectures they hold about each others' behavior, again leading
to multiple equilibria. The economic mechanisms discussed in this chapter,
insofar as they involve strategic behavior, will be characterized by similar
indeterminacies.14 The multiperiod prisoner's-dilemma game provides a
clear illustration of multiple equilibria. Kreps (1990, p. 504) presents the
game specification with an indefinite number of plays, where C and NC
stand for "cooperate" and "not cooperate," respectively (Table 6.1).
Game theorists typically define equilibrium in terms of the Nash concept.
An equilibrium is a Nash equilibrium if each player has no incentive to
deviate, taking the other player's behavior as given. In the one-shot pris-
oner's dilemma, it is well known that we have only one Nash equilibrium,
mutual noncooperation.15

In the multiple-period game, a large number of equilibria may exist.
Viewing the foregoing game, we see that a Tit-for-Tat strategy, if
adopted by both players, comprises another Nash equilibrium. If each
player knows that the other will play Tit-for-Tat, neither player has an

14 On the foundations of multiple equilibria, see Cass and Shell (1983). The concept of
economic "noise," developed by Fischer Black (1986), considers other sources of indeter-
minacy. Black argues that stock prices, exchange rates, and even the price level and money
supply are determined by expectations rather than by traditional economic supply and de-
mand equations. A large continuum of random indeterminacy prevents economics from link-
ing initial conditions to a specified final result. Noiselike theories also can be found in the
"disequilibrium" or "nihilistic" branch of the Austrian school of economics; see Lachmann
(1977) and Shackle (1972).

15 The Nash concept, although widely accepted, does not command unanimous adherence
among game theorists. The alternatives, such as "rationalizable equilibria," are beyond the
scope of this chapter, but they typically do not avoid the issue of multiple equilibria and
often exacerbate the problem.
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incentive to deviate from cooperation, taking the other player's behavior
as given, at least if the discount rate is sufficiently low. Yet the number
of available equilibria is much larger. Suppose that player one an-
nounces that she will alternate between C and NC, but if player two
ever plays NC, player one will play NC forever. This provides another
equilibrium under the Nash concept. Or player two may make the same
threat, with player one held in thrall. The details of these threats and
strategies may be changed (e.g., perhaps player one randomizes her
strategy with differing probabilities of cooperation), potentially giving
rise to an infinite continuum of equilibria.

We cannot generally rule out the equilibrium where everything goes
well. According to the well-known "folk theorem," there always exists
some set of behavioral conjectures sufficient to sustain a cooperative equi-
librium in a noncooperative game, at least provided the discount rate is
low enough. Noncooperators must expect that they will be punished for
their noncooperation, and that nonpunishers will be punished for their
refusal to punish noncooperators, and so on. The cooperative equilibrium
exists in the model, regardless of how implausible the implied chain of
cooperative relations might be (Kreps 1990, Ch. 14).

According to many critics, game theory has moved beyond looking for
mechanisms to a less definite, even nihilistic stance. This criticism, pre-
sented in its most extreme form, claims that virtually any economic out-
come or mechanism can be rationalized in terms of game theory. Given
the initial conditions of the model, almost any result can hold. Game
theory rules out nothing and therefore does not present illuminating ex-
planatory or causal chains, according to these critics. Sam Peltzman
(1991), for instance, writes of game theory as a "City of Theory," un-
related to explaining the real world or to policy issues. Franklin Fisher
(1989, p. 116) writes: "The existence of an embarrassingly large number
of equilibria appears to be a fairly general phenomenon. This is a case in
which theory is poverty-stricken by an embarrassment of riches."16 The
threat to economic mechanisms is real. If a set of initial conditions can
lead to almost any final result, the initial conditions do not seem very
important. The relevant "mechanism" might be little more than the the-
orist's arbitrary choice of which equilibrium to invoke.

16 For some well-reasoned criticisms of the rational-choice approach from outside of
economics, see, for instance, Green and Shapiro (1994).
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Refinements and mechanisms

Economists have attempted to resolve the problems with game theory by
ruling out multiple equilibria or by developing criteria for choosing one
equilibrium over another. Game theorists have developed refinements of the
Nash equilibrium concept, such as "subgame perfection," ''perfect Bayes
equilibrium," "trembling-hand equilibrium," "symmetry," "sequential
equilibrium," "Pareto dominance," "Markov perfect," the "Cho-Kreps
Intuitive Criterion," and the "Universally Divine" criterion.17

Refinements discriminate among equilibria by specifying which beliefs
and expectations agents can reasonably hold in the context of a game. To
return to the multiple-period prisoner's dilemma, consider the strategy
where player one alternates C and NC, and threatens perpetual defection
if player two ever chooses NC. Many refinements rule out this equilibrium
by various means. The notion of "symmetry," for instance, requires iden-
tical players to deploy identical strategies. "Markov perfection" rules out
strategies conditional upon an opponent's move from any previous period
other than the last one. A player can only look at the immediate past in
drawing inferences about what to expect from his opponent. In the multi-
period prisoner's dilemma, Markov perfection eliminates the effectiveness
of complex strategies of retaliation contingent on behavior from the distant
past. The "trembling hand" requires that the benefits of a strategy be
robust to small probabilities that his or her opponent will err or will send
a noisy signal. Trembling-hand refinements tend to rule out strategies
based on conditional perpetual defection. Players who face some chance
of misreading their opponent's signal are unlikely to defect perpetually
after one noncooperative signal. Refinements can rule out many of the
possible equilibria in a game, leaving us with a smaller set of available
solutions or perhaps even a unique solution.

The increasing reliance of economics on refinements of game-theoretic
equilibria suggests one of three conclusions. First, economic theory might
be moving away from an analysis of mechanisms. Refinements do not
refer back to individual maximizing behavior. Rather, the economist pro-
vides some external standard for which expectations or strategies are more
"appropriate" or "reasonable" than others. Refinements provide no ac-

17 For some references and discussions, see Aumann (1985, p. 44), Kreps (1990), and
Fudenberg and Tirole (1991).
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count of a mechanism through which one set of strategies or expectations
will come about, rather than another set.

According to this skeptical view, the theorist's method for solving the
game, rather than the model itself, provides the crucial explanatory power.
Game theory merely classifies all possible mechanisms, without specifying
when a given mechanism is more or less likely. Economics would remain
a science that generated and classified mechanisms, but virtually any result
could be explained in terms of a mechanism. Even when a given refine-
ment provides for a unique equilibrium (not always the case), we still
must choose across the very large number of available refinements. If a
large number of possible equilibria are each associated with various re-
finements, we have not made much progress. The specter of using an
external standard to choose among refinements raises the problem of in-
finite regress.

Second, it may be acceptable for a mechanism to specify arbitrarily a
method of solving the relevant game. To place the matter in perspective,
we do not typically disqualify social mechanisms for taking preferences
and constraints as given. A mechanism is allowed to postulate some initial
situation, without explaining where everything came from. Perhaps the
expectations and strategies embodied in refinements should be regarded in
a similar light, as part of the initial specification of how the real world
behaves.18 Third, we might invoke social mechanisms to solve the prob-
lems of game theory. Multiple equilibria represent the incomplete nature
of a given model rather than an intrinsic indeterminacy in the real world.
Real-world economic outcomes involve no indeterminacy. What happens
must have happened, and nothing else could have happened, given the
initial conditions. A finding of multiple equilibria shows only that a given
model does not represent enough relevant causal features to pin down a
unique outcome. If we apply the model to the real world, unmodeled
factors must be driving whichever outcome results. Considering further
mechanisms might transform these unmodeled factors into modeled factors
that can be explained.19

18 I am not convinced by this defense, however. Any model must assume initial condi-
tions, but the purpose of a model is to show a link between the initial conditions and a final
result. If the link or process is merely assumed, the model adds little to our understanding.

19 Alternatively, multiple equilibria might be describing an intrinsic indeterminacy in real-
world economic activity, perhaps due to human free will. (Unless economic phenomena are
influenced by subatomic indeterminacy at the quantum level, it is difficult to find any alter-
native interpretation of intrinsic economic indeterminacy.) In this case, the existence of
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According to Ken Binmore, we should not solve games by invoking
arbitrary specifications of the reasonableness of beliefs and expectations.
Rather, we should develop an explicit model of how agents with bounded
rationality make decisions, and we should use that model to derive unique
strategy choices for each agent. Binmore believes that many of the equi-
libria in mathematical games require unreasonable degrees of computa-
tional ability on the part of agents. Once computational tractability is
introduced, the number of equilibria may fall away, perhaps returning us
to a manageable number of equilibria, or perhaps even a unique equilib-
rium.20

Evolutionary game theory takes a related approach. Evolutionary mod-
els embody agents with different strategies and examine which strategies
will persist and flourish over time (Maynard Smith 1982 and Axelrod 1984
made some of the first efforts in this direction). The surviving strategies
then provide the appropriate solution concepts and refinements for the
analysis of other games.21 These research programs, if successful, would
strengthen the status of mechanism as an explanatory device in economics.
As seen earlier, game theory weakens the status of mechanism as an ex-
planatory device. Multiple equilibria were the fundamental problem behind
this dilution of explanatory power. If we could specify a mechanism that
leads individuals to one equilibrium rather than the others, we would solve
two problems at once. The embarrassing multiplicity of equilibria would
disappear, and the resulting equilibrium would be determined by a process
explicable in terms of mechanism.

Rational-choice sociologists probably are most sympathetic to this third
attempt to save game theory from indeterminacies. Yet we should not
underestimate the problems involved. First, the tournaments and super-
games used to determine the relative merits of solution concepts are un-
likely to yield determinate answers. The winning solution concepts will
be highly sensitive to how the tournament is constructed (Hirshleifer and

multiple equilibria in economic models would simply reflect the limits of any kind of knowl-
edge and should not be considered a problem to be solved.

20 See Binmore (1990). Consider, for instance, the "folk theorem" discussed earlier. In
many contexts, the folk theorem requires that individuals can identify noncooperators, can
identify those who do not punish noncooperators, and can calculate the necessary punish-
ments to dissuade those who do not punish noncooperators. Cooperation of this kind pre-
sumably would not satisfy Binmore's requirement of calculational tractability.

21 For surveys of evolutionary approaches to game theory, see Binmore (1992, Ch. 9)
and Weibull (1995).
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Martinez Coll 1988). Second, even if one solution concept wins most
tournaments, we cannot conclude that individuals use that solution concept
in real-world decision making. Most likely, our real-world strategies are
context-dependent. We cooperate altruistically in some instances but act
with a more narrow selfishness in others. No single solution concept comes
close to describing the panoply of human strategic behavior. As economic
theorists, we cannot replicate the appropriate game-theoretic context with-
out reproducing the specific game in question, which brings us back to a
large multiplicity of possible equilibria. The failure of some solution con-
cepts to survive in larger games or tournaments does not imply they are
never used.

Concluding remarks

Economic science uses and discovers social mechanisms, albeit in a com-
plex fashion. As we have already seen, economic mechanisms involve
different processes (e.g., filters, adjustments, and aggregation effects), ex-
plain different aspects of social outcomes (i.e., patterns, real outcomes, or
both), rely on the concept of intention to varying degrees, and vary in
their universality and their degree of explanatory and predictive power.

Despite the prominence of mechanisms in economics, the status of
mechanism in economics is inherently fragile, probably due to the limi-
tations of rational-choice theory itself. Neither pure theory nor empirical
work has produced determinate guidelines for translating theoretical con-
structs into explanations of the real world. One prominent problem is the
multiplicity of equilibria in formal game theory, which implies that almost
any conceivable economic result can be explained in terms of a mecha-
nism. I do not see any resolution of this methodological difficulty on the
horizon.

Rather than rejecting the relevance of economics or the relevance of
social mechanisms, I suggest that we reconsider how we evaluate econom-
ics. We cannot expect any single social science to provide definitive an-
swers on its own. Rather, our ' 'final theory" of the world is a composite
of a variety of methods and disciplines, including economics, sociology,
political science, philosophy, cognitive science, psychology, and other
fields of research. These approaches often are conflicting or incommen-
surable. Our ''final theory" of social reality therefore resists easy articu-
lation, partly because its component parts are so diverse, and partly
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because modern social science is so young. Nonetheless we can judge
economics, and other social sciences, in terms of their ability to contribute
to our final understanding of the world. Using this standard, I would assign
high marks to both economics and rational-choice sociology for their suc-
cess in uncovering and analyzing social mechanisms.
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7. Social mechanisms of dissonance
reduction

TIMUR KURAN

Dissonance and its antidotes

Within segments of the social sciences that are concerned with model
building, the individual is commonly portrayed as a pleasure machine
incapable of experiencing anguish, regret, guilt, or shame. Exploiting his
opportunities to the fullest, this imagined individual suffers no discomfort
over unavailable options or bygone choices. The construct has its uses, of
course. Ordinarily, we experience no inner turmoil when choosing among
restaurants, vacation spots, or investment strategies. Yet to experience anx-
iety over some of our choices is an essential element of what it is to be
human. Many of the participants in the 1978 demonstrations that turned
Iran into an economically contracting theocracy continue to question their
fateful judgments and actions. Working parents endure persistent anxiety
over allocating time between their children and their jobs. Members of
ethnic, linguistic, religious, and cultural minorities routinely feel torn be-
tween cravings to assimilate and those to retain a distinct collective iden-
tity. For yet another example, employees commonly feel frustrated at
having to turn a blind eye to the dishonest or unfair actions of their su-
periors.

What unites these substantively diverse examples is that they harbor
choices capable of producing both prospective and retrospective discom-
fort; initially made with difficulty, the choices are then revisited and cri-
tiqued. Individually and collectively, such choices create a demand for
discomfort prevention and alleviation. The purpose of this chapter is to

A draft of this paper was presented at the Conference on Social Mechanisms, held on June
6-7, 1996 at the Royal Academy of Sciences in Stockholm. I benefited from the comments
of various conference participants, especially those of Andrew Abbott, Thomas Schelling,
and Richard Swedberg.
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examine some of the major social mechanisms that help meet this demand,
with special attention to their interactions.

I use the term dissonance, shorthand for "decisional dissonance," to
refer generically to the tensions that individuals experience because of
their choices. As the foregoing examples indicate, the source of dissonance
can vary. I distinguish, in particular, between expressive dissonance, which
accompanies preference falsification, and moral dissonance, which stems
from impractical or infeasible values. An example of expressive disso-
nance is the frustration a college administrator silently incurs over her
politically expedient endorsement of an academically questionable curric-
ulum change. And one of moral dissonance is the inner tensions that com-
peting duties instill in a working parent. By no means are the two forms
of dissonance mutually exclusive. Immigrants trying to assimilate without
losing their ancestral identity can experience expressive dissonance for
yielding to conformist pressures, and also moral dissonance for failing to
do their share to uphold their cultural heritage.

I argue later that both types of dissonance are inevitable consequences
of our social interactions. In living together, producing jointly and con-
suming collectively, we steadily generate new sources of dissonance and,
hence, new demands for dissonance reduction. The demand is met partly
as a by-product of efforts to accomplish other ends. Often, however, po-
litical, social, and moral entrepreneurs contribute to the process through
efforts to make people comfortable with their past and future choices. Such
efforts are not, of course, always successful. Depending on factors know-
able only imperfectly, they may galvanize events that, while alleviating
one form of dissonance, aggravate another. The emergence, operation, and
effects of these interrelated mechanisms do not lend themselves to easy
prediction. Partly because they involve intrapersonal processes, their dy-
namics and outcomes are harder to predict than to explain retrospectively.
I begin by developing the meaning of expressive dissonance.

Expressive dissonance

In interacting with one another, people routinely encounter situations that
place their private preferences in conflict. They respond by trying to re-
shape each other's private preferences, as when a person seeks to convince
his neighbor that she would benefit from a tax hike to finance recreation
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programs for seniors. He cannot be certain of success, so he will try, in
addition, to control his neighbor's relevant public preferences. By pro-
posing that "only the selfish stand in the way of programs for seniors"
and hinting that "selfish people get frowned at," he can make her believe
that by publicizing her reservations she would tarnish her social standing.
In the interest of avoiding negative reactions, the neighbor may choose,
therefore, to engage in preference falsification. She can do so by endorsing
the planned intergenerational transfers and concealing her misgivings.

In Private Truths, Public Lies (1995), I examined, among certain other
consequences of preference falsification, the resulting social inefficiencies.
A byproduct of hiding one's qualms about a policy is to intensify the
social pressures that weigh on others choosing what preferences to com-
municate. And the induced incentives may produce an equilibrium
whereby most people publicly support a policy that few favor privately;
they may result, in other words, in a public opinion sharply at odds with
private opinion. My interest here is not in the dynamics of this ineffi-
ciency-fostering process; it lies in the social mechanisms that lighten the
resulting psychological tensions.

As individuals, we derive satisfaction from being our own persons, from
pursuing our own goals rather than those of others, from expressing our
wishes truthfully. In earlier works, I have referred to such satisfaction as
expressive utility. If x represents a person's private preference among a
set of options and y his public preference, his expressive utility is maxi-
mized when y = x, in which case he incurs no expressive dissonance. If
he picks y to be anything other than x, he fails to maximize his expressive
utility, thus experiencing dissonance. For any chosen public preference,
then, his expressive dissonance is the absolute value of DE = E (x, y) -
E (x, x), where E(-) is a function declining in the distance between its two
arguments.

A person bent on maximizing expressive utility would avoid preference
falsification and experience no expressive dissonance. As a practical mat-
ter, however, expressive utility forms but a component of the total utility
stemming from the choice of a public preference. The chooser will derive
reputational utility from the reactions of others, and intrinsic utility from
any substantive effects of the choice itself. In maximizing the sum of these
forms of utility, the individual may well make a selection that generates
expressive dissonance. To revisit an earlier example, if the neighbor being
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pressured to endorse a tax hike opts to protect her reputation, she will
maintain good social relations but only at the expense of expressive util-
ity.1

In every society, the extent and distribution of expressive dissonance
varies from issue to issue. At one extreme are issues that produce prac-
tically no expressive dissonance. An example is the matter of whether
highways should be paved: Genuine agreement being nearly universal,
people do not feel pressured to conform to a public opinion at odds with
their private preferences. Another example is whether the referees of
football (soccer) games should return to wearing exclusively black uni-
forms; sentiments differ, but few of those who care about the matter feel
compelled to conceal their preferences. At the opposite extreme are issues
that exhibit widespread preference falsification. When a political position
gets associated with national honor or survival, there are usually many
who mute their contrary views for fear of being considered unpatriotic.

The dissipation of expressive dissonance
through internalization

The very social mechanism that produces persistent expressive dissonance
on a wide scale generates feedback effects tending to dampen the discom-
fort. These effects hinge on the important role that public discourse plays
in shaping our private understandings and preferences. The distortion of
public discourse through preference falsification may lighten expressive
resentments by reducing, if not eliminating, people's exposure to facts and
arguments in conflict with their private preferences. The corrections would
not occur overnight, of course. A person who chooses to hide her reser-
vations about an instituted intergenerational transfer program will not lose
her qualms automatically. Especially if the media continue to pay attention
to the case against transfers, her private opposition might persist indefi-
nitely. However, the intensity of her ill feelings may well diminish as a
result of her greater exposure to arguments favoring the transfers. Al-

1 Whether her intrinsic utility gets affected will depend on the role that her own public
preference plays in shaping the forms and magnitudes of intergenerational transfers. Because
huge numbers of voters, bureaucrats, media workers, and politicians participate in the rele-
vant policy decisions, her personal influence on the substantive outcome is likely to be
negligible. Her intrinsic utility may thus be considered essentially fixed.
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though these arguments are unlikely to make her forget the counterargu-
ments, they will at least weaken her preexisting beliefs.

Every society's composition changes over time through births, deaths,
and migration. Sooner or later, the individuals inclined to dislike the in-
stituted transfers will be replaced, therefore, by newcomers who were not
present at the time of the program's adoption. Insofar as public discourse
shapes their private knowledge and preferences - other factors will also
play a role - the paucity of arguments against the established program
will condition them to accept it unthinkingly. Some of them may not even
realize that there is an issue worthy of reflection and debate: They may
consider it natural for working generations to subsidize the retired and
equally natural for the poverty rate to be higher for children than for
seniors. The relative merits of the alternative social arrangements need not
concern us here. The relevant point is the existence of a social mechanism
tending to make preference falsification self-correcting. At least over the
long run, expressive dissonance need not be permanent.

The outlined self-correction mechanism, which is developed in Pri-
vate Truths, Public Lies, does not occur through planning. Although
people with insight into the workings of social systems may grasp the
long-term effects of preference falsification, the mechanism operates
through the decisions that individuals make merely for their own short-
term advantages. Ordinarily, it will operate alongside countermechan-
isms. Higher taxes on workers may reduce their incentives to work and
their readiness to bear children; the consequent shrinkage of the tax base
may then foster budget deficits, accentuating the competition for govern-
ment-controlled resources and focusing attention on the proper limits of
forced redistribution. Lulled into contentment by years of insincere pub-
lic discourse, people may one day find themselves awakened, therefore,
by its substantive costs. The attention-enhancing effects of this counter-
mechanism may eventually overtake the attention-suppressing effects
that operate through public discourse. Accordingly, aggregate expressive
dissonance may follow a U-shaped trajectory - falling for some time,
then rising.

My illustration should not be taken to mean that the byproducts of
preference falsification are necessarily harmful. A common theme in the
literature on the Islamic world's economic evolution is that, even as Eu-
ropean attitudes toward commerce, profit making, and competition under-
went the fundamental changes that culminated in the Industrial Revolution,
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Muslim traders tended to remain wedded to the Medieval economic atti-
tudes epitomized by the fraternal, anticompetitive rules of the guilds. The
shock waves of Europe's economic transformation eventually made am-
bitious Muslim traders switch to new ways of doing business. There were
initially loud objections to such traders, but as they gained market share
from guildsmen, the latter started muting their public complaints. In par-
ticular, they began treating as virtues acts that they actually continued to
consider vices.2 The resulting expressive dissonance promoted the Muslim
world's economic modernization. Insofar as its effects are measured by
economic growth, it produced, then, a major social benefit. In any case,
with individuals coming to see aggressive profit seeking as normal, it has
self-dissipated.

Reduction in expressive dissonance through revolt

The key point thus far is that the expressive dissonance generated by
preference falsification can disappear through the internalization of un-
derstandings and sentiments once only feigned. There is another social
mechanism capable of overcoming such dissonance: social revolt that ex-
poses knowledge and feelings that had tended to be concealed.

Let us reconsider a self-sustaining distribution of public preferences that
rests substantially on preference falsification - a public opinion that differs
dramatically from the underlying private opinion. The very existence of
individuals privately unhappy with what they profess to want implies the
equilibrium's vulnerability to shifts in reputational incentives. Indeed,
given the pervasiveness of expressive dissonance, there will be people
waiting for the right conditions to make their misgivings public. If such
people somehow detect a sufficient decline in the punishments imposed
on those making their dislikes public, they will switch sides. In so doing,
they will dampen the incentives against displaying public opposition: With
the number of vocal opponents growing, members of the public opposition
will feel less isolated and possibly less threatened. This change in repu-
tational incentives may encourage others to join the public opposition,
whose switches may then galvanize further switches. What I have de-
scribed is a revolutionary bandwagon process through which public opin-

2 The best source on the Muslim world's preindustrial economic norms is Ulgener (1981);
Lewis (1993, Chs. 16 and 27) describes the transformation. See my 1997 piece for additional
references and a broader interpretation.
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ion shifts dramatically following an intrinsically minor perturbation to
reputational incentives.

To the extent that public opinion gets transformed through personal
decisions to be truthful, aggregate expressive dissonance will fall. With
people who had been pretending to favor the status quo ante now openly
supporting change, their expressive dissonance will diminish, thus low-
ering aggregate expressive dissonance. Sudden overturns in public opinion
often generate widespread joy and relief. For example, when a privately
hated but long publicly supported government suddenly gets overthrown
through a groundswell of public opposition, there is a period of euphoria
characterized by vociferous denunciations of the fallen government and
exalted forecasts of better days ahead. The same pattern is observed within
organizations whose leaders, long quietly resented for their corruption,
suddenly resign in disgrace because, say, the authorities overseeing their
actions found the moment politically ripe for a crackdown.

In outlining the bandwagon process that propels a major shift in public
opinion, I left unexplained the change in reputational incentives that
pushes it into motion. A revolutionary bandwagon might get activated by
a natural disaster, like a flood that breeds ill will against leaders suspected
of negligence. It can also be activated by a coincidence of social events,
such as a series of economic decisions that unintentionally produce a re-
cession. But shifts in public opinion can also be driven, at least partly, by
the planned actions of astute political activists. Just as an engineer who
notices the softness of the soil beneath a house will know that even a
moderate earthquake would topple it, so a talented political player might
sense the fragility of an apparent near-consensus. Linking up with the
declared supporters of change, he may set up a revolutionary organization
that seeks both to educate and to lessen the incentives against vocalizing
opposition to the status quo. Although no one can know exactly what it
would take to activate the revolution, the organization can take steps to
increase the status quo's fragility. If its plans bear fruit, the revolution that
reduces the expressive dissonance of many individuals will have occurred
through a mechanism that was at least partially constructed.

In reducing some people's expressive dissonance, a revolutionary shift
in public opinion may well heighten the dissonance of others. In fact, it
may well raise aggregate expressive dissonance. This is because the very
mechanism that lowers the reputational incentives to support the status
quo ante heightens those to oppose it. Accordingly, in the course of a
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revolution, people genuinely happy with the established arrangements will
feel increasingly pressured to feign approval of the ongoing transforma-
tion. Their expressive dissonance may increase, therefore, just as that of
the sincere supporters of change is decreasing. The net change in aggregate
expressive dissonance will depend, then, on the balance of the two effects.
But the essential point is that conditions exist under which a revolutionary
bandwagon will lower aggregate dissonance.

The two social mechanisms that I have identified as vehicles for damp-
ening expressive dissonance work at cross-purposes. Where internalization
involves adjustments that generally reinforce the preestablished equilib-
rium,3 revolt entails adjustments that destroy it. The two mechanisms differ
also in regard to the variables that they burden with adjustment. Internal-
ization works on private preferences, revolt, primarily on public prefer-
ences. The mechanisms differ, finally, in regard to time span. Where
internalization often takes generations to run its course, a revolution might
occur very quickly and at any time after an equilibrium's establishment.

Insofar as the passage of time fosters internalization, the likelihood of
revolution diminishes. This is because a lessening of expressive disso-
nance lowers the hidden demand for change. The observation raises the
question of whether the effects of these mechanisms are predictable and
fully explicable. I will offer an answer in the essay's final section, but
only after exploring the sources and alleviation of moral dissonance.

Moral dissonance

In addition to the strains that accompany preference falsification, people
experience stresses rooted in moral conflicts. The latter form of psycho-
logical discomfort, moral dissonance, may occur even in the absence of
any expressive constraints.

Moral dissonance arises when one's values are impractical or infeasible.
One feels obligated to achieve a goal, satisfy a limit, or abide by a stan-
dard; yet one's preferences steer one away from these objectives. Alter-
natively, the objectives prove unattainable, because one's resources are
limited. The values that form a person's moral system or morality rank
his preferences, and they judge the actions that his preferences induce. By

3 Under certain conditions, which I have specified elsewhere, the equilibrium will become
more extreme.
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this account, values are both metapreferences - preferences over prefer-
ences - and judges of behavior. They need not be realistic. A devoted
mother may feel guilty over the little time she spends away from her
children; and she may blame herself for her children's failures. The source
of her moral dissonance is that her expectations of herself are too stringent
relative to human capabilities. Such moral overload can also be generated
by values that are incompatible. Consider a shopkeeper who feels obli-
gated, on the one hand, to be strictly honest in his dealings with customers
and, on the other, to provide his children certain comforts and privileges.
Given his talents and market opportunities, he is able to meet his self-
defined parental duty only by overbilling his customers. Were he to keep
his business totally honest, his income would fall short of what he requires
to give his children the lifestyle he considers essential.

Moral overload is a sufficient but not a necessary condition for moral
dissonance. It may be that the shopkeeper is capable of meeting both his
values, yet his preferences are such that he overbills his customers anyway.
Where expressive dissonance results from failure to express oneself truth-
fully, moral dissonance thus stems from failure to abide by one's personal
morality. The former measures unachieved expressive utility, the latter
unachieved moral utility. Let xf", the individual's moral base, represent
the action or set of actions that would just satisfy each of the values that
form his morality. And let xc be the choice or set of choices that he reaches
by maximizing his intrinsic utility function subject to his resource con-
straints. In the illustration involving a tradeoff between honesty and stan-
dard of living, each of these variables has two dimensions: r = [JC"*1, xm2]
and xf = [if1, x*2]. In terms of this notation, his moral dissonance is DM

= M (JC"\ xf), where M (•) is a function that is increasing in the distances
between x*1 and x"1', for each dimension i for which the moral base is
unsatisfied. DM would be nil for someone whose choice xc met all his
relevant values. It would be positive if, say, x°2 fell short of x™2.

In the classical model of decision making, the individual maximizes a
unitary utility function subject to a resource constraint. He has no values
to satisfy, no inner goals that he must achieve to feel at peace with himself.
Accordingly, he does not experience anguish or guilt over his actions. If
his resources are very tight, he consumes little and perhaps dreams of
having more, but he does not feel that he has failed morally; having tried
to derive maximum utility from his resources, he does not feel that he
should have done better. The framework proposed here superimposes on
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the classical framework a personal morality - a set of internal standards
that the individual must meet to retain a good conscience. Facing a tradeoff
between professional honesty and his children's well-being, he need not,
having made a choice, feel satisfied that he simply did his best. If his
resources are sufficiently limited, he will inevitably feel guilty for behav-
ing dishonestly, failing to meet his parental obligations, or both.4

I am thus proposing that the individual has not one but two rankings.
Neither ranking has anything to do with how an outside observer might
judge them. A father may feel morally obligated to give his daughter a
lucrative education, just as he may feel a moral duty to keep her at home
as a means of shielding her from what he considers adverse cultural in-
fluences; in either case, his feeling constitutes a value that he must meet
to keep his conscience clear. Likewise, he may or may not enjoy educating
his daughter; whatever we ourselves think of him, his satisfaction, or its
absence, points to a preference ordering. The example shows that the dis-
tinction between values and preferences has nothing to do with their per-
ceived social advantages. Whatever our own criteria, both preferences and
values can be socially beneficial, and both can be socially harmful.

The distinction between the two constructs is not trivial: Although val-
ues are never binding, the moral dissonance that they generate can have
socially significant repercussions. A morally dissonant person is someone
who feels unsettled and, hence, in need of assistance. As the next section
will show, this need constitutes a force for social, cultural, and even civ-
ilizational change. Moral dissonance is not, of course, the only source of
discomfort that we strive to alleviate. We try also to relax our resource
constraints, as when a worker, finding her income insufficient to purchase
a car, works overtime to raise her income. In contrast to this example,
lessening moral dissonance is not a task that ordinarily one achieves uni-
laterally. We shall see that some major mechanisms for reducing moral
dissonance are essentially social rather than personal.

Insofar as we have values that judge our preferences and achievements,
they raise the question of why. The most basic probable reason, developed
by Robert Frank (1988), lies in human evolution. In the conditions under

4 The notion that human values create inner strains is in itself not new. It was encap-
sulated by the ancient idea of a Pantheon - a temple housing many gods competing with
one another for influence. Over the past century, numerous sociologists have written on what
I am calling "moral dissonance," though under different characterizations. For instance,
Merton (1968, pp. 348-9) uses the term "ambivalence" to describe the concept. For these
observations, I am grateful to Richard Swedberg.
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which most of our ancestors lived, personal survival was contingent upon
successful cooperation with others, whether in hunting, predation, or de-
fense. Hence, individuals were steadily on the lookout for signs of trust-
worthiness. A person who appeared guilty upon failing to help a distressed
tribe member would, all else being equal, seem a less risky partner than
one who gave no indication of having a moral sense. Values involving
honesty, sympathy, fairness, and self-control, along with the outer signs
of moral dissonance, may thus have become hardwired into the human
species because they advanced genetic fitness. Certain specific values, like
those associated with parenting, might have gotten disseminated through
a similar, yet distinct, genetic mechanism: higher survival rates for the
offspring of caring parents relative to those of uncaring parents. This ev-
olutionary mechanism need not, however, have wiped out all values that
we would characterize as selfish or antisocial. Because the outward signs
of inner turmoil are imperfect, selfish values could have survived, although
they would have become less common than altruistic ones.

Ethnographers have documented how the exact content of our values
varies across time, across space, and across individuals. Some, like Robert
Edgerton (1992), have shown that the dominant values of a society can
become dysfunctional, endangering its very existence. But the essential
point is that we have a moral sense. The meaning of good parenting may
vary enormously, as may interpretations of commercial honesty, fairness
among friends, and proper self-control. Yet, as James Q. Wilson (1993)
observes, the existence of a moral sense is universal. A contemporary
mother might regret placing her children in day care; her great grandmother
might have felt guilty instead for failing to feed her children adequately.
Although the perceived failings are different, they both stem from a deep-
seated sense of parental duty.

Taking as given the existence of moral dissonance, the next section will
turn to the social mechanisms that lessen it. Note that moral and expressive
dissonance are not mutually exclusive. They will be present simultane-
ously if social pressures make it imprudent to vocalize one's values hon-
estly. Consider a person whose chosen action, xc, leaves x™ unmet, thus
generating moral dissonance. He happens to find it prudent, because of
social pressures, to pretend that he aspires to no more than x°. With his
public moral base, ym, set at xc, he will experience both moral and ex-
pressive dissonance. It is possible, too, for all three variables to differ. A
member of an organization might consider it too risky to express disgust
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at the corruption of her superiors, pretending that her own standards of
honesty are somewhat lower than they actually are. Her own behavior
may fall short, however, even of the looser standards that she chooses to
articulate; wanting to support her family, she might take bribes in a
broader array of cases than even her expressed standards would justify.

Moral dissonance reduction through rationalization
and redemption

Moral dissonance results, we have seen, from a combination of biological
factors and social forces. We all have an innate capacity to carry values,
and some of our specific values are inborn. But social forces influence,
and in some contexts determine, how values are interpreted. Behind the
social forces lie pressure groups that consider moral education a cheap
instrument for achieving their own objectives. Such pressure groups do
not coordinate their educational activities; costs of communication and
negotiation preclude a comprehensive coordination even in autocracies,
and in democracies coordination is not even attempted. Lack of coordi-
nation is a leading contributor to moral dissonance.5 If one pressure group
is concerned with parenting, another with professional honesty, and still
others with fairness, the social safety net, and professional standards, there
will be members of society whose circumstances keep them from satis-
fying all of the diverse values that they have internalized.

A complementary problem stems from resource inequalities. Although
efforts are made to tailor values to individual circumstances, as when a
religion teaches that the rich have disproportionate obligations toward dis-
aster victims, the tailoring can never be sufficiently fine to prevent moral
dissonance. Inevitably, there will be individuals who develop values that
they cannot satisfy fully. Yet another problem is that people's opportu-
nities keep changing even after their values have taken shape. Consider a
small-town trader who has adopted standards of fairness and honesty that
he can easily satisfy. With changing economic conditions, he moves to a
metropolis, where he finds that for economic survival he must conceal the
defects of his merchandise and charge what the market will bear - behav-
iors that he had learned to consider dishonest. The compromises make him
experience moral dissonance.

5 This point is developed in my forthcoming paper.
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The most obvious way to alleviate this dissonance would be for the
former trader's infeasible value to adapt to his new opportunities. Relevant
here is a large literature on the personal efforts people undertake to cope
with their internal inconsistencies. Leon Festinger's classic, A Theory of
Cognitive Dissonance (1957), presented evidence that when people hold
inconsistent cognitions, the resulting dissonance makes them try to elim-
inate the inconsistency. One possible remedy is selective exposure to in-
formation. Within the context of moral dissonance, our focus here, it
would take the form of avoiding information likely to provide reminders
of one's moral failures and seeking information about one's successes.
Subsequent research, reviewed by John Cotton (1985), has emphasized
that, while selective exposure is hardly a spurious phenomenon, its ef-
fectiveness is plainly limited. To this day, Cotton adds, we have learned
little about why people differ in their abilities to benefit from selective
exposure.

In any case, from the fact that moral dissonance can be a widespread
problem whose eventual alleviation often comes through social means, one
can infer that selective exposure is not always effective. One can also infer
that discarding dissonance-generating values is not a simple task. In the
spirit of La Fontaine's fox who called the grapes he could not reach sour,
the peasant settling in a city might want to dismiss his now-infeasible
values as old-fashioned. But he may not be able to do so: Migrants com-
monly experience problems of adjustment, including the feeling that their
new conditions make it impossible to live morally. As a practical matter,
the ability to change one's own values intentionally is limited. For reasons
that Jon Elster (1983) identifies in relation to preferences and beliefs in
general, values often change either through social means or as by-products
of actions that individuals take for other purposes.

A commonly used personal coping mechanism involves rationalization:
Remaining committed to upholding one's values, one redefines what the
task requires. The small-town trader who moves to the city will not just
abandon his commitment to being fair; rather, he will redefine the concept
of fair commercial behavior in a way to make the value easier to fulfill.
In his initial location, he considered it unfair, say, to raise his prices in
response to a shortage; the practice was easy to follow, for it offered him
reciprocal benefits in the form of pricing restraint on the part of his own
suppliers. With such reciprocal benefits now essentially gone because of
the complexity and relative anonymity of metropolitan economic relations,
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the opportunity cost of restraint becomes too high. So he redefines short-
age-induced price increases as compensation for the costs of inventory
replacement. Insofar as the rationalization works, his moral dissonance
falls.

Our trader's efforts to redefine fairness are more likely to succeed if
most other traders respond similarly to their own moral dissonance than
if the preponderance continues exercising restraint. Aggressive pricing on
the part of others will make it easier for him to justify his own price
adjustments as a business necessity.6 Reasoning that so many people could
not all be immoral, he can feel more confident that urban commodity
shortages differ qualitatively from rural ones. If it appears, however, that
most traders are showing restraint, he will have reason to doubt his judg-
ment. By the logic that his fellow traders would not pass up opportunities
for windfall profits unless such gains were immoral, he will endure guilt.

Campaigns to alleviate the moral dissonance experienced by one social
group need not be limited to that particular group. Religious, moral, and
legal experts may provide new rationalizations or bolster existing ones. In
times and places where interest was commonly considered sinful, moral
entrepreneurs have devised ruses to enable people to give and take interest
in roundabout ways. One such ruse, fashionable in the Medieval Muslim
world, allowed a person to lend at interest by buying from the borrower
an object for a certain sum and immediately returning it for a larger sum,
payable at some future date. The ongoing revival of the Islamic ban of
interest has generated a fresh supply of ruses aimed at helping the pious
cope with the difficulties of abiding by the prohibition. In the Islamic
Republic of Iran, for example, prominent clerics have decreed that when
a financial transaction between two government agencies occurs at a fixed
rate of return, no interest is involved. The proposed logic is that all gov-
ernment agencies represent the same entity - the people - and an entity
cannot lend to itself. The purpose of the rationalization has been to reduce
the moral dissonance experienced by devout government employees.7

There exist additional mechanisms for lessening moral dissonance
through collectively supplied means. One can provide guilt-ridden indi-
viduals opportunities to redeem themselves through donations, community

6 This is an application of the heuristic of social proof, discussed in Kuran (1995, Ch.
10).

7 On this ruse and others, see my 1993 article, pp. 308-17. The article examines also the
initial rationale for the prohibition of interest.
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service, penance, confession, political activism, and voting, among other
possibilities. Redemption mechanisms require its designers to convince the
potential beneficiaries of their viability, of course. Specifically, the bene-
ficiaries must believe that failure to satisfy a particular value can legiti-
mately be compensated through the designated means. Accordingly, the
developers of guilt-alleviation mechanisms are generally among the im-
portant contributors to moral discourse. As Jean Delumeau ([1983] 1990),
Robert Ekelund, Robert Hebert, and Robert Tollison (1992), and others,
have documented, the Medieval Church promoted the idea that one could
make up for sins through generosity and the purchase of indulgences. In
the same vein, modern politicians strive to give moral significance to votes
cast for them. By presenting issues like racial equality, abortion, and the
environment as matters of right and wrong - clashing values as opposed
to clashing preferences - political candidates enable morally distressed
voters to gain comfort through the act of voting.

The gist of this section is that widespread moral dissonance generates
socially provided, supported, and legitimated vehicles for helping individ-
uals achieve inner peace. The prevalence of such mechanisms hardly im-
plies, of course, that societies are able to rid themselves of psychological
tension. Just as the tendency for markets to clear does not mean that they
always do, so the existence of mechanisms for rationalization and re-
demption allow the indefinite persistence of moral overload. In any case,
there is never a shortage of groups trying to promote new values that
conflict with old values or with the prevailing preference orderings. More-
over, changing conditions are always producing new issues that generate
clashes among previously compartmentalized values. As a case in point,
the ongoing environmental movement is making people feel guilty for
activities they once considered perfectly ethical. And it is making people
relate their consumption and production choices to the planet's survival;
not long ago, nature was considered too vast and too powerful to be vul-
nerable to human excesses.

Moral reconstruction

Rationalization and redemption make it cheaper to satisfy a fixed set of
values. An alternative remedy for widespread dissonance is reconstruction
of the moralities that people harbor. Ordinarily, individuals cannot accom-
plish this task by themselves, for they cannot control public discourse. In
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practice, the task requires collective action. And, as such, it is vulnerable
to free riding: Because its benefits would accrue mostly to others, indi-
viduals may find the relevant personal efforts too costly in relation to their
own expected benefits. Often, however, there is a mitigating factor stem-
ming from the multiplicity of potential solutions. If there is more than one
way to restructure a society's moral system, many of its individual mem-
bers will have a stake in the particulars of reform.8 One is likely to ob-
serve, therefore, the emergence of multiple pressure groups competing
over the content of the moral reconstruction. At odds over the meaning
of right and wrong, the groups will endeavor to eliminate values that
others are trying to preserve, agreeing only that society is in moral crisis.

Europe's moral transformation that culminated in the Protestant Ref-
ormation offers an example of a moral crisis solved through intense po-
litical struggles over the definition of good and evil. As Nathan Rosenberg
and L. E. Birdzell (1986, Ch. 4), Albert Hirschman (1977), and others
have discussed, the expansion of European trade in the late Medieval era
made it increasingly difficult for traders to live by the economic morality
of the Church. They were forming attachments to economic enterprises
based less and less on small-group solidarity and increasingly on individ-
ual profit; yet the Church continued to define economic virtue in terms of
the pursuit of group benefits and to treat economic success as a reflection
of character defects. The consequent moral dissonance fueled the political
contest that spawned the Reformation. Although certain Reformation lead-
ers fought to strengthen Church dogma on economic matters, it ended up
legitimizing the rapidly spreading economic practices, enabling producers
and traders to carry on their activities without developing guilt.

European struggles over defining economic virtue did not end, of
course, with the Reformation. Even today, all branches of Christianity
harbor strains hostile to economic individualism. And pressure groups
formed primarily for economic reasons, like socialist parties of the indus-
trial era, have pursued anti-individualist moral agendas as part of their
political strategies.9 With their educational campaigns influencing both
economic values and economic preferences, the result has been the aggra-
vation of moral dissonance related to economic behavior - the opposite

8 This mitigating factor exists in other contexts, too. For a general analysis, see Hardin
(1982, Ch. 5).

9 Anti-individualism has taken two forms: communalism and collectivism. Oakeshott
([1958] 1993) contrasts them with individualism.
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of what the Reformation achieved. The depiction of capitalists as ' 'blood-
suckers" serves to preserve the questionable moral status of individual
profit seeking, much like the 16th-century north European proverb that
treated usurers, millers, bankers, and tax farmers as "the four evangelists
of Lucifer."10

For another example of a moral crisis that has occasioned attempts and
counterattempts at moral reconstruction, let us move to the Islamic world.
Ever since it became clear that the West had overtaken Islamic civilization
militarily and economically, efforts to emulate the West's economic pro-
ductivity have kept Muslims in touch with Western values, including in-
dividualism. Given Islam's communalist tendencies, a lasting consequence
has been widespread moral dissonance, as in Europe in earlier times. In-
deed, for over a century, diverse writers have characterized Islamic civi-
lization as suffering from a moral crisis rooted in incongruities between,
on the one hand, certain traditional values associated with Islam and, on
the other, some of the new values derived from contacts with the West.11

The crisis has generated competing attempts to discard one set of values
as a means of strengthening the status of the other. Atatiirk in Turkey, the
Pahlavis in Iran, and Bourgiba in Tunisia sought to lessen inner conflicts
through Westernization. By contrast, Iran's Khomeini endeavored to draw
Muslims away from the West; when he quipped that "the Iranian revo-
lution was not made to make watermelons more plentiful," he meant that,
as far as he was concerned, the revolution's primary mission was moral
and cultural rather than economic and political.12 The struggle between
the two camps, Westernizers and Islamists, continues to be fought through-
out the Islamic world. The Westernizers accuse the Islamists of suffering
from "Orientatis" - the disease of Eastern traditionalism. For their part,
the Islamists portray the Westernizers as victims of "Occidentosis" - the
malady of blind Westernism.13

My final example of moral reconstruction has accompanied the massive
rise in the share of women in the paid workforce. This social transfor-
mation has unfolded over the past half-century against a background of

10 I owe the last example to John Montias.
11 For a statement by a prominent Islamist, see Maududi ([1940] 1985). Shayegan ([1989]

1992) offers similar observations from a Westernizer's perspective. See Ayubi (1991, Chs.
2-3) for a comparative analysis.

12 This was not an isolated remark. See my 1993 paper, pp. 303-8.
13 For a spirited polemic against Occidentosis, see Al-Ahmad ([1964] 1982). Published

in Iran, this book was banned by the Shah's regime, which correctly saw itself under attack.
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values that evolved in times when women tended to stay at home and
carried primary responsibility for raising children. Working women have
found it difficult to continue satisfying those values along with the new
ones that they have acquired as professionals. In particular, they have
found it emotionally draining, if not practically impossible, to reconcile
the responsibilities of parenthood with those of pursuing a steady and
serious career. Feminism has been one response to this moral crisis. Var-
ious strands of feminism have promoted moral reconstruction in seeking
to legitimize childcare outside the home, calling for husbands to assume
greater household duties, trying to make the professions gender-neutral,
and seeking to eradicate moral obstacles to abortion. As in previous ex-
amples, there have been countercampaigns. Certain conservative religions
have tried to reinvigorate traditional values and delegitimize the new
ones.14 Intellectuals who recognize the genetic foundations of human val-
ues are cautioning that psychological differences between the sexes, in-
cluding differences in aggression and cognitive skills, make the feminist
agenda infeasible.15 And within feminism itself, a submovement is pro-
moting the view that women deserve professional advancement not be-
cause their abilities are identical to those of men but because they are not.

If several values are jointly causing moral overload, the problem can
be lightened by eliminating one or more elements of the system. This
form of reconstruction constitutes uniform simplification. A less extreme
form of reconstruction, variable simplification, involves limiting the situ-
ations to which each value applies. An extreme form of variable simpli-
fication is moral compartmentalization, which relegates the incompatible
values to separate spheres of activity. Moral compartmentalization can be
contextual, as when a person feels bound by one set of values at work
and another at home. It can be temporal, as when one feels obligated to
abide by religious precepts on certain days, feeling free to ignore them on
others. It can also be locational, as when one considers it acceptable to
litter the sidewalk when walking in a rundown neighborhood but not when
walking in a posh part of town.

For moral compartmentalization to work, a person must be able to par-

14 Focusing on the United States, Hunter (1991, especially Ch. 7) offers many insights
into the struggle over gender roles. He makes a convincing case that this struggle has con-
tributed to a major realignment in American politics. See also Haeri (1992) and Hardacre
(1992) for complementary observations.

15 Popenoe (1995) argues that in weakening the father's duty to provide for his family
feminism has strained the institution of marriage and harmed children.
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tition his choices into mutually exclusive domains that invoke different
values or sets of values. The task might be impossible if others are be-
having in ways that do not respect one's chosen compartments. If Muslim
Cairenes tend to interrupt their work for afternoon prayers, the individual
Muslim employee will find it harder to consider his worship obligations
met by attending mosque services just once a week on Friday. Encoun-
tering daily evidence of his religious lapses, he will experience moral
dissonance. By contrast, if his fellow employees are all avoiding public
religious displays, he will find it relatively easy to treat his work as free
of religious significance. This observation is supported by Daniel Kah-
neman and Amos Tversky's (1984) finding that the "framing" of choices
has consequences. Just as an individual's willingness to pay for a therapy
depends on whether its outcome is described in terms of mortality or
survival, his perceived religious obligations during work hours will reflect
the apparent values of his officemates.

Uniform and variable moral simplifications sometimes serve as com-
plementary, rather than rival, forms of moral reconstruction. One can dis-
card some of the values within a burdensome moral system, relegating the
rest to compartmentalized domains. As a case in point, Atatiirk's secular-
ization campaign used a combination of repression and education to re-
structure Turkish Islam. For example, it employed state-approved sermons
and manuals to promote an interpretation of Islam compatible with ex-
panding women's rights. At the same time, it treated religion as irrelevant
beyond the personal sphere; the workplace, for instance, was to be free of
religious displays. Islamists have been disputing both the revisionist in-
terpretation of Islam and the restrictions on its domain of authority.

Implications for social forecasting and explanation

I have not provided a comprehensive account of the mechanisms that
alleviate moral dissonance. A morally troubled society could also respond
by splitting into several societies with separate moral systems, thus allow-
ing its members to lighten their moral loads in diverse ways. This re-
sponse, social segmentation, might unfold when multiple moral reforms
are being advanced and individuals differ in their predispositions toward
the form of resolution. For it to succeed, contacts across the new, smaller
societies must be minimal; otherwise, individual exposure to dissonance-
increasing values would remain substantial. Where subsocieties with dif-
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ferent moral systems are already in existence, the segmentation can also
be accomplished through individual escape. Morally overburdened people,
hoping to simplify their personal moral systems, might move to a subso-
ciety whose dominant values appear more manageable than their own.16

A fuller analysis of moral dissonance reduction would address such ad-
ditional possibilities17 and draw out their implications. One implication is
that some forms of structural complexity make it easier to cope with moral
diversity; another is that the happiness of a person with a given moral
history will depend on the moral discourse to which he gets exposed.

But even the limited analysis of the preceding two sections captures the
factors essential to the implications to be drawn in this concluding section.
The multiplicity of the mechanisms for lightening moral dissonance com-
plicates the task of forecasting the resolution of moral dissonance. One
obstacle to sound prediction is that the mechanisms for lightening moral
dissonance can undermine one another, reducing their total effect below
the sum of their parts. Campaigns to create redemption opportunities may
weaken the effectiveness of moral reconstruction efforts. In particular, in-
dividuals subjected to incessant calls to do penance for behaviors char-
acterized as sinful may become resistant to the countermessage that those
behaviors are perfectly ethical. Likewise, escape can undermine moral
reconstruction by reducing the size of its natural constituency. If individ-
uals most likely to support the elimination of a certain value decide instead
to emigrate, the constituency for this moral reconstruction will be that
much smaller.18

Another obstacle to prediction is that the various determinants of moral
dissonance interact with those of expressive dissonance. Mechanisms that
reduce expressive dissonance may end up aggravating, even generating,
certain forms of moral dissonance, and vice versa. Every society produces
abundant issues on which some people's private preferences come into
conflict with those of others; attempts to resolve the clashes generate social
pressures that result in preference falsification. The falsification produces
expressive dissonance, and it also distorts the relevant public discourse,
including its moral component. If this public discourse then remains es-

16 Escape is a form of selective exposure predicated on the dependence of personal values
on social influences.

17 Some further observations are made in Kuran (forthcoming).
18 The argument is analogous to Hirschman's (1970) insight that "exit" often weakens

"voice."
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sentially undisturbed for a sufficiently long time, the values that it pro-
motes may get widely internalized. These values may well conflict with
other common values, so an unintended byproduct of the internalization
process might be new forms of moral dissonance. The same outcome could
arise, of course, if revolt rather than internalization were the mechanism
for alleviating expressive dissonance. The consequent change in public
discourse could promote values that clash with preexisting ones.

The moral crisis that results from either internalization or revolt will
produce, in turn, a new set of political struggles. To reduce moral disso-
nance, efforts will be made to reinterpret certain values, even to discard
them altogether. Struggles will arise over the form of moral reconstruction,
and the consequent social pressures may drive certain values underground.
We have now come full circle, with politically induced expressive disso-
nance fueling moral dissonance, and with attempts to alleviate moral dis-
sonance then generating expressive dissonance. Such a circular process
may carry on indefinitely, especially if natural events, innovations, and
cross-societal contacts are constantly reshaping individual utility functions.
New sources of dissonance will generate reactions that create further
sources, even as they extinguish others.

Circularity always complicates prediction. If every element within a
system affects other elements, and those others produce feedback effects,
the information necessary for knowing the long-term consequences of a
given perturbation is enormous. Circularity does not mean, however, that
political struggles must remain resistant to analysis. Observers with a good
sense of the relevant social mechanisms can identify a society's politically
sensitive issues; they can distinguish between public statements that bring
rewards and ones that bring punishments; and if a political taboo suddenly
vanishes, they can make sense of both the speed and the surprise. Like-
wise, if large numbers end up internalizing a value that public discourse
has long favored, knowledgeable observers will understand the role that
public discourse has played. They will also understand the incompatibil-
ities responsible for a moral crisis. From the writings, goals, and pro-
nouncements of the participants in moral struggles, they will be able to
determine what is at stake for people's inner lives.

It is one thing to understand the social mechanisms at play, and quite
another to make accurate forecasts of a social system's evolution. Many
participants in the struggles over Church teachings knew what they were
fighting for, and they understood what their efforts could accomplish. But
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they had no way of knowing how Europe's economic morality would
actually evolve. The same point can be made with respect to the ongoing
struggles over gender roles and over Islam's domain. The participants in
these contests understand the immediate implications of the moral agendas
that they are defending as well as those of the ones they are opposing;
but none can know how the struggles will be resolved, to say nothing of
identifying the chain effects of their own efforts.

In earlier writings, I have pointed to two basic reasons why the out-
comes of political struggles are inherently easier to explain than to predict.
First, the imperfect observability of people's sensitivity to social pressures
suppresses knowledge as to what it would take to change public opinion.
And, second, the nonlinearity of the social effects of individual decisions
means that changes and their consequences need not be proportionate;
minor adjustments in individual behaviors might produce huge social
shifts, just as major individual changes can leave social outcomes unaf-
fected. This pair of observations rested on the fact that on politicized issues
people commonly protect their reputations through preference falsification.
We have limited access to people's inner worlds, yet their hidden motives
are capable of producing huge consequences.

When two movements aim to solve a moral crisis in opposite ways,
with one seeking to reinvigorate values that the other is trying to eradicate,
how will the agendas resonate with any given group of individuals? And
to what extent will a movement pursuing rationalization dampen the need
for moral reconstruction? As a practical matter, confident answers to such
questions cannot be given, because they call for information unknowable,
except possibly by the individuals themselves. Even individuals may not
have answers until actually presented with alternatives and compelled to
make decisions. By definition, to experience moral dissonance is to feel
committed to satisfying an infeasible moral system. Individuals may re-
main in this state indefinitely in the absence of social developments of-
fering ways out. Until the solutions present themselves, they may not even
consider ranking their values, hoping against hope to find a way to avoid
unpleasant compromises.19 The multiplicity of the social mechanisms that
might come into play makes it all the more difficult to forecast individual
responses.

19 Slovic (1995) reviews a large literature that shows how personal preferences get con-
structed in the course of social interactions. Although this literature does not make this
chapter's distinction between values and preferences, its insights are relevant to both.
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The proposition that moral evolution is imperfectly predictable clashes
with a large scientific literature that takes human preferences and values
as essentially fixed. As a case in point, neoclassical economics treats in-
dividualistic profit maximization as an act that individuals universally con-
sider legitimate. While recognizing that the act might get blocked through
political means, it also asserts that the drive of profit maximization is
constant. This neoclassical view overlooks the social factors shaping in-
terpretations of what constitutes legitimate economic behavior. Moreover,
it overlooks the possibility of clashes between the values of economic
individualism and other human values. As such, it predicts that movements
hostile to profit-oriented economic individualism must be ephemeral.

For another example, some thinkers consider the gender roles with
which people feel comfortable to have been determined genetically. On
this view, values in conflict with biologically natural gender roles cannot
persist; such values will give way to ones sympathetic to the traditional
division of labor between the sexes. Once again, the argument sketched
here suggests, on the contrary, that poorly predictable social processes help
shape individual values concerning proper gender roles. Insofar as the
prevailing gender roles produce moral dissonance - or, for that matter,
expressive dissonance - they will indeed be vulnerable to removal. But
usually there is more than one way to achieve inner peace, so society's
moral evolution will depend on the outcomes of struggles among groups
with conflicting agendas. Moreover, individuals have a capacity to live
indefinitely with some dissonance, whether expressive or moral. There is
no sound basis, therefore, for believing that values contributing to inner
turmoil must quickly self-destruct.
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8. Social mechanisms without black boxes

RAYMOND BOUDON

Introduction

"Explaining" means "finding the causes." Explaining a social phenom-
enon means identifying its cause(s). In most cases, the explanation takes
the form of a more or less complicated set of causal statements. The
relations between the elements of the set can be more or less complex;
they can be linear, recursive, include feedback loops, and so on. The set
is what we usually call a "social mechanism" (SM). A SM is, in other
words, the well-articulated set of causes responsible for a given social
phenomenon. With the exception of typical simple ones, SMs tend to be
idiosyncratic and singular (Boudon 1986).

I am essentially interested here in the discussion of a basic distinction
- namely, that some explanations of social mechanisms give the impres-
sion of being "final," while others do not. Thus the causal statement "A
legal limitation of rents provokes a degradation of housing" arouses the
further question "Why is that so?" In that sense, it is not "final." The
answer to this question is that the owners, who have the exclusive capacity
of repairing the houses, are not incited to do so when this cost exceeds
the benefit that they draw from renting their house. With this answer, we
have the impression that the explanation is final: It arouses in our mind
no additional question. We have this impression because the causes of the
social mechanism lie in a behavior of the owners that we easily perceive
as understandable: We understand very easily why the owners do what
they do. That the ultimate causes have the character of being individual
decisions implies that the explanation of the SM in question has been
analyzed in terms of the methodological individualism paradigm (MIP).

Theories of SMs that do not belong to the MIP paradigm can exist and

This chapter is a companion to Boudon 1996a,b.
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be useful. Thus it can be useful to observe that in given circumstances
inflation has a positive effect on employment, or that suicide rates decrease
during severe political crises, even if we are not able to make these the-
ories final. They lead, namely, to further questions: Why is that so? Under
which circumstances do the effects occur, and so forth? But we may be
unable to answer them. So SMs and MIP imply each other only to the
extent to which final theories are aimed. On the other hand, all theories
belonging to the MIP do not give the impression of being final. Suppose
that a theory rests upon individual statements of the form "People do so
because they have been socialized to do so." This theory would belong
to the MIP (the ultimate causes of the social phenomenon would lie in
individual decisions), but the explanation arouses further questions, such
as: What does the expression "being socialized to behave in a given way"
actually mean? Which mechanisms are hidden behind the word "sociali-
zation"? Maybe the sociologist would have the impression in this case
that he should ask the psychologist or eventually the biologist about these
mechanisms, because his own competence does not allow him to put any
precise mechanisms under the vague notion of "socialization." In other
words, socialization is a black box. "Final" explanations can be defined
as explanations without black boxes.

So the MIP does not guarantee the absence of black boxes. Another
condition needs to be met before an explanation gives the impression of
being final: that individual decisions are "understandable," or in more
concrete terms, that they can be described as grounded on strong reasons,
briefly as "rational." The fact that the MIP eliminates black boxes as
soon as it includes the rationality postulate is certainly one of the main
reasons for the appeal of the "Rational-Choice Model" (RCM), a model
that can be defined by these two features: MIP and rationality - a "ra-
tionality" of a particular type, though, as we will see. More precisely, I
will be arguing that the utilitarian concept of rationality is too narrow for
sociology and that it should be replaced by one that includes what I will
call "cognitive" as well as "axiological" reasons (or, in brief, the Cog-
nitive Model of Rationality).

Reasons, meaning, black-box causes

As recommended by Scheler ([1913-16] 1954) and then by Weber (1922)
and Popper (1967), sociologists are entitled to introduce the postulate of
rationality, which can be formulated as "Assume that the actions and
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beliefs of the social actor are inspired to him by reasons." This postulate
rests on a main ground: that the actions, beliefs, and the like of the actor
are normally perceived as meaningful by himself as well as, in principle
at least, by the observer. Although the latter can (as the actor himself) be
unclear on the identity of the reasons motivating the actor, he would nor-
mally assume that some reasons explain his actions or beliefs.1

Obviously, all actions are not inspired by reasons. The causes under-
lying human behavior can also not have the status of reasons. Familiar
expressions illustrate these irrational causes: "He behaved the way he did
because he was angry, because he was tired, because he was accustomed
to do so, and so on." Actions can also, said Weber, be "traditional" or
"affective." Also, even the most narrowly rational actions, such as avoid-
ing physical danger, are grounded on basic instincts.

Consciousness can also occasionally be "false." I can believe that Mrs.
Smith is right while the real cause of my appreciation is actually that I
like her. But one cannot accept the idea that consciousness would be false
by essence, so to speak. Some writers, taking their inspiration notably from
the Marxian or Freudian vulgates, introduce easily this assumption. It is
exposed to obvious empirical and logical refutation, though. It is extremely
strong because it sees action as due to causes that have nothing to do with
their meaning to the actor herself. It is moreover obviously self-defeating
as soon as it is taken literally.

On the whole, action should be analyzed as grounded on reasons; if
not, it should be seen as meaningful; if not and only if not, it should be
seen as produced by black-box causes. If I see somebody cutting wood,
the most natural explanation is that he has reasons to do so, such as getting
warmer. If this assumption appears implausible, I may assume that he
wishes to show his neighbor the way to cut wood. If he is alone in his
yard, he may cut wood to get relieved from some sorrow. If not, he may
celebrate a ritual. If he does not belong to any woodcutting sect, and if I
have the impression that I have more or less exhausted the possible reasons
to cut wood, I will be entitled to assume that he cuts wood, say, under

1 "Nonconsequential normative beliefs" means "statements of the normative type, as
"X is good, legitimate," etc., endorsed by the subject because they appear to him as
grounded on reasons that have nothing to do with the eventual consequences of X." These
nonconsequential reasons are the core of Weber's notion of "axiological rationality." They
have nothing to do with affective motivations and should be sharply distinguished from
"values." See Boudon (1995a) for a discussion of this notion and Boudon (1996a) for a
more sketchy presentation.
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Figure 8.1. Diagrammatic representation of Tocqueville's explanation of the
stagnation of French agriculture at the end of the 18th century.

the effect not of reasons but of some irrational cause, such as "compul-
sion." But "compulsion" will be a "black box" or a mere label covering
my ignorance. The same comment could be made of other currently used
black boxes, such as "imitation instinct," "magical thinking," "cognitive
biases," "primitive mentality," "frames," "habitus," "national spirit,"
"aversion against risk," "resistance to change," and so forth. A long
repertory of such current explanatory black-box factors could easily be
produced. One should be very prudent at any rate before attributing to
actions black-box causes that are neither rational nor even meaningful to
the actor. A main reason for the success of the RCM is that it provides
an insurance against black boxes.

This chapter will deal with the question: How can we define rationality
to get final explanations of SMs? Should we define rationality as the RCM'
does? Before answering this question, it is useful to stress the importance
of the combination of the two postulates, MIP and rationality.

Importance of the two postulates: Methodological
individualism paradigm and rationality

The history of sociology shows that many of the sociological theories that
appear as the most convincing meet these two postulates. Consider as an
example (Figure 8.1) Tocqueville's explanation of the stagnation of French
agriculture at the end of the 18th century (Tocqueville [1856] 1955). Ad-
ministrative centralization is the cause of the fact that there are many
positions of "civil servants" available (statement ax) in France and that
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they are more prestigious than in England (a2); the causes expressed by
statements ax and a2 provoke a rate of landlord absenteeism much larger
than in England (statement b); landlord absenteeism is the cause of a low
rate of innovation (c); and the low rate of innovation is the cause of the
stagnation (d). In order to make this nonfinal explanation final, one has to
explain further why ax and a2 are causes of b, why b is cause of c and
why c is cause of d. The answer will take the form of "individualistic"
statements - namely, statements explaining why the ideal-typical individ-
uals belonging to relevant categories behaved the way they did. Why are
ax and a2 the causes of bl Because (ax) landlords see that they can easily
buy a position of civil servant and that (oc2), by so doing, will increase
their power, prestige, and possibly income. In England, the positions of
civil servants are less numerous, less accessible, and less rewarding, while
the local political life offers many opportunities of getting interesting so-
cial rewards. So the French landlords have reasons (described by ax and
oc2) to leave their land and serve the King, which their British counterparts
do not have. Such statements deal with the question ' 'Why did the relevant
category of landlords behave the way they did?" Why does b cause c?
Why is landlord absenteeism unfriendly to innovation? Because landown-
ers rent their land ((3)? Why is c cause of dl Why don't farmers innovate?
Because they don't have the capacity of doing so? Hence they have rea-
sons (y) to cultivate the land in a routinized fashion. So the theory explains
why the relevant social categories, the landlords and the farmers, behaved
the way they did. Tocqueville's theory gives the impression of being final
- first, because its empirical statements appear as congruent with obser-
vational data; second, because it belongs to the MIP of the "rational"
type; and finally because its ultimate nonempirical statements (those
described by the Greek letters) on the reasons explaining why farmers,
landlords, and so on behaved the way they did are acceptable in the sense
that we do not feel we should address any objection to the "psychologi-
cal" mechanisms that they introduce. We perceive them as "evident" not
in the logical but in the psychological sense.

Which rationality? The importance of the
Rational-Choice Model

James Coleman (1986) has rightly written that the reason why rational
action has "a unique attractiveness" as a basis for theory is that it is a
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conception of action "that we need ask no more question about"; Hollis
(1977) has expressed the same idea in other words: "Rational action is
its own explanation."2

In the language used earlier in this chapter, once a SM is analyzed along
the lines of the MIP, provided the rationality postulate is introduced, we
get a "final" explanation. When a sociological phenomenon is made the
outcome of individual reasons, one does not need to ask further questions.
Suppose that we could know exactly how the human brain is wired or, to
use Leibniz's metaphor, that we could walk inside the brain as among the
wheels of a windmill: This would add nothing to a good MlP-rational
theory. In that sense, Tocqueville's theory on French agricultural stagna-
tion is "final." Even if we could know exactly what happened in the
brains of the landowners, this would not add anything to Tocqueville's
explanation.

The next question to be examined then concerns which theory of ra-
tionality we should endorse. Many sociologists who recommend the MIP
endorse the theory of rationality used by neoclassical economics. When
they speak of the Rational-Choice Model (RCM), they mean that human
action should be analyzed as guided by the principle of maximizing the
difference between benefits and costs to the subject of alternative lines of
action - in other words, choosing the action with maximum expected
utility. Let us call this definition of rationality the "utilitarian" one.

Tocqueville's analysis, to which I referred earlier, is a good illustration
of this definition of rationality. The French landlords are better off when
they leave their ground and become civil servants. This is not true of their
British counterparts. This approach raises the question: Should rationality
be assimilated to utilitarian rationality?

The success of the utilitarian version of rationality

The first reason for the success of the RCM is that it explains satisfactorily
many social phenomena. It is very easy to find in classical and modern
sociology many examples illustrating this success. I have taken an example
from Tocqueville because he evidently did not belong to the utilitarian
school. Still, he uses the MIP systematically and very often the RCM
utilitarian version of it. I could have selected many other examples from
his Democracy in America or from his Old Regime. If we correlate this

2 Quoted by Goldthorpe (1996).
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point with the impression of solidity and strength produced by Tocque-
ville's work, we draw the conclusion that the MIP-RCM model is a pow-
erful one.

The exceptional importance of the presociologist Rousseau can be ex-
plained in the same way. He has definitely provided the basic explanation
as to why we consider and treat as legitimate all kinds of unpleasant social
constraints. The Discourse on the Origin of Inequality Among Men as well
as The Social Contract can be considered as providing an unsurpassed
theory as to why we have the collective feeling that these constraints are
acceptable and legitimate, though they are unpleasant: They are the only
way of protecting ourselves against the suboptimal solution normally pro-
duced by the "insurance game," the "prisoner's dilemma" game, and
other similar structures. The fact that Rousseau's main intuitions can be
expressed in the language of game theory suffices to show that the MIP-
RCM is latent in his political work, because game theory belongs obvi-
ously to this model. Marx, Sombart and Simmel, and even Durkheim
would also provide many examples of classical and solid analyses in-
scribed in the MIP-RCM model, although none of them belongs properly
to the "utilitarian tradition."3

Obviously it would be easy to mention many modern works that owe
their scientific value to the fact that they use this model. One can think
of these writers coming from economics who, from Olson (1965) to Kuran
(1995), have produced important theories using the MIP-RCM model nor-
mally used by economists. Besides them, sociologists such as Coleman
(1990), Oberschall (1989), and others, as well as historians such as Root
(1994), have also produced important contributions using the MIP-RCM
model. Root's work on the development of the modern state is a work in
comparative sociology. Its main aim is to explain a number of differences
between France and England in the 17th and 18th centuries. Thus he notes
that French and British economic policies tend to be favorable to consum-
ers and to producers, respectively. Another difference is that the French
"journees" - episodes of collective urban violence against the political
power, which are so frequent in Paris - are much less frequent in London.
Why? Because the power in Westminster is held by landowners who are
concerned by the interests of the voters who elect them, mostly landowners

3 See Boudon (1993). Obviously, the MIP-RCM model is incompatible with many ideas
and analyses proposed by Marx and Durkheim. But it is interesting to note that when they
forgot their principles, they sometimes could use this model in an instinctive fashion.
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such as themselves, whereas the power in Paris is held by civil servants.
The ordinary people in Paris know that they can exert a pressure on the
political power with a reasonable chance of getting what they want,
whereas in London, they feel that collective action would remain without
much effect.

So the main reason for the success of the MIP-RCM model is simply
its scientific powerfulness. Another reason often put to the fore by its
supporters is that it leads naturally, so to speak, to deductive and predictive
theories.

The shortcomings of the utilitarian version of rationality

So there are good reasons to think that the RCM version of the MIP could
legitimately claim to be general. But there are also strong reasons to think
that this claim is illegitimate.

First of all, a huge number of common, easily observable phenomena
cannot be explained within the framework of this model. The paradox of
not voting has been christened in this fashion because, against the predic-
tion derived from the RCM according to which people should not vote,
they actually vote. The effect of any single vote on any election turnout
is so small, claims the RCM, that rational actors should refrain from vot-
ing: The costs of voting will always be higher than the benefits. As one
of these voters, I should prefer resting, walking, writing an article, or even
operating my vacuum cleaner to voting. Still, I vote. The paradox has
been "solved" in many ways: People like to vote, says a first theory; as
Pascal's Christians, people would have such strong regrets if their ballot
would make the difference that they would vote even though they know
the probability of this event occurring is infinitesimally small, says a sec-
ond theory (Ferejohn and Fiorina 1974). Recently a solution was proposed
where ' 'reputation'' was made the main concern of the voter: If I do not
vote, I run the risk of losing my reputation (Overbye 1995). This "solu-
tion" of the paradox implies, however, that people would generally be
convinced that one should vote - in other words, that people would be
"irrational" according to the RCM definition of rationality. So this "so-
lution" of the paradox fails to save the RCM. Other solutions have been
or could be imagined easily.

Sometimes the RCM is made more flexible thanks to the notion of
"cognitive frames" (Quattrone and Tversky 1987). Applied to the present
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case, the notion would suggest, for instance, that some "frame" would
bring people to overestimate the influence of their ballot. Such "frames"
appear often, however, not only as ad hoc, but as typical black boxes.

At any rate, none of these "solutions" has been universally accepted.
Some of them, such as Ferejohn and Fiorina's, display a high intellectual
virtuosity. Still, they have not eliminated the "paradox of not voting."

Classical "paradoxes" other than voting can be mentioned. Allais's
"paradoxes" show that, when confronted with lotteries, people in many
circumstances do not make their choice in conformity with the principle
of maximizing the expected utility. They are variations on the basic ob-
servation that people normally prefer to earn a sum X with certainty rather
than play a lottery with a mathematical expectation of X plus H (H being
some positive quantity), even if they are allowed to play as long as they
wish (Allais 1953; Allais and Hagen 1979; Hagen 1995). So they prefer
less to more. This finding was confirmed by experimental psychology. If
we want to stick to the RCM, we have to introduce the idea that economic
subjects have an "aversion to risk." Such an assumption introduces a
typical black box, so that the main benefit of the RCM, avoiding black
boxes, is lost.

Psychologists have produced many other observations challenging the
RCM. In a classical experiment, subjects play a game called the "ulti-
matum game" (Wilson 1993, pp. 62-3; Hoffman and Spitzer 1985): 100
Euros are available in the experimenter's pocket. Subject A is allowed to
make any proposal he wishes as to the way the 100 Euros should be shared
between himself, A, and B. B on his side has only the capacity of ap-
proving or rejecting A's proposal. If he rejects it, the 100 Euros remain
in the experimenter's pocket. If he accepts it, he gets the sum allocated
to him by A. With the RCM in mind, according to which people are
exclusively concerned with maximizing the difference between benefits
and costs, one would predict that A would make proposals of the type
"70 Euros for me, A, 30 Euros for him, B." In that case, B would not
refuse the proposal and A would maximize his gains. In fact, the most
frequent proposal is equal sharing. This outcome contradicts the utilitarian
axiomatics of the RCM.

Sociology also has produced many observations that can be read as
challenges to the RCM model. Thus the negative reaction of social sub-
jects against some given state of affairs has in many cases nothing to do
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with the costs they are exposed to by this state of affairs. On the other
hand, actions can be frequently observed whose benefit to the actor is zero
or negative. To repair an injustice done to him, Kleist's Michael Kolhaas
accepted costs without proportion to the damage. Now, there are many
Michael Kolhaas among us.

In his White Collars, C. Wright Mills (1951) has identified what could
be called the "overreaction paradox." He describes women clerks work-
ing in a taylorized firm. They all do the same tasks. They sit in a great
room, and all have the same kind of desk, the same work environment,
and so on. Violent conflicts frequently occur on "minor" issues, such as
being seated closer to a source of heat or light. The outside observer would
normally consider such conflicts as irrational, because he would use im-
plicitly the RCM: Why such a violent reaction to such a minor issue?
Because the behavior of the women would appear to him as strange in
terms of this model, he would turn to an "irrational" interpretation: child-
ish behavior. By so doing, he would confess that RCM cannot easily
explain the "overreaction paradox" observed by Mills.

Many observations would lead to the same conclusion: They can be
interpreted satisfactorily neither in an irrational nor in a RCM fashion.
When I am queuing up at the airport, waiting to show my passport to the
immigration officer, I can easily get exasperated by a person who gets
checked before me even though she stood after me in the file. The cost
she imposes to me is negligible. My exasperation can be high and will
likely be approved by others, though. Possibly my exasperation will be
greater, the greater the number of people in the file and hence the lower
the additional cost imposed to me. Why this lack of proportion between
costs and reaction? Why is this relation going in the direction opposite to
RCM predictions? On the whole, economists, psychologists and sociolo-
gists have produced a tremendous number of observations that can uneas-
ily be explained within the frame of the RCM.

When interferences were observed, Fresnel concluded rightly that they
were incompatible with the Cartesian representation of light. In the same
way, it is possibly time to try the assumption that the paradoxes generated
by the RCM should be solved by using an alternative theory of rationality.
This situation raises three questions. I have already answered the first one
in a sketchy fashion: Why is the RCM so popular in spite of the objections
from social reality? The second one is: Why does the RCM so often fail?



182 RAYMOND BOUDON

The third one is: Is there a model that would conserve the positive intu-
itions and the scientific ambition behind the RCM - namely, trying to
provide black-box-free explanations of SMs, and get rid of its defects?

The sources of the weaknesses of the
Rational-Choice Model

When I cross over a street with heavy traffic, I look on my left and on
my right. Why? The RCM provides an immediate explanation of this
trivial observation: because the benefits-minus-cost balance of this behav-
ior is heavily positive. The costs are waiting a short while; the benefits,
staying in life. Obviously, this RCM account of my action is stenographic.
A more complete report would include "cognitive" statements such as "I
believe that if I cross over the street blindly, I run the risk of being hit
by a car." It would also include "normative" statements, such as "staying
in life is a good thing." These statements are trivial, though. For this
reason, I do not need to mention them when I explain why I look left and
right when crossing over the street.

But in many other cases, these "cognitive" and "normative" state-
ments, far from being trivial, constitute on the contrary the core of the
explanandum. So when we observe that people in a far tribe execute some
ritual to the effect of producing rain, the core of the sociological analysis
is not to explain why they want the rain to fall but why they believe that
their ritual should facilitate the falling of rain. In this example, the ' 'util-
itarian' ' statements in the global explanation are trivial, whereas the ' 'cog-
nitive" ones are not and constitute on the contrary the main thing to be
explained.

The same could be said of normative statements. When the explanation
of some phenomenon includes statements of the type ' 'the observed people
believe that X is good, legitimate, fair, unfair, etc.," the analyst cannot
avoid the task of explaining why the observed people hold the normative
belief in consideration, as soon as the belief is not trivial.

RCM has little to say on beliefs. More precisely, it has almost nothing
to say on "positive" beliefs. I have already mentioned that when they
meet a belief that cannot be ignored, RCMists would evoke the notion of
"frame." The observed actors believe so, because they have in mind some
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frames. Such frames are most often ad hoc and, moreover, constitute black
boxes.

The situation is more complicated as far as normative beliefs are con-
cerned. Some can be easily explained in RCM terms. In some cases, peo-
ple consider that liX is good" because X eliminates undesirable outcomes.
Thus traffic lights are unpleasant but good because they make traffic eas-
ier. RCM is often adequate to explain normative beliefs of this type -
namely, beliefs grounded on "consequential" reasons. But many other
normative beliefs cannot be explained in this fashion. RCMists themselves
would recognize easily, in congruence with the economic tradition, that
while the choice of "means" can be considered as rational, the choice of
"ends" cannot.

So my diagnosis is that a major weakness of the RCM is that there are
many beliefs on which it has little to say and which are a normal and
essential ingredient of many social actions. This weakness explains per-
haps more than anything else why its ambition - providing a general
paradigm guaranteeing black-box-free explanations of SMs - is generally
held as controversial.

Two false ideas

If we accept the idea that the weakness of the RCM derives mainly from
the fact that it ignores beliefs or at least is uncomfortable with beliefs, the
next question is whether we can develop a rational theory of beliefs. If
we can, we are in a better position both to satisfy the main ambition of
the RCM, providing explanations of SMs without black boxes, and to
analyze SMs including nontrivial beliefs or beliefs that the RCM cannot
easily take into account.

Two widely spread though controversial ideas (two "received" ideas
in Flaubert's sense) seem, however, to struggle against the assumption that
beliefs could be compatible with the rationality postulate. The first one is
that it seems impossible to propose a rational theory of false beliefs: How
can false beliefs be explained rationally? The second one is that, given
that ought cannot be derived from is, it is impossible to propose a rational
theory of normative beliefs either. To be more precise on this second point,
I mention again here a distinction I introduced earlier: The RCM tradition
has no difficulty explaining normative beliefs as long as the explanation
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takes the form ' They believe that X is good because X generates conse-
quences that they will normally consider as good." But it has little to say
as soon as a normative belief cannot be analyzed in this "consequential"
way. Before we proceed, we have to discuss these two received ideas.

Can false beliefs be rational?

Against the first received idea, false beliefs can be grounded on strong
reasons, as familiar examples easily show. Pareto has rightly said that the
history of science is the churchyard of all these false ideas that men have
endorsed under the authority of scientists. In other words, science produces
normally false ideas beside true ones. Nobody would accept the idea that
these false ideas are endorsed by scientists under the effect of irrational
causes, because their brain would have been wired in an inadequate fash-
ion, or because their mind would have been obscured by inadequate "cog-
nitive biases," "frames," class interests, or affective causes. Scientists
believe in statements that often turn out to be false because they have
strong reasons of believing them, given the cognitive context.

Aristotelian physicists believed that a sailing ship keeps on moving after
the wind has fallen because some force is responsible for its motion: The
movement of the ship produces a turmoil that has the effect of pushing
the back of the boat. They were not sure of this conjecture. But they were
sure that some force explained the movement. Why? Because they had
observed that no body at rest can be put into motion without some external
force drawing it from its state of rest. Hence, they concluded, there is no
movement without a force being responsible for it. So Aristotelian phys-
icists had strong reasons, given the cognitive context, to believe that some
force should be responsible for the boat continuing to move after the wind
has fallen. At this point, an objection was raised by Jean Buridan (Duhem
1913-59, VIII, pp. 200-18; Brenner 1990, p. 187):4 If the assumption
about the turmoils were true, the straw on a strawheap should fly in dif-
ferent directions depending on the location of the strawheap on the deck
of the boat. As this consequence is false, the conjecture about the turmoils
became weaker. The discussion went on until the inertia principle was

4 Jean Buridan develops the so-called theory of impetus, according to Duhem a first
formulation of the principle of inertia as we know it. Question 12 of Book VIII of Questions
sur la physique (Jean Buridan, n.d.) in particular criticizes the principles of Aristotelian
physics using this example of the strawheap.
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formulated in the terms that we know it today: A body at rest needs a
force to be moved, a moving body needs a force to be brought to rest.
This reformulation solves a number of puzzles that had bothered Aristo-
telian physics; one could get rid of the turmoils and other undesirable
assumptions. On the whole, the reasons to believe that the principle "no
movement without a force being responsible for it" were seen as right
and hence as strong until the principle was reformulated (Duhem 1913—
59, I, pp. 371sq.).

The believers in phlogiston, in ether, or in the many other entities and
mechanisms that now appear to us as purely imaginary had also in their
time, given the cognitive context, strong reasons to believe in them. It
was not immediately perceived as important that when a piece of oxide
of mercury is heated under an empty bell-glass, the drop of water that
appears on the bell's wall should be taken into consideration: It was not
immediately observed that it appears regularly, nor was it clearly perceived
that it contradicts phlogiston theory.

Why should not the false beliefs produced by ordinary knowledge be
explained in the same fashion as false scientific beliefs - namely, as
grounded in the mind of the social subject on reasons perceived by them
as strong given the cognitive context in which they move?

I am not saying that false beliefs should always be explained in this
fashion. Even scientists can believe in false beliefs under the effects of
passions and other irrational causes. What I am saying is that beliefs in
false ideas can be caused by reasons in the minds of the actors, and that
they are often caused by reasons in the situations of interest to sociologists.
Even though these reasons appear to us as false, they can be perceived as
right and strong by the actors themselves. To explain that they perceive
as right what is wrong, we need not assume that their minds are obscured
by some hypothetical mechanisms of the kind that Marx, Freud, Pareto,
Levy-Bruhl, and their many heirs imagined, nor by the more prosaic
"frames" so fashionable today. In most cases, we get more acceptable
explanations by making the assumption that given the cognitive context
in which they move, actors have strong reasons to believe in false ideas.

I have produced elsewhere several examples showing that the rational
explanation of beliefs we consider as normal in the case of false scientific
beliefs can also be applied to ordinary knowledge. I have notably explored
in an intensive fashion two cases that appeared to me as strategic, given
the terms of the present discussion.
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The first one is the case of magical beliefs. Although defining magical
beliefs is not easy, they can be defined for the sake of simplicity as beliefs
in false causal relations. The literature on the subject is immense. But a
few typical explanations of magical beliefs can be identified.5 A first one
is the Levy-Bruhlian one, a causal nonrational one: "Primitives" believe
in false causal relations because their brains are wired in a way different
from ours, with the effect that they confuse for instance causality with
similarity. For this reason, they would think that when they hurt a puppet
representing a person, they would hurt the actual person. A second type
of theory is the Wittgensteinian one: Magical rituals should be interpreted
as having in the "primitive's" mind an expressive rather than instrumental
function. A third type of theory says that given the cognitive context,
people have strong reasons to believe in false causal relations. This type
of theory has the advantage of not introducing strong assumptions. More-
over, it reproduces easily, as I have tried to show, the complex map of
the distribution of magical beliefs through time and space. On the whole,
it is much more acceptable from the viewpoint of the criteria normally
used to evaluate a scientific theory.

I examined carefully a second case: the case of all these false beliefs
observed by cognitive psychologists (Boudon 1994, 1995a). The experi-
ments produced by cognitive psychologists are very interesting to soci-
ologists because they produce artificially false collective beliefs in
situations where the subjects are affectively neutral with regard to the
problems that the experimenters confront them with, so that affective fac-
tors can be excluded from the explanation of the false beliefs and, where
the subjects are isolated with respect to one another, so that contagion or
imitation effects can also be a priori excluded. I have suggested that al-
though the psychologists themselves often explain their findings with the
help of Levy-Bruhlian assumptions (ordinary knowledge, intuition, etc.,
follow rules that have nothing to do with the scientific rules of inference;
subjects would be exposed to "cognitive biases"; etc.), the false beliefs
can in most cases be explained by strong reasons.

I will limit myself to one example.6 When psychiatrists are asked
whether depression is a cause of suicide attempts, they would agree affir-
matively. When asked why, they would answer that they have frequently

5 See the theories of magic in Boudon (1994).
6 I elaborate here on a stylized experiment summarizing experiments conducted by Kah-

neman and Tversky (1973).
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Table 8.1

Suicide attempted Suicide not attempted Total

Depression symptoms a b e = a + b

No depression symptoms c d f=c + d

Total g = a + c h = b + d j = a + b + c + d

observed patients with these two features: Many of their patients appeared
as depressed, and they have attempted suicide. Of course, the answer re-
veals that the psychiatrists use one piece of information in the contingency
table (Table 8.1): Their argument is, namely, "a is high, hence depression
is a cause of suicide attempt." Now, every freshman in statistics would
know that the argument is wrong: In order to conclude that there is a
correlation between depression and suicide attempt, one has to consider
not one but four pieces of information, not only a but the difference a/e
-c/f.

The answer of the psychiatrists shows that statistical intuition seems to
follow rules that have nothing to do with the rules of statistical inference
considered effectively valid. But it does not prove that we should assume,
in a Levy-Bruhlian fashion, that the physicians' brains are ill wired. The
physicians can very well have strong reasons for believing what they be-
lieve. Their answer can even suggest that statistical intuition is less defi-
cient than it seems. Suppose, for instance, that e in Table 8.1 would be
equal to 20% - in other words, that 20% of the physicians' patients have
depression symptoms - and that g would also be equal to 20% (20% of
the patients have attempted suicide). Admittedly, higher figures would be
unrealistic. With these assumptions, in the case where the percentage a of
people presenting the two characters would be greater than 4, the two
variables would be correlated, so that causality could plausibly be pre-
sumed. So a physician who has seen, say, 10 people out of 100 presenting
the two features would have good reasons to believe in the existence of
a causal relation between the two features.

In this example, the belief of the physicians is not properly false. In
other examples, the beliefs produced by cognitive psychology appear as
unambiguously false. In most cases, I found, however, that these beliefs
could be explained as grounded on reasons perceived by the subjects as
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strong. Obviously, these reasons are not of the "benefit-minus-cost" type.
They are, rather, of the "cognitive" type. The aim pursued by the actor
is not to maximize something but to determine whether something is
likely, true, and so forth. So beside its instrumental or utilitarian dimen-
sion, rationality has a "cognitive" dimension.

Can normative beliefs be rational?

Many traditions, from Rousseau to the RCM, have recognized that nor-
mative beliefs can be rational: Norms often eliminate the unfavorable cost-
benefit balance resulting from "prisoner's dilemma," "insurance game,"
and other situations with suboptimal outcomes. Thus to Rousseau, the
social contract and the social constraints that it entails are good and per-
ceived as good by people because they have the consequence of elimi-
nating the suboptimal solution of the "insurance game." We find traffic
lights good because, without them, the situation would be worse: They
eliminate interaction structures with suboptimal solution of the "prisoner's
dilemma" or "chicken"-type games.

But it should also be recognized that social actors can have strong rea-
sons to endorse normative beliefs, without these reasons being of the cost-
benefit type, and more generally, without these reasons being of the
"consequential" type. An example borrowed from Adam Smith is suffi-
cient to illustrate this crucial point.

A methodologically strategic example from Adam Smith

Although it is recognized that Smith's Theory of Moral Sentiments does
not rest on the RCM, it is sometimes believed that his better-known work
on the Wealth of Nations does. The following example shows, however,
that this is not the case. Even in this book, which had a tremendous in-
fluence on economic theory, Smith does not use the RCM.

Why, asks Smith, do we (i.e., 18th-century Englishmen) consider it
normal that soldiers are paid less than miners? Smith's methodology in
his answer could be applied to many similar questions of our time: Why
do we feel that it is fair for such and such an occupation to be paid more
or less than another (Smith [1776] 1976, book 1, Chapter 10)? Why do
people consider that TV speakers are too highly paid in France, while they
do not consider that football stars get too much, although the latter have
much higher incomes than the former (Boudon 1992)? Evidently such
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normative beliefs are not ' 'consequential'': I would be neither better nor
worse off if TV speakers were paid less; the nation itself would be neither
better nor worse off if many income differentials were different from what
they are. Still, we believe that some differentials are fair and others unfair.

Going back to Smith, his answer to the question ' 'Why do we have the
feeling that miners should be paid more than soldiers?" is the following:

1. A salary is the retribution of a contribution.
2. Equal contributions should correspond to equal retributions.
3. Several components enter into the value of a contribution, such as

the investment required to produce a given type of competence, the
risks involved in the realization of the contribution, and so on.

4. The investment time is comparable in the case of the miner and of
the soldier. It takes about as much time and effort to make a soldier
as to make a miner. The two jobs are characterized by similar risks.
The two cases include a risk of death.

5. Nonetheless, there are important differences between the two types
of jobs.

6. The soldier serves a central function in the society. It preserves the
identity and the very existence of the nation. The miner fulfills an
economic activity among others. He is not more central to the so-
ciety than, say, the textile worker.

7. Consequently, the death of the two men has a different social mean-
ing. The death of the miner will be identified as an accident, but
the death of the soldier on the battlefield as a sacrifice.

8. Because of this difference in the social meaning of their respective
activities, the soldier will be entitled to symbolic rewards, prestige,
symbolic distinctions, and funeral honors in case of death on the
battlefield.

9. The miner is not entitled to the same symbolic rewards.
10. Because the contribution of the two categories in terms notably of

risk and investment is the same, the equilibrium between contri-
bution and retribution can only be restored by making the salary of
the mine workers higher.

11. This system of reasons is responsible for our feeling that the miner
should be paid a higher amount than the soldier.

First of all, Smith's analysis does not use the RCM. People do not believe
what they believe in order to maximize some difference between benefits
and costs. They have strong reasons for believing what they believe, but
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these reasons are not of the cost-benefit type. Not only are they not of
the "utilitarian" type: They are not even of the "consequential" type. At
no point in the argument are the consequences evoked that would even-
tually result from the miners not being paid more than the soldiers. Smith's
argument takes, rather, the form of a deduction from principles. People
have the feeling that it is fair to pay higher salaries to miners than soldiers
because it is grounded on strong reasons derived from strong principles,
claims Smith. He does not say that these reasons are explicitly present in
the minds of all but assumes visibly that they are in an intuitive fashion
responsible for their beliefs. Possibly Weber had such cases in mind when
he introduced his famous and often misunderstood distinction between
"instrumental" and "axiological" rationality (my translation of Zweck-
and Wertrationalitdt).1

A contemporary theorist of ethics proposes analyses of some of our
moral sentiments similar to Smith's (Walzer 1983). Why do we consider
conscription a legitimate recruitment method in the case of soldiers but
not of miners, he asks? The answer is again that the function of the former
but not of the latter is vital. If conscription could be applied to miners, it
could be applied to any and eventually to all kinds of activities, so that it
would lead to a regime incompatible with the principles of democracy. In
the same fashion, it is easily accepted that soldiers are used as garbage
collectors to meet situations of urgency. But it would be considered ille-
gitimate to use them for such tasks in normal situations. In all these ex-
amples, as in Smith's example, the collective moral feelings are grounded
on solid reasons but not on reasons of the type considered in the RCM.

A general model

Finally, we come to the idea of a model resting on the following postu-
lates.

1. Until the proof to the contrary is given, social actors should be con-
sidered as rational in the sense that they have strong reasons of
believing what they believe, of doing what they do, and so forth.

2. In particular cases, these reasons can be realistically treated as deal-
ing with the difference between costs and benefits of alternative lines

7 See Boudon (1996b).
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of action. In other cases, they cannot, in particular, when a decision
or action rests upon normative or cognitive beliefs, the reasons may
not belong exclusively to this type. This results from the fact that
beliefs are not intentional, and normative beliefs are not always con-
sequentially grounded.

3. In some circumstances, the core of some action is constituted by
"cognitive" reasons: He did X because he believed that Z is likely
or true, and he had strong reasons for believing so. Example: The
physician diagnosed depression on the basis of suicide attempt be-
cause he believed depression is a cause of suicide.

4. In some circumstances, the core of some action is constituted by
"axiological" reasons: She did X because she believed that Z is fair,
good, or unfair, and she had strong ' 'nonconsequential" reasons of
believing so. Example: Smith's example on miners and soldiers.

I propose to call the model defined by these postulates the "Cognitivist
Model" (CM).8

It follows from the postulates that the RCM is a particular case of the
CM. When the reasons in the CM are restricted to belong to the "benefit-
minus-cost" type, we get the RCM. Reciprocally, when the restriction that
reasons should belong to the "benefit-minus-cost" type is lifted in the
RCM model, the CM model is generated.

The CM supposes that actions, decisions, and beliefs are meaningful to
the actor in the sense that they are perceived by him as grounded on
reasons. Even though he cannot identify these reasons clearly, he has the
intuitive impression that they are grounded on reasons.

One important remark can be introduced here. Although it is tautolog-
ical to define "rationality" by the notion of "strong reasons," it is the
only way of getting rid of all these discussions as to "what rationality
really means," where the discussants expose generally what they mean.
As with many other tautologies (see, e.g., mathematical tautologies), this
tautology would then be very useful. But one should also immediately add
that the postulate that beliefs and actions are grounded on reasons is not
tautological. On the contrary, many traditions and many people start from
the idea that actions and beliefs are not the effect of reasons. It can be a

8 Moral philosophers call traditionally ' 'cognitivist'' the theories that make moral feelings
the outcome of reasons. So the word covers actions inspired by "axiological" as well as
"cognitive" reasons.
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hard job to find out or reconstruct these reasons, as the previous examples
show - for example, why were the French landlords more attracted by
civil servant positions than their British counterparts? Why did Aristotelian
physicists believe in turmoils? Why did Priestley believe in the phlogis-
ton? Why did Englishmen of the 18th century believe that miners should
be paid more than soldiers? Why do we accept easily that football players
should have much higher incomes than TV speakers? Why do psychiatrists
see depression as a cause of suicide attempts? Why didn't the people of
London try to exert pressure on the political power, as did the Parisians?
Why are there more magical beliefs in some societies than in others?

Another question can be raised at this point: How can we recognize
that we have reconstructed the reasons of the actors in a proper fashion?
Answer: the same way we judge that any theory is acceptable. Recon-
structing the reasons amounts to building a theory. We judge the quality
of this theory with the help of the criteria we normally apply to any theory:
The theory generates empirically testable statements that can be confronted
with observational data; the nontestable statements should be acceptable;
and so on.

The Cognitivist Model has the advantages of
the Rational-Choice Model without its shortcomings

Providing final explanations

First of all, the CM has the same main advantage as the RCM model: It
provides final explanations in the sense that psychology or biology, say,
could not possibly contribute to a CM explanation. The CM uses no black
boxes. This property derives from the fact that when a piece of behavior
can be explained as the effect of reasons, nothing can be added. I believe
that two plus two are four because it is true. Once this reason is given, I
do not need to know more from psychologists or biologists.

This appealing side of the RCM also characterizes the CM. But the
latter model avoids the strong assumption that a specific type of reason
("benefit-minus-cost" reasons) should explain any type of behavior. This
leads the RCM to ignore practically all nontrivial beliefs because, being
unintentional states of mind, beliefs cannot be explained by considerations
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of costs and benefits, except in some cases, such as when normative beliefs
can be analyzed in a consequential fashion.

So the CM avoids the main shortcoming of the RCM. The latter model
would be general only if the positive and normative beliefs put into play
by social actors were always trivial or "consequentially grounded."

The capacity of deduction and prediction

As to the argument that RCM has the exclusive advantage of leading to
deductive and predictive theories, nothing tells us that it should not be the
property of other types of models. Why would there be an exclusive re-
lation between the particular type of reasons used in the RCM model and
these features?

The reader will perhaps forgive me if I evoke here an example drawn
from my own work. I have used in my Inequality, Education and Oppor-
tunity model (IEO model) an approach that belongs to the CM rather than
to the RCM (Boudon 1974). Still the model leads to a deductive-predictive
machinery. Far from making the individual educational decisions a mere
effect of cost-benefit calculations, I introduced the idea that they derive,
rather, from a system of contextualized arguments. The argument of three
ideal-typical students would be described in the following fashion.

The good student from lower class would say: "I am good at school,
so that I can have a good prognosis as to my future educational achieve-
ment, if I decide to go to the next stage in the curriculum. I know that
with the educational level I have already reached, I will almost certainly
have a social status somewhat higher than the status of the people
around me, etc.; my family will be proud, etc.; still, why not try to go
further in the educational curriculum, since I can do it easily?"

The average student from lower class would say by contrast: "I am
average. Trying to go to the next stage in the curriculum would be
risky. Maybe I will fail or experience a hard school life. On the other
hand, I have already reached a school level which insures me that I will
have a social status at least equal to the status of all these people I meet
in my social environment. So I should not try to go further."
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Figure 8.2. Percentage advancing to the next educational level as a function of
social origin (SO) and school achievement (SA) (stylized data).

The average student from higher class would have another argument:
"I know I am not very good. I know that I may have difficulties in the
next class if I try to reach the next educational degree. Still, with my
present educational level, I am exposed to the risk of having a social
status lower than the status of my orientation family, of the people I
have met during my younger years, of all these people in my social
environment, so that even if my educational prognosis is not very fa-
vorable, I should try to go further."

This IEO theory has been formalized by Fararo and Kosaka (1976). It
leads to fine-grained predictions. Thus it tells that an interaction (in the
statistical sense) of a very specific structure will be observed between the
three variables: "social origin," "level of achievement now," and "prob-
ability of going to the next educational level." It predicts that the effect
of class origin on educational level will be stronger as the level of edu-
cational achievement lowers (see Figure 8.2). Such fine-grained statistical
effects are not predicted by the RCM explanation of the same phenomena
(Blaug 1968). They are important though: They have been repeatedly ob-
served in many contexts. I am not saying that the theory cannot be made
better. Goldthorpe (1996) has developed hints that could make it better.
The only point I want to stress by evoking this example is that the capacity
of deduction and prediction of a theory, as well as its capacity of being
formalized, can be as great with the CM as with the RCM model.

The RCM gives the impression of being a powerful deductive machine
because as it uses the axiomatics of neoclassical economics, it is entitled
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to use the numerous theorems produced by this discipline. This is exactly
what happened in the case of the sociology of education inspired by the
RCM model. It easily produced a number of theories that were mere ap-
plications to the field of education of theorems produced by general eco-
nomics. But again there is no reason as to why deduction and prediction
capacities would be the exclusive property of the RCM, because they do
not depend on the nature of reasons mobilized in a model.

The deductive machineries produced by the CM are only less unified.
This difference is a direct consequence of the fact that the reasons can be
of various kinds depending on the circumstances. The increase in realism
from RCM to CM is paid for by a decrease in unity. But scientific theories
have to be realistic before anything else.

Of course, I am not sure that the reasons I have put into the minds of
pupils and students of my IEO model are realistic in the sense that I could
observe them easily and directly with appropriate observational instru-
ments. But as I said earlier, the reconstruction of reasons can be judged
along the criteria that are normally used to judge a theory. Thus the rea-
sons evoked in the IEO model reproduce more adequately some statistical
data than the RCM. Moreover, they appear as credible.

The paradoxes

A nonnegligible interest of the CM model is that the paradoxes raised by
the RCM model become easily solved in the CM framework.9 A CM
solution of Allais's paradoxes can be sketched in the following way. As-
sume that I am paid a monthly salary of X Euros. The management tells
me that I can instead, if I wish, earn a random salary with mathematical
expectation of X plus H Euros. Possibly I would accept the deal if H were
high enough. But I would not accept it, even for a relatively high //,
because accepting a lottery with expectation X + H would in such a real
social life situation likely generate all kinds of costs. Thus if I have no
savings, or if I want to keep my savings because I regard it as insurance,
and if I am indebted, the lottery would expose me to the risk of having
to borrow money at a nonzero rate to pay my debts.

Because the experiment creates a closed situation, disconnected from

9 Levy-Garboua and Montmarquette (1996) propose interesting solutions in terms of
"cognitive rationality" of classical "paradoxes."
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the real social life of the subject, the analyst assumes that the subject
would take into account exclusively the data proposed to him in the con-
text of the experiment, whereas the subject probably generates his answer
by "theorizing" the fictitious situation (i.e., by interpreting the experiment
by reference to a real-world context). In a real-life situation, however, risk
has a potential cost; clearly the subject cannot consider that "maximizing"
the immediately visible difference between expected benefits and costs
should represent the ultimate principle guiding him or her. In other words,
the subjects probably interpret the experimental situation in a fashion
meaningful to them, and in a fashion that they have strong reasons to
endorse; then, once this interpretation is introduced, they wonder what
they should prefer. Utilitarian rationality is guided here by "cognitive
rationality." Analysts see here a paradox where there is none because they
project on the subject their own interpretations of the experiment.

Incidentally, this example illustrates a point I made earlier. With the
RCM in mind, one would predict that the subjects would prefer the lottery
for any positive value of H. With the CM in mind, one would predict that
they would prefer the lottery when H is greater than some threshold value.
The two models lead to "predictions." In this case, the prediction of the
latter reproduces the observed data more accurately. Moreover, with the
CM rather than the RCM in mind, experimenters would be more curious:
They would have more complex hypotheses in mind and would devise
more sophisticated experiments. Finally, whereas the CM provides an ex-
planation without black boxes, the RCM has to introduce a black box,
"the aversion toward risk." This "aversion" can only be grounded, in a
circular fashion, on the effects it is supposed to explain.

On the whole, my guess is that in concrete situations similar to the ones
considered in Allais's paradoxes, people would have strong reasons not
to use the maximization of mathematical expectation as a main criterion.
People prefer more to less, but in order to understand their choice, we
have to understand why they think they would have more if they do X
and less if they do Y. In other words, we have to understand why they
theorize the situation the way they do.

The same analysis could be conducted about what can be labeled ''Ax-
elrod's paradox" (Axelrod 1990). People choose "Tit for Tat" (TfT) be-
cause they theorize the situation created by a repeated "prisoner's
dilemma" (PD) game: "My opponent should see that we should coop-
erate, so I will make the assumption that he will cooperate, and that he
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will suppose that I will cooperate myself, etc." So when they choose TfT,
people do it on the basis of a set of strong arguments.

With the CM rather than the RCM in mind, it becomes much easier to
understand why in some circumstances people do not actually play TfT
but use instead the "defection" strategy. An example - not a minor one
- is the arms race between the United States and the USSR during the
cold war. For decades the two actors did not play TfT but rather "defec-
tion." An end was put to the repeated PD game of the arms race not
because the United States and the USSR would have tacitly chosen TfT
but because the PD game was destroyed by the big bluff of the "star
war," the so-called SDI (Strategic Defense Initiative): With SDI, the
USSR could not follow the game any more.

Until this happy end appeared, why did the two nations play "defec-
tion" rather than TfT? Basically because they had strong reasons not to
take any risk, given the magnitude of the risk involved in being dominated
in the arms race. "Defection" is worse than TfT in terms of benefits but
better in terms of protection against risk. In technical terms, Axelrod's
subjects use Savage's criterion, and the actors of the arms race use Wald's.
When people choose a given criterion, we cannot explain their behavior
unless we explain why they do so. Generally they have strong reasons for
doing so. In the case of the arms race, the strong reasons behind the
Waldian choice of the two participants can be formulated in terms of a
normative argumentation comparable in its form to Smith's argument, dis-
cussed earlier: A government cannot expose the nation it is in charge of
to a serious risk if it can avoid it; now, by playing "defection," I, the
government, can avoid the risk; so I have to play ' 'defection'' in spite of
the costs because costs and vital risks are incommensurable. Costs should
be made as small as possible, but as long as they can be accepted, they
cannot be an argument in favor of TfT. This example shows that when
we try to explain why people in some circumstances play TfT and in
others not, we have to make the RCM a special case of a more general
theory of rationality.

C. Wright Mills's "paradox" can be solved in the same way. The tay-
lorized conditions in which the clerks are placed are such that any depar-
ture from a strict equality between contribution and retribution can be
immediately and easily perceived. Moreover, it is normally treated as in-
tolerable. The white collars are all equal; they are all devoted to similar
tasks. So any minor advantage is perceived as an illegitimate privilege.



198 RAYMOND BOUDON

From an utilitarian viewpoint, it matters little to me whether I sit a little
closer to the window. But as soon as this advantage to the benefit of X
results from a decision of the supervisor, I perceive it not as unpleasant
but as unfair: I am here to get some retribution from my contribution; I
am in a situation of social contract with the firm; any unjustified advantage
in favor of X, however minor, is a violation of this basic contract and
consequently morally intolerable, even if materially of weak relevance.
Any irrational analysis fails to account for the apparent disproportion be-
tween cause and effect, but a RCM analysis is not better off here. An
irrational analysis does not account for the fact that the conflict occurs
independently of the personal idiosyncrasies. A RCM analysis fails to
account for the disproportion between the importance of the issue and the
strength of the reaction.

I have discussed elsewhere at length the various solutions proposed for
the "not voting" paradox (Boudon 1996c). I will leave aside here this
critical side of the analysis. It leads to the conclusion that the various
"solutions" of the paradox all include strong assumptions and fail to
reproduce correctly the observed data. So they are weak on the Popperian
and non-Popperian criteria normally used to evaluate a scientific theory.10

By contrast, a theory taking "axiological rationality" seriously meets the
two types of criteria easily. People vote because they have strong reasons
to believe that democracy is a good regime. Elections are an essential
piece of the democratic system. So they conclude that one should vote on
the basis of a practical syllogism with strong premises. Even if voting is
boring to me, I should vote. Of course, in some cases, people do not know
who among the candidates is better, or they can even be convinced that
none is very good, and take this into account by refraining from voting.
But, on the whole, many people vote.

In its simplicity (why should simple explanations be wrong?), this ex-
planation is much more acceptable than others if one uses the criteria
generally used to evaluate a scientific theory. It is congruent with the fact
that people do actually vote. It is also congruent with the subjective ex-
planation people usually give of their vote. In most cases, they would feel
and say that they vote because one should vote, not that they "like to
vote" nor that they "feel constrained to vote," as Durkheimians would
maintain. Why should we ignore these subjective facts? Although subjec-

10 See the distinction between the two types of criteria in Boudon (1995b).
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tive, they are facts, except to hard-core positivists. A basic rule is that a
scientific theory should try to explain all relevant facts without arbitrarily
evacuating any. If a theory claims that people "like" to vote or "feel
constrained" to vote, it should explain why people feel that they "should"
vote. In other words, it should explain the causes of this ' 'false conscious-
ness." Or if analysts take false consciousness for granted, they should
explain why it turns out that they themselves have been protected against
this fate.

My earlier example drawn from Adam Smith, as well as Mills's "over-
reaction paradox," "Axelrod's paradox," the paradox of not voting, and
others, demonstrate on the whole that as Weber has rightly contended,
axiological rationality cannot be reduced to utilitarian-instrumental ration-
ality.

Conclusion

Analyzing social mechanisms requires - at least ideally - making them
the outcome of individual beliefs, actions, attitudes, and so on. Conse-
quently, a final account of a social mechanism is reached when these
beliefs, actions, and attitudes can themselves be explained. This explana-
tion of course has to take into account the structural features of the social
context in which the actors move. I have tried to make two main points:
that beliefs, actions, and attitudes should be treated as far as possible as
rational - more precisely, as the effect of reasons perceived by social
actors as strong - and that reasons of the ' 'cost-benefit'' type should not
be given more attention than they deserve. Rationality is one thing, ex-
pected utility another.

Why should we introduce this rationality postulate? Because social ac-
tors try to act in congruence with strong reasons. This explains why their
own behavior is normally meaningful to them. In some cases, the context
reveals that these reasons are of the "cost-benefit" type. In other cases,
they are not: Even if we interpret the notions of cost and benefit in the
most extensive fashion, what are the costs and benefits to me of miners
being better paid than soldiers if I have no chance of ever becoming a
soldier or a miner?

On the whole, to get a satisfactory theory of rationality, one has to
accept the idea that rationality is not exclusively instrumental: It also has
an axiological dimension and a cognitive one. In other words, the reasons
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motivating an actor can be strong without belonging to the instrumental
species.

Considering the RCM a special case of the CM has the advantage of
making possible the extension of the main advantage of RCM (producing
black-box-free explanations) to a much wider set of social mechanisms.
But I must stress again that if the CM is more general than the RCM, it
cannot be applied to all phenomena. Irrationality should be given its right-
ful place. "Traditional" and "affective" actions also exist. Moreover, all
actions rest on a ground of instincts. I look on my right and left when
crossing a street because I want to stay alive. Reason is the servant of
passions.11

Finally, the theory of rationality that I have sketched raises some im-
portant questions that I will content myself to mention. Does the fact that
behavior and beliefs are normally inspired by strong reasons, even though
these reasons can be false, mean that any behavior or belief can be jus-
tified? Certainly not. Priestley believed in phlogiston; Lavoisier did not.
The two had strong reasons for believing what they believed, and they
saw their reasons as valid. The latter was right; the former wrong. So the
strength of reasons is a function of the context. Today our cognitive con-
text is such that Priestley's reasons have become weak to us, because we
know Lavoisier's reasons were stronger. But the latter had to be devised
and put on the market before the conclusion could be drawn that Lavoisier
was right. It should also be noted that it then became irreversibly right
against Priestley. So no relativism follows from the contextuality of rea-
sons.

As with cognitive reasons, axiological reasons can become stronger or
weaker over time mainly because new reasons are invented. When it was
shown that the abolition of capital punishment could not be held respon-
sible for any significant increase in crime rates, the argument "Capital
punishment is good because it is an effective threat against crime" became
weaker. This provoked a change - an irreversible one - in our "moral
sensibility" toward capital punishment.

These examples show also that there are no mechanically applicable
criteria of the strength of reasons. Priestley's reasons were strong as long
as Lavoisier's were not fully developed. Hence it was impossible, looking

11 "Reason is, and ought only to be the slave of the passions and can never pretend to
any other office than to serve and obey them" Hume ([1739^0] 1978, book 2, section 3,
p. 415).
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exclusively at Priestley's reasons, to determine whether they were weak
or strong. This analysis can be generalized. Those who look for the criteria
of truth, writes Kant ([1787] n.d., I, 2nd. part [Die transcendentale Logik],
III [Von der Einteilung der allgemeinen Logik in Analytik und Dialektik],
p. 93), are like the two idiots who try to milk a male goat, with one trying
to milk while the other holds a bucket under the animal's belly.
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9. Is sociological theory too grand for
social mechanisms?

AXEL VAN DEN BERG

Introduction

Nomothesis is definitely out. There is, in fact, some question whether it
ever existed to begin with, even in principle. Not even Auguste Comte,
the original positivist arch-generalizer himself, really meant all that stuff
about ineluctable "laws" and "stages," it now turns out (Scharff 1995).
He was, in effect, a "post-positivist" avant la lettre. Talk about being
ahead of one's time!

Idiography is all the rage. If there is anything that characterizes the
general drift of sociological theory since the eclipse of Parsonian structural
functionalism and its marxisant challengers, it is the revitalization of all
manner of interpretivist microsociological approaches, from symbolic in-
teractionism to various forms of phenomenology, from hermeneutics to
ethnomethodology.

Against such odds, what is the aspiring social theorist to do? One option
is to join the swelling postmodern chorus of denouncers of generalization
tout court. But once the initial excitement of being up against the nasty
establishment and on the side of the downtrodden wears off, such denun-
ciation leaves little to satisfy one's generalizing yearnings.

Another option is once again to attempt the Grand Synthesis. In this
chapter, I will argue that this is precisely what the most prominent of the
present generation of social theorists have done. They have taken it upon
themselves to bridge the gulf between the nomothetic, macrosociological,
"structural" traditions of yore and the currently fashionable idiographic,

I would like to thank Peter Hedstrom, Richard Swedberg, Lars Udehn, Diego Gambetta, Art
Stinchcombe, Jon Elster, Andrew Abbott, and the other participants in the session of the
Conference on Social Mechanisms in which an earlier version of this paper was presented
for their very helpful comments.
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microsociological, voluntaristic ("agentic"?) approaches. In the process,
so I will argue, a third option, the systematic search for explanatory mech-
anisms advocated in this volume, never stood a chance.

Let me state at the outset that I will not argue that there are no explan-
atory mechanisms to be found in the work of these theorists. Indeed, I
think their work is replete with such mechanisms. In fact I believe it can
be argued - although this is not the place to do so at length - that no
account of social events is really possible without some recourse, explicitly
or implicitly, to at least some such mechanisms. But the way in which
these theorists treat social mechanisms is, so to speak, consumptive rather
than productive. That is to say, explanatory mechanisms figure in an ad
hoc, offhand fashion, not to be identified, examined, refined, and tested
but in a subsidiary role, in the service of ulterior theoretical motives.

Let me briefly clarify this by reference to Coleman's simple macro-
micro-macro model already mentioned in Chapter 1 by Hedstrom and
Swedberg. If we accept that for analytical purposes it is useful to distin-
guish between macro-structural and micro-individual levels, then the ex-
planatory task of any sociological theory consists of either providing an
explanatory mechanism accounting for how structure is converted by in-
dividuals into social action, or how such social actions aggregate to con-
stitute social structures, or both. My contention, then, is that the main
theoretical contributions of the major theorists I will discuss contribute
little or nothing to either of these tasks, nor do they hold any promise of
doing so.

But why should sociological theory contribute to any such hopelessly
outmoded, ' 'positivist'' program, one might ask. That such a question can
be viewed as a reasonable one to put to sociologists - rather than philos-
ophers of science - is itself a reflection of the somewhat alarming shift in
the character of "sociological theory" that will be partly documented in
this chapter. More and more, it seems, what passes for "sociological the-
ory," or, more ominously, "general sociological theory," deals with mat-
ters of epistemology, ontology, and philosophy of science, at the expense
of the more mundane business of theorizing about the social world. "So-
ciological theory" nowadays seems to be mostly theorizing about theo-
rizing, not attempting to formulate coherent accounts of things happening
"out there." "Theory," in short, has become a subdiscipline in its own
right, and one with its own apparent criteria of utility and relevance that
seem wholly divorced from the needs and concerns of practicing socio-
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logical researchers. In my mind, this is exactly equivalent to the much-
lamented autonomization of (mostly quantitative) methodology, and no
less absurd or damaging to the discipline as a whole.

Of course, there still are, of practical necessity, lots of sociologists who
engage in theorizing with the aim of coming up with better, more coherent,
more durable, and/or more encompassing explanations for various phe-
nomena and events in the social world. But in terms of prestige and sheer
name recognition throughout the discipline, such "empirical" theorists
play decidedly second fiddle to the practitioners of "general" theory. Pos-
sibly the last explanatory theorist of the former kind to be recognized
widely across subdisciplines and schools of thought was Robert Merton.
These days only theorists of the most "general" variety command that
kind of respect, or at least recognition.

The four theorists that I will discuss are, without doubt, the most widely
recognized practitioners of the genre: Jiirgen Habermas, Pierre Bourdieu,
Anthony Giddens, and Jeffrey Alexander. Few sociologists will claim to
be fully conversant with the work of all four, and fewer still can claim to
really understand it. But the overwhelming majority will have heard their
names and have some vague idea of what they are all about.

Of course, I will make no attempt to survey each author's oeuvre in its
entirety. Such a foolhardy effort would quickly drive the ordinary reader
to desperation without ever coming close to satisfying even these authors'
most lukewarm admirers. Within the confines of this brief chapter, I can
only treat those aspects of their work, and even them rather summarily,
that have earned them the status of "general" theorist.

The moral imperative: Habermas

As the foremost heir of the famed Frankfurt School of Adorno, Horkh-
eimer, and Benjamin (see, e.g., Jay 1973), Habermas has never been in-
terested in sociological theory as merely a device or foundation for
explaining things social. An additional and often overriding aim of Ha-
bermas's theorizing has been to develop a (basis for) a critical theory of
society - that is, a theory capable of uncovering and criticizing society's
"social pathologies" (Habermas 1984, p. xi). As is well-known, after
having given up on the proletariat as the possible material carrier of an
immanent critique of capitalism, his former mentors ended up losing all
hope of ever finding any effective, nonarbitrary antidote against what they
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increasingly came to see as the all-pervasive and relentless march of ' 'in-
strumental reason." Habermas's lifework has, in fact, consisted of a sus-
tained effort to somehow recover such hope. His main concern has been,
and continues to be, to discover the social (as well as philosophical, lin-
guistic, etc.) bases for an alternative kind of reason that can be effectively
used to uncover and counter the deleterious effects of "instrumental rea-
son."

Seen from this angle, sociological explanation has played a decidedly
subordinate role in Habermas's work. It has mostly served as an instru-
ment for seeking out social (as opposed to "merely" philosophical)
sources of, or bases for a form of critical, noninstrumental reason.1 Nev-
ertheless, particularly in his magnum opus, The Theory of Communicative
Action (1984, 1987), Habermas quite explicitly sets out to provide a foun-
dation of explanatory sociological theory as well, one that integrates "ac-
tion-theoretical" and "system-theoretical" approaches. Much like his
Grand Synthetic contemporaries, Habermas takes up the challenge of over-
coming the gulf separating micro- from macro-sociology, hermeneutic un-
derstanding from causal explanation, and reflective agent from structural
compulsion.

In typically Habermasian fashion, he arrives at his "two-level" theory
of modern society by means of a series of exceedingly complicated, often
downright tortuous, "reconstructions" of the thinking of Marx, Parsons,
Weber, Durkheim, Mead, Horkheimer, Adorno, Garfinkel, Goffman, Hus-
serl, Gadamar, Lukacs, and Luhmann, to mention but the most prominent.
Without exception, these efforts are highly debatable from the exegetical
point of view, as a vast secondary literature attests.2 But the interpretive
details need not detain us here. Suffice it to sketch out enough of the
outlines of Habermas's Grand Synthesis to assess its promise with respect
to the identification and analysis of middle-range social mechanisms.

On the action-theoretic side, Habermas takes his main inspiration from
Schutz and Parsons, to posit society as a "lifeworld," a commonly shared,
mostly tacitly held "stock of knowledge" consisting of culture, social
institutions, and personal identities. This lifeworld is, according to Haber-

1 In this respect, Habermas has remained true to what I have elsewhere argued is the
ultimate philosophical core of Marxism (see van den Berg 1988).

2 As Habermas himself admits: "I make the foreign tongues my own in a rather brutal
manner, hermeneutically speaking. Even when I quote a good deal and take over other
terminologies I am clearly aware that my use of them often has little to do with the authors'
original meaning" (Honneth, Knodler-Bunte, and Widmann 1981, p. 30).
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mas, produced and reproduced by symbolic, linguistic means - that is, by
communicative action. Communicative action, in turn, involves ' 'reaching
understanding" under ideal, uncoerced conditions, "a process of mutually
convincing one another in which the actions of participants are coordinated
on the basis of motivation by reasons. 'Coming to an understanding' refers
to communication aimed at achieving a valid agreement" (Habermas
1984, p. 392).

Somewhat notoriously, Habermas has spent half a lifetime trying to
establish this, his most fundamental claim, by enlisting a long succession
of disciplines and theoretical traditions - suitably ' 'reconstructed'' for the
purpose, naturally - from psychoanalysis to modern epistemology, from
linguistics to systems theory, from speech act theory to hermeneutics, from
developmental psychology to historical materialism. From these, Haber-
mas has worked up a massive repertoire of arguments and suggestions3

purported to show that, in some sense, communicative action, "action
orientated to reaching understanding" (Habermas, 1982, p. 227), implies
or relies on an "ideal speech situation," a situation that "excludes all
force . . . except the force of the better argument... all motives except that
of a cooperative search for the truth," where participants are "relieved of
the pressure of action and experience" so that they can "test with reasons,
and only with reasons, whether the claim defended by the proponents
rightfully stands or not," with the "aim to produce cogent arguments that
are convincing in virtue of their intrinsic properties" (Habermas 1984, p.
25; see also pp. 272-3, 285-6, 392, 398).

It can reasonably be argued, I think (see van den Berg 1980, 1990),
that whatever the specific arguments used by Habermas, in the final anal-
ysis they all boil down to the "central intuition" (Honneth, Knodler-
Bunte, and Widmann 1981, p. 9; Dews 1986, p. 99) that the "ideal speech
situation'' is in some way ' 'the inherent telos of human speech'' (Haber-
mas 1984, p. 287). There is much confusion and debate about whether
Habermas thereby wishes to claim that "communicative rationality" in
this sense is logically implied by, inherent in, necessary for, presupposed
by, or the necessary means of the reproduction of the lifeworld. At the
very least, he would have to concede that real, existing lifeworlds have
quite successfully reproduced themselves, and continue to do so, by means
of "speech situations" that are considerably short of his "ideal."

3 For a brief, critical review of a number of these, see van den Berg (1990, pp. 163-74).
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But in any case, a large part of Habermas's "two-level" theory of
society hinges on the notion that there has been a historical tendency for
the lifeworld to become more and more "rationalized" - his somewhat
chilling term for "democratized" - that is, more closely approaching an
"ideal speech situation." According to Habermas, with modernization the
processes of reproduction of the lifeworld become increasingly "reflex-
ive," increasingly detached from received tradition, increasingly a matter
of "discursive will-formation" (Habermas 1987, p. 147). "In a rational-
ized lifeworld the need for achieving understanding is met less and less
by a reservoir of traditionally certified interpretations immune from criti-
cism; at the level of a completely decentered understanding of the world,
the need for consensus must be met more and more frequently by risky,
because rationally motivated, agreement" (Habermas 1984, p. 340).

But not all joint action or interaction is, or can be - particularly in
modern societies - coordinated purely by such risky procedures. Some
systems of action can be, and in modern societies must be, steered by
mechanisms that do not appeal directly to actors' intentions and orienta-
tions. To understand this aspect of social reproduction, Habermas claims,
we need a functional or systems theory rather than the interpretive, "in-
tentionalist'' perspective applicable to the lifeworld just outlined.

Taking his cues from Luhmann and Parsons, Habermas develops the
systems-theoretic side of his argument to understand, in particular, the
functioning of two central societal domains, the economy and the legal-
political system. These, he argues, are coordinated through the generalized
"delinguistified steering media" money and power (Habermas 1984, pp.
341-2). These steering media do not appeal to or require unwieldy and
unpredictable processes of reaching mutual understanding but merely ad-
justment of individual action in accordance with the pursuit of individual
interest. Here Habermas in fact explicitly refers to "systemic mechanisms
that stabilize non-intended systems of action" (Habermas 1987, p. 150,
emphasis added).

Now the fact that money and power can steer the economic and legal-
political systems without requiring the establishment of consensus by
means of communicative action permits these systems to become "un-
coupled" from the processes of symbolic reproduction of the lifeworld.
This is both the result of the increasing ' 'rationalization'' of the lifeworld
and a necessary precondition for it. For, as the reproduction of the life-
world can rely less and less on the automatisms of received tradition in
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favor of discursive will-formation, this can only be accomplished if other
spheres of social life can function more or less independently by means
of steering mechanism able to replace linguistic communication.

Thus the "uncoupling" of system from lifeworld is a necessary part of
the overall process of rationalization, according to Habermas. But the pro-
cess is "contradictory from the start" (Habermas 1984, p. 342). The con-
tradiction arises between a lifeworld in which the communicative reaching
of understanding becomes more and more the primary principle of inte-
gration, on the one hand, and the increasing complexity of the now un-
leashed systems of purposive-rational action, on the other (Habermas
1984, pp. 342-3). While the "social-life context" must reproduce "both
through the media-controlled purposive-rational actions of its members
[sic] and through the common will anchored in the communicative prac-
tice of all individuals" (Habermas 1984, p. 398), there is the persistent
danger of a "colonization of the lifeworld" by the subsystems of purpo-
sive-rational action (see especially Habermas 1987, pp. 153-97, 301-31).4

This is, according to Habermas, the "rational core" (1984, p. 390) of
Horkheimer and Adorno's critique of instrumental reason. Once it is for-
mulated in this way, their despair turns out to have been premature since
there is an alternative concept of reason available and exemplified by the
"mechanism of linguistic communication. . . that emerges in increasing
purity from the rationalization of the lifeworld" (Habermas 1984, p. 342).
Moreover, Habermas is able to point to a number of recent sociopolitical
movements, including feminism, Greens (environmentalists), peace move-
ments, human rights activists, ethnic and geographically based movements,
and youth and "alternative" movements, as representatives of the embat-
tled "lifeworld," struggling against the encroachments of monetary and
bureaucratic principles of organization (see Habermas 1981, 1986, 1987,
pp. 391-6).

As noted by several critics (e.g., Baxter 1987; Schudson 1994), Haber-
mas's stark and largely unmotivated contrast between a "lifeworld"
coordinated by democratic consensus seeking and "systems" guided es-
sentially by greed and power has its roots in his need to identify the social
bases of good and evil, not in any desire to develop better explanatory

4 For two excellent summaries, see McCarthy's introduction to Habermas (1984, pp. xix-
xxvii) and Baxter (1987).
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resources. Put differently, once again Habermas's moral intent wins it,
hands down, from his explanatory aspirations.

What is characteristic of the "ideal speech situation," and by impli-
cation of the "lifeworld," is precisely the absence, or at least decreasing
significance, of any social mechanism - for all such mechanisms would
necessarily "distort" the intent of coming to an unmediated, uncoerced
consensus. On the other hand, the social mechanisms that lie behind the
developmental trends characterizing the rise and expansion of "systems"
are of no real interest to Habermas and can, thus, only be surmised. Pre-
sumably they are not unlike those initially posited by Weber to account
for the Western trend toward rationalization and disenchantment. At the
same time, however, there is a strong element of Parsonian functionalism
in Habermas's contention that systems of delinguistified coordination arise
in order to free the economy and polity from the arduous and cumbersome
processes of "discursive will-formation."

On the other hand, there may be some sort of mechanism akin to
Simon's "bounded rationality" at work here. That is, Habermas may be
assuming that there is some sort of finite limit on the amount of time and
energy we can afford to spend on processes of "discursive will formation"
and that, when that limit comes in sight, we tend to cast about for ways
of coordinating at least some of our joint activities by other more auto-
matic means.

The interaction between the two in the form of "colonization" finally
refers vaguely to the intrusion of "alien" elements of purposive rationality
into the allegedly communicatively structured "lifeworld." There is some
vague resonance here with the currently widespread unease about modern-
day bigness, impersonal constraints, and materialism, but that is all there
is - a vague resonance with equally vague general sentiments. There may
be some sort of theory of human nature underlying this to the effect that
people will resist any encroachments on the processes of democratic, dis-
cursive will formation but this is hardly the stuff of solid, explanatory
middle-range theory.

My point, then, is not that there are no signs of social mechanisms to
be found in the trends and interconnections that Habermas claims to dis-
cern in advanced (formerly "late") capitalist societies. To the contrary,
his arguments are replete with such mechanisms, albeit in a remarkably
unreflective state. There are in fact countless hints and implied assump-
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tions running through his labyrinthine exegeses that could certainly furnish
the raw materials for quite a repertoire of social mechanisms.

But these would be only incidental by-products of Habermas's massive
theoretical project. That project is concerned with identifying the forces
for progress in contemporary society and the dangers to which they are
exposed, not with carefully formulating and cataloguing the various social
mechanisms that might help us better to understand how social systems
and individuals' actions mesh. It is also, clearly, this overriding moral-
philosophical purpose, rather than any burning desire to sort out the com-
plex causal interconnections between the micro and the macro level of
social life, that caused Habermas to pick up the widely circulating action-
vs.-system problematique. Finally, given his primarily moral purpose and
his exceedingly philosophical bent, Habermas's way of dealing with that
problematique has no doubt greatly contributed to turning it into a matter
of abstract epistemology or ontology rather than the middle-level expla-
nation envisaged by Coleman, Elster, and others.

Recursive resolutions: Bourdieu and Giddens

Bourdieu: Habitus

To his credit, of all major Grand Synthesizers, Pierre Bourdieu is the only
one who also actively conducts empirical research and who repeatedly and
heatedly denies even being a "theorist" (see Jenkins, 1992, pp. 66-7).5

With a dedicated army of followers, Bourdieu has undertaken a vast array
of empirical studies of a variety of institutional and cultural sectors -
referred to as "social fields" - ranging from the arts to the educational
system, from the homeless to the state and politics, from the sociology of
taste to marriage and the family (e.g., Bourdieu 1977b, 1984, 1988).

In this empirical work, Bourdieu does, in fact, operate with a variety
of social mechanisms, although he would not call them that. Behind his
notions of various forms of "capital" (social, cultural, symbolic), which
are accumulated and monopolized in different forms in the various "social

5 Here is one typical disclaimer on the occasion of a "workshop" with his faithful
lieutenant in North America, Loi'c Wacquant: ' 'Let me say outright and very forcefully that
I never "theorize," if by that we mean engage in the kind of conceptual gobbledygook
(laius) that is good for textbooks and which, through an extraordinary misconstrual of the
logic of science, passes for Theory in much of Anglo-American social science'' (Wacquant
1989, p. 50).



SOCIOLOGICAL THEORY AND SOCIAL MECHANISMS 213

fields," according to the rules operative in each, lie, implicitly at least,
social mechanisms such as network formation through the systematic
exchange of favors and obligations, mechanisms of cultural inheritance,
various mechanisms of social exclusion and closure, and so on. But for
the invariably pretentious and barely intelligible manner in which these
empirical studies are presented,6 they would seem to be commendable
albeit not particularly original efforts.

But if Bourdieu only offered some fairly straightforward handiwork in
the more or less Weberian social closure tradition, as he himself occa-
sionally and somewhat disingenuously claims, he would hardly have
reached the international intellectual stature he now enjoys. And surely
the abstruse presentation is part of a strategy to lay claim to the elevated
rank of Grand Theorist far above that to which a merely empirical soci-
ological researcher, however productive, can ever hope to aspire. More-
over, his empirical studies are invariably presented as the product of a
revolutionary new theoretical approach and methodology. His own pro-
testations to the contrary notwithstanding, then, it is his alleged theoretical
genius that is really Bourdieu's claim to international fame (cf. Jenkins
1992).

But for all his alleged originality, Bourdieu is surprisingly similar to
his Grand Synthesizing contemporaries in what he claims to accomplish.
He, too, professes to have found a way of overcoming the opposition in
social science between what he calls "objectivism" and "subjectivism."
His approach aims to "move beyond the antagonism between these two
modes of knowledge, while preserving the gains from each of them"
(Bourdieu 1990a, p. 25). And again, "the sort of philosophy of science
that I have tried to develop has, from the first, challenged the Germanic
distinction between 'explanation' and 'understanding' which has been a
kind of a priori Diktat according to which the human sciences are not the
same kind of sciences as the rest" (Bourdieu 1992, p. 46).

The way out of this "ritual choice" (Jenkins 1992, p. 66) is, according
to Bourdieu, to realize that "practices can have other principles than me-
chanical causes or conscious ends. . . . The principle of practices has to be

6 "It cannot be denied that Bourdieu is hard to read," even his admirers concede (Rob-
bins 1991, p. 1). This is a considerable understatement. His prose has been more aptly
described as "a veritable foret sauvage of neologisms, sub-clauses, paragraphic sentences
and circumlocution" (Jenkins 1989, p. 640). "If anything, Bourdieu is a much worse ex-
ample of systematically compromised intelligibility than Parsons" (Jenkins 1992, p. 173,
fh.3O).
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sought instead in the relationship between external constraints which leave
a very variable margin for choice, and dispositions which are the product
of economic and social processes that are more or less completely reduc-
ible to these constraints, as defined at a particular moment" (Bourdieu
1990a, p. 50). Thus Bourdieu's introduction of his oft-cited but little un-
derstood notion of habitus, his solution to the theoretical dilemma.

Unfortunately, habitus is a notoriously difficult notion to pin down. By
most accounts, The Logic of Practice contains the "most exhaustive the-
oretical explication of Bourdieu's habitus theory" (Broady 1990, p. 228,
my translation), with a whole chapter devoted to the concept. Yet one
looks in vain for a straightforward definition. The closest thing I was able
to find is this: "systems of durable, transposable dispositions, structured
structures predisposed to function as structuring structures, that is as prin-
ciples which generate and organize practices and representations that can
be objectively adapted to their outcomes without presupposing a conscious
aiming at ends or an express mastery of the operations necessary in order
to attain them" (Bourdieu 1990a, p. 53).

Although the foregoing quote is not terribly helpful, I believe what
Bourdieu has in mind is something like the following. Social action is to
be explained as the joint product of the objective conditions that people
face and the preexisting dispositions with which they confront and inter-
pret those conditions. Those predispositions, in turn, are in fact none other
than the "practical answers" people had devised to meet previous con-
ditions and which are, therefore, "objectively compatible with these con-
ditions and in a sense pre-adapted to their demands" (Bourdieu 1990a, p.
54). As long as these conditions do not change, the habitus "tends to
guarantee the 'correctness' of practices and their constancy over time"
(Bourdieu 1990a, p. 54). Thus "the habitus, a product of history, produces
individual and collective practices - more history - in accordance with
the schemes generated by history. It ensures the active presence of past
experiences, which, deposited in each organism in the form of schemes
of perception, thought and action, tend to guarantee the 'correctness' of
practices and their constancy over time, more reliably than all formal rules
and explicit norms" (Bourdieu 1990a, p. 54). If objective conditions do
change, however, this will force people to consider new practical solutions
which, ipso facto, modifies the habitus accordingly.

The following quote confirms my general interpretation.
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The lines of action suggested by habitus may very well be accompanied
by a strategic calculation of costs and benefits which tends to carry out
at a conscious level the operations which habitus carries out in its own
way. . . . Times of crises, in which the routine adjustment of subjective
and objective structures is brutally disrupted, constitute a class of cir-
cumstances when indeed "rational choice" often appears to take over.
But, and this is a crucial proviso, it is habitus itself that commands this
option. We can always say that individuals make choices, as long as
we do not forget that they do not choose the principle of these choices.
(Wacquant 1989, p. 45; see also Jenkins 1992, p. 77)

Thus there exists a "dialectical relationship . . . between the regularities of
the material universe of properties and the classificatory schemes of the
habitus" (Bourdieu 1990a, p. 140), with material conditions and habitus
mutually (re-)producing one another in a seamless "network of circuits
of circular causality" (Bourdieu 1990a, p. 97).

Every "social field," Bourdieu declares, requires "agents equipped
with the habitus needed to make them work" (Bourdieu 1990a, p. 67).
The requisite dispositions must be systematically and relentlessly incul-
cated from early childhood on so as to acquire the character of "doxa,"
' 'undisputed, pre-reflexive, naive, native compliance with the fundamental
presuppositions of the field" (Bourdieu 1990a, p. 68). The use of the au-
tomatisms of language and bodily postures or "hexis" ("body lan-
guage" )7is particularly important, Bourdieu maintains (1990a, pp. 68-71;
see also Jenkins 1992, pp. 67-84).

These, then, are the elements with which Bourdieu wants to carry out
his radical "transformation of scientific practice" (1990a, p. 145) and that
will permit us at last to "move beyond the false choice in which social
science generally allows itself to be trapped, that between social physics
and social phenomenology" (ibid., p. 135).

At first sight, Bourdieu's notion of habitus appears to be a promising
candidate for a social mechanism or cluster of such mechanisms. It sug-
gests something about people more or less turning existing resources to

7 Broady (1990, pp. 236, 252) claims that Bourdieu uses the term hexis simply as an
Aristotelian synonym for the Latin habitus. While the original meaning of the two terms is
indeed very similar and Bourdieu does not bother to define either term adequately, it is quite
clear that he uses them in the distinct senses indicated here (cf. Jenkins 1992, p. 75).
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their advantage by a combination of strategic and habitual action. Yet, on
closer inspection, the role of any specific social mechanisms becomes less
and less clear.

It would seem sensible enough, albeit not especially novel, to depict
human action as the joint product of objective conditions and preexisting
dispositions. This is, in fact, the standard form of most explanations of
social action, is it not? But then the question remains where these dispo-
sitions come from and how they affect action. Are they more or less freely
chosen, or are they deeply inculcated and hence followed more or less
blindly? Do they prescribe behavior within very specific limitations, or do
they only offer a wide repertoire from which one can choose?

Although "Bourdieu is to the highest degree heedful of the fact that
people have intentions, will and a capacity for conscious action," we are
told by one devotee, "he never neglects to raise the question of how these
intentions, this will and this capacity to act have been implanted" (Broady
1990, p. 233, my translation). "Implanted" seems an apt term for the way
Bourdieu insists on the necessity for systematic inculcation from early
childhood of the unconscious, prereflexive dispositions of the habitus that
are a functional requisite for any "social field." But such a process of
involuntary "implantation" would seem to leave precious little room for
any "intention, will or conscious action." In fact, it would seem to render
Bourdieu's notion of habitus indistinguishable from the most relentlessly
deterministic models of behavior as espoused by structuralists and struc-
tural functionalists (cf. DiTomaso 1982; cf. Jenkins 1992, pp. 81-2,
96-7).

Yet Bourdieu forcefully dismisses the charge:

As an acquired system of generative schemes, the habitus makes pos-
sible the free production of all the thoughts, perceptions and actions
inherent in the particular conditions of its production - and only those.
. . . This infinite yet strictly limited generative capacity is difficult to
understand only so long as one remains locked in the usual antinomies
- which the concept of the habitus aims to transcend - of determinism
and freedom, conditioning and creativity, consciousness and uncon-
scious, or the individual and society. Because the habitus is an infinite
capacity for generating products - thoughts, perceptions, expressions
and actions - whose limits are set by the historically and socially sit-
uated conditions of its production, the conditioned and conditional free-
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dom it provides is as remote from creation of unpredictable novelty as
it is from simple mechanical reproduction of the original conditioning.
(Bourdieu 1990a, p. 55; cf. Robbins 1991, pp. 170-3)

This sounds like the fairly commonplace idea of "choice within certain
limits" that many consider to be a solution to the determinism-voluntarism
problem. But I must confess that I, for one, "locked in the usual antino-
mies" as I am, have never understood how this solved anything at all.
Viewing the habitus merely as repertoires that actors may select from
simply raises the earlier questions once more: What causes people to
choose one alternative within the ' 'permitted set'' rather than another? If
this really is a matter of choice, then we are, in fact, in the realm of
"unpredictable novelty." If, on the other hand, the choice of alternatives
is predictable on the basis of further dispositions, we are back at "simple
mechanical reproduction of the original conditioning." No doubt, dispo-
sitions evolve over time as people are forced to adjust their "practical
answers" to changing conditions. But here again, one has to ask what
makes people choose certain answers as "practical." If it is either some
universal pursuit of "practicality" (maximizing utility?) or unconscious
implementation of preexisting dispositions, we are back once again with
the "mechanistic determinism" of economics (Bourdieu 1990a, p. 46) or
functionalism. In short, for all his confident declarations to the contrary,
I fail to see how Bourdieu's own approach does anything at all to "tran-
scend the usual antinomies."8

My point here is not that Bourdieu's solution to this intractable problem
is particularly wrongheaded - rather, that it is so surprisingly unoriginal.
In fact, the concept of habitus - almost always italicized, presumably to
underscore its immense theoretical significance - has a rather deja vu
quality about it. On several occasions, Bourdieu describes it, or perhaps
its "doxa,"9 in terms that are indistinguishable from those used by phe-
nomenologists describing their similarly ill-defined concept of the "life-
world": "the pre-verbal taking-for-granted of the world that flows from

8 See Jenkins (1992, pp. 79-83) for a whole series of obscure and apparently inconsistent
statements by Bourdieu on the relation between external conditions and supposedly evolving
habitus, showing the lack of any clear mechanism by which its "dispositions" are formed,
changed, or maintained in his theory.

9 I must confess that the relation between the two concepts is not entirely clear to me.
Bourdieu's only and rather puzzling indication is that "Doxa is the relationship of immediate
adherence that is established in practice between a habitus and the field to which it is
attuned" (Bourdieu 1990a, p. 68).
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practical sense" (Bourdieu 1990a, p. 68). Bourdieu's heated and repeated
denials of any such "regression towards intuitionism" (Bourdieu 1990a,
p. 269) or of any kinship with the tradition of Dilthey and Husserl (Bour-
dieu 1990a, p. 19) do little to dispel the striking resemblance (cf. Jenkins
1992, p. 140).

But as a solution to the problem that lies at the heart of the whole
objectivism-vs.-subjectivism problematique - the problem of which came
first, social structures or the people who make them up - this seems en-
tirely vacuous. What such unappealing circumlocutions as "the dialectic
of social structures and structured, structuring dispositions" (Bourdieu
1990a, p. 41), "structured structures predisposed to function as structuring
structures" (Bourdieu 1990a, p. 53), and a "network of circuits of circular
causality" (Bourdieu 1990a, p. 97) seem to have in common is that they
simply restate the problem: Obviously, people shape social structures, and
social structures shape people. Somehow this does not immediately strike
me as the colossal conceptual breakthrough that is going to rescue us from
the "spurious alternatives of social physics and social phenomenology"
(Bourdieu 1990a, p. 140). It amounts to little more than an obscurantist
way of restating Coleman's micro-macro problem, without even beginning
to suggest anything that might help to address it.

The few further specifics that Bourdieu supplies do not give one a sense
of extraordinary insight or utility either. First, there is the principle that
similar conditions will produce similar habitus, it being "precisely this
immanent law, lex insita, inscribed in bodies by identical histories, which
is the precondition not only for the co-ordination of practices but also for
practices of co-ordination" (Bourdieu 1990a, p. 59). This "principle" is
also, one might add, rather an indispensable precondition for doing almost
any kind of social science since without it relations between people's
actions and their social environments would be entirely random. The sec-
ond feature, presented with the same aplomb, is equally banal. Unless
conditions change, Bourdieu tells us, the habitus reflects the "tendency
of groups to persist in their ways" (Bourdieu 1990a, p. 62). Who would
have thought?

Thus even in this, its "most exhaustive theoretical explication," Bour-
dieu's central concept of habitus emerges as neither particularly original
nor especially coherent. Rather than helping to overcome the opposition
between objectivism and subjectivism, it simply seems to provide a con-
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veniently vague cover for Bourdieu's theoretical drift between the two. It
gives the appearance of theoretical coherence where in fact there is only
incoherence and ambivalence.

At the same time, as many observers have noted (e.g., Jenkins 1982,
1992; Mouzelis 1995, pp. 110-11), in practice Bourdieu invariably em-
phasizes how the "rules" of any particular "field," and the habitus that
fit those rules, determine people's behavior, without ever bothering to
make even any pro forma gestures in the direction of any more volunta-
ristic, situational aspects. From his early analyses of the "symbolic vio-
lence" inflicted upon the dominated classes through the educational
system in order to inculcate in them a habitus that will effectively prevent
them from recognizing their own oppression (Bourdieu 1977b) to his later
work on various other "social fields," Bourdieu treats social action as the
result of deeply and irrevocably internalized schemes and patterns whose
iron grip is all the more inescapable because actors themselves are un-
conscious of them. Although Bourdieu occasionally vents his deep irrita-
tion over this "deterministic misreading" (Wacquant 1989, p. 28; cf.
Bourdieu 1990b, pp. 116-19) of his work, his own repeated practice, as
well as many of his less guarded theoretical pronunciamentos (see, e.g.,
Bourdieu and Eagleton 1992, pp. 111-15), heavily and unmistakeably
leans toward the "objectivist" end of the continuum.

Thus Bourdieu's efforts to "transcend" the opposition between objec-
tivism and subjectivism in the end seem to boil down to little more than
lip service to the intention to transcend it combined with a decidedly
objectivistic slant in actual practice. There are at least two reasons why
this is perhaps not so surprising. First, notwithstanding his self-assured
claims to have reached an unprecedented level of reflexivity with respect
to his own methods and philosophical assumptions, Bourdieu still seems
fairly helplessly caught in the spell of structuralist objectivism. This is
particularly evident in the fact that while he devotes many pages of tor-
tuous, and often, where they are somewhat intelligible, plainly contradic-
tory arguments against the demons of structuralism, it is obvious that
Bourdieu has great trouble taking the "subjectivist" perspective seriously
at all. He simply rejects Sartre's "ultra-consistent formulation" of "the
philosophy of action . . . [describing] practices as strategies explicitly ori-
ented by reference to ends explicitly defined by a free project'' (Bourdieu
1990a, p. 42), as unable to recognize durable dispositions or causes of
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action, and thus forced to view society as a pure creation "ex nihilo"
(Bourdieu 1990a, p. 42-6). Economic "rational-actor" theories are sum-
marily dismissed on similar grounds (Bourdieu 1990a, p. 46).10 Besides
this Bourdieu limits himself to the sporadic display of contempt for "the
eulogists of 'lived experience' " (Bourdieu 1990a, p. 145).n

Second, and more important, whenever Bourdieu does try to explain
actual social behavior, he is forced to resort to "objectivistic" mechanisms
of explanation because he remains committed to explanation rather than
empathic description. Although this is not the right place to do so, it can,
I think, be convincingly argued that the various "subjectivistic" ap-
proaches simply do not possess any conceptual tools for explaining social
behavior. In fact, the distinctiveness of such approaches (a number of
variants of symbolic interactionism, phenomenology, hermeneutics, and
so on) consists precisely in their more or less outright rejection of any
explanatory strategy worthy of the name.

Mouzelis, in an analysis not unlike the foregoing (with the important
exception of my last, admittedly underdeveloped point) concludes that
" [Bourdieu's] rather megalomaniacal attempts at 'transcending' existing
approaches, distinctions or concepts may have more to do with the habitus
of a certain type of French intellectual (who, by caricaturing or completely
ignoring what already exists, is obsessively concerned with the 'new',
even where this merely means putting new labels onto old bottles) than
with any serious elaboration of a genuinely new theoretical synthesis"
(Mouzelis 1995, pp. 110-11). Although many have commented on the
Gallic peculiarities of Bourdieu's self-presentation,12 this seems to be a
matter of style (and surely also strategy) rather than content. For the re-
markable thing is - and this is a major point of this chapter - that a number
of aspiring Grand Synthesizers, hailing from different countries and wildly
different theoretical traditions, seem to have arrived at virtually the same
conclusion, or, rather, impasse.

10 While, rather curiously, being denounced for their "mechanistic determinism" at the
same time (Bourdieu 1990a, p. 46).

11 Consider, for instance, a recent offhand dismissal of the "Germanic" distinction be-
tween understanding and explanation as a basis for distinguishing human from natural sci-
ences: "This unscientific mode is a defensive system, established by certain philosophies of
the person, which demands that there are things beyond science, in particular the 'person',
'creation', the 'creators', which is to say, in brief: the narcissistic ego of the intellectuals"
(Bourdieu 1992, p. 46).

12 Including the present author (see van den Berg 1992).



SOCIOLOGICAL THEORY AND SOCIAL MECHANISMS 221

Giddens: ' 'Structuration''

By quite a different route, Anthony Giddens has ended up in a position
that is strikingly similar to that of Bourdieu. Coming from the "Anglo-
Saxon' ' tradition that Bourdieu appears to hold in such contempt, Giddens
was initially little affected by continental fancies like structuralism, Sar-
trian subjectivism, or critical theory for that matter. His early work was
instead aimed at throwing off the yoke of Parsonian structural function-
alism that still carried some weight in Anglo-Saxon sociological theory,
if not in actual research. To this end, he initially seemed to lend his voice
to a growing chorus of neo-Weberian conflict theorists seeking to replace
Parsonian consensualism with a more hard-nosed, yet not dogmatically
Marxist, "conflict" perspective (Giddens 1971, 1972; cf. Parkin 1971,
1980; Collins, 1975).

An influential work in this general movement was Giddens's The Class
Structure in Advanced Societies (1973), a wide-ranging tour d'horizon of
the state of stratification theory and research at the time. There Giddens
presents for the first time what was to become his theoretical master con-
cept, "structuration." However, the meaning of the concept has changed
quite considerably in the ensuing years, in step with Giddens's rapidly
expanding theoretical ambitions.

In the original formulation, the notion of "structuration" sounded re-
markably like a social mechanism of the Elsterian variety. Giddens applied
the term to the process whereby socioeconomic advantage and disadvan-
tage congeal into certain patterns of social mobility, behavior, and social
intercourse, thence producing more or less stable class cultures and con-
sciousness (see especially Giddens 1973, pp. 107-12).

After this, however, Giddens soon became much preoccupied, like his
fellow Grand Synthesizers, with what he influentially dubbed the "agency
versus structure" problem. In a book modestly entitled New Rules of So-
ciological Method, "structuration theory" was already transformed from
a theory highlighting one social mechanism among many to the solution
to the most intractable dilemma of the social sciences. Some years later,
structuration theory received its apparently definitive treatment in Giddens
magnum opus to date,13 The Constitution of Society (1984).

13 For one who produces roughly one major book every year, nothing much is likely to
remain definitive for very long.
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Probably in reaction to the ' 'oversocialized'' conception of social action
(cf. Wrong 1961) in structural functionalism, and quite unlike Bourdieu,
Giddens takes the subjectivist alternative offered by phenomenological
approaches such as Garfinkel's "ethnomethodology" very seriously in-
deed. In fact, he never seems to tire of declaring his firm commitment to
"the fundamental significance of knowledgeability of human actors . . .
[who] are vastly skilled in the practical accomplishments of social activ-
ities and are expert 'sociologists' " (Giddens 1984, p. 26). But although
this may be "absolutely essential if the mistakes of functionalism and
structuralism are to be avoided... it is equally important to avoid tum-
bling into the opposing error of hermeneutic approaches and of various
versions of phenomenology, which tend to regard society as the plastic
creation of human subjects" (Giddens 1984, p. 26). In short, Giddens, too,
promises to deliver us from the seemingly insuperable dualism of agent
and structure, micro and macro, voluntarism and determinism, subjectiv-
ism and objectivism.

Much of Giddens's theorizing is preoccupied with the development of
taxonomies and schemata, neologisms and redefinitions, which have pro-
voked much exegetical exertion and debate but not much to detain us
here. If anything, his grim determination to blanket social reality with a
vast conceptual quilt leaving nothing exposed reminds one, rather force-
fully, of his erstwhile arch-nemesis, Talcott Parsons.

But at the core of Giddens's theory of structuration, lies a deceptively
simple idea: the "duality of structure." With this single wave of the con-
ceptual wand, Giddens claims to have simply dissolved the above dualism.
Instead of conceiving of actors and structures as external to each other,
giving rise to mutually exclusive emphases on the causal effectiveness of
either one or the other, Giddens proposes to reconceptualize them as a
"duality," as "simply two sides of the same coin" (Craib 1992, p. 3).

Giddens sees the relation between actors and structures as a "recursive"
process. Somewhat idiosyncratically, he defines "structures" as consisting
of "resources" and "rules" on which variably knowledgeable actors draw
to produce and reproduce the recurrent practices that constitute more struc-
tures, and so on and so forth. Hence ' 'the theorem of the duality of struc-
ture": "The structural properties of social systems are both medium and
outcome of the practices they recursively organize" (Giddens 1984, p.
25). In a very real sense, then, there is no social structure influencing and
constraining agents' actions from the outside, as supposed by a variety of
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structuralist approaches. Rather, "structure only exists in and through the
activities of human agents" (Giddens 1989, p. 256).

But for all his celebration of knowledgeable agents actively and re-
flexively monitoring and creating "structures," Giddens has remained
notoriously vague on what exactly motivates these agents, or how knowl-
edgeable they really are, or how constrained they are by the "structures"
that provide both the "resources" for their actions and the "rules"
whereby to act. He distinguishes between "discursive" and "practical"
consciousness on the part of actors, for instance, but has little to say on
which is more likely to prevail under what conditions (see, e.g., Giddens
1984, pp. xxiii, 7, 41-5). Following Garfinkel to some extent, he empha-
sizes the actors' need to retain or repair their "ontological security" by
means of maintaining predictable routines (Giddens 1984, pp. 60-4). But
then again, he also constantly stresses actors' creativity and innovativeness
as a source of social change. Hence the following rather typical summa-
tion: "Social life may very often be predictable in its course, as such
authors [who take institutional analysis to comprise the field of sociology
in toto] are prone to emphasize. But its predictability is in many of its
aspects 'made to happen' by social actors; it does not happen in spite of
the reasons they have for their conduct" (Giddens 1984, pp. 285).

Thus, coming from quite a different original position, Giddens ends up
with almost exactly the same theoretical result as Bourdieu did. His "du-
ality of structure," just like Bourdieu's habitus, does not seem to imply
anything more than that people make or use social structures and that
structures affect the way they do this. As Sharrock rightly notes, "Saying
that society is both an objective and a subjective reality and involves both
structure and agency, may sound like a conciliation of opposed views, but
is it anything more than a restatement of Marx's contention that we make
history, but not in circumstances of our own choosing?" (Sharrock 1987,
p. 154).

Interestingly, while it is virtually impossible to tell Giddens's and Bour-
dieu's "solutions" to the agency vs. structure problem apart, Giddens is
regularly taken to task for being too voluntaristic (see, e.g., Baber 1991;
Thompson and Held 1989). Contrast this with Bourdieu's allegedly heavy-
handed determinism. The fact that these two virtually indistinguishable
theoretical positions14 could prompt such entirely opposite responses is

14 For arguments leading to the same conclusion regarding the similarity between Bour-
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itself, I think, a sure sign of their effective vacuousness. Paul DiMaggio
sums it up perfectly, while at the same time suggesting precisely why the
serious study of social mechanisms is a far more promising avenue than
the proliferation of grand theories claiming to transcend all existing antin-
omies:

Such concepts [such as Bourdieu's (1977[a]) definition of the habitus
as "structuring structure," and Giddens's (198[4]) "structuration"] are
solutions only if they are accompanied by sophisticated and detailed
accounts of mechanisms of change. Otherwise, they simply deny over-
socialization without offering a real alternative. Bourdieu (1977[a]) pro-
vides little guidance as to the plasticity of the habitus and Giddens
(198[4]) hedges the question with even-handed references to "agent
knowledgeability" (DiMaggio 1990, p. 123).

Mired in multidimensionality: Alexander

As compared to Giddens, Jeffrey Alexander hails from almost exactly the
opposite end of the theoretical spectrum. Beginning with his early four-
volume, Theoretical Logic in Sociology (Alexander 1982-3), he has set
himself the task of rehabilitating Parsons's structural functionalism. But
Alexander's neofunctionalism was to modify and amend the original Par-
sonian formulation in light of some of the justified criticisms of it. In
particular, neofunctionalism was to have none of the anti-individualism,
the antagonism to change and conflict, and the unidimensional reliance on
culture as the principal determinant of human action that marred its pre-
cursor. Deeply committed to a resolute multidimensionalism, neofunction-
alism would avoid the pitfalls of all extant one-dimensional approaches,
while incorporating their valid insights. Note, once again, the great syn-
thetic ambition.

In true Parsonian style, Alexander offers nothing less than a "new 'the-
oretical logic' for sociology" (1982-3, p. xv). Each theoretical approach,
he claims, rests on its own set of mostly a priori presuppositions that guide
and limit it. The most important of these presuppositions are implicit so-
lutions to the two fundamental theoretical problems that all approaches
face: the "problem of order" and the "problem of action." With respect

dieu's and Giddens's attempts to overcome the subjectivism/objectivism dualism, see Mouz-
elis (1995, Ch. VI) and Jenkins (1982).
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to the former, theorists have chosen to focus either on the micro/individual
or on the macro/collective level. At the micro level, social order is viewed
"as the product of negotiation freely entered into, as the result of indi-
vidual decisions, feelings, and wants" (Alexander 1984, p. 7). "Individ-
ualist theorists . . . [assume] not only that individuals have an element of
freedom but that they can alter the fundamentals of social order at every
successive point in historical time. Individuals, in this view, do not carry
order inside of them. Rather, they follow or rebel against social order -
even their own values - according to their individual desires" (Alexander
1987, p. 11). Macro-level approaches, by contrast, are collectivist in that
they stress how social order is, "in Emile Durkheim's famous phrase, a
reality sui generis, [in which] the decisions of those who came before us
have become sedimented into institutions" (Alexander 1984, p. 7). "Any
individual act, according to collectivist theory, is pushed in the direction
of preexisting structure, although this direction remains only a probability
for those collectivists who acknowledge that action has an element of
freedom" (Alexander 1987, p. 11).

The "problem of action," on the other hand, requires a choice between
materialist-instrumentalist conceptions of action, which depict action as
rational, instrumental, and self-interested, on one end of the continuum,
and nonmaterial conceptions, emphasizing the normative, nonrational, and
affective aspects of action.

The "problem of action," then, is whether we assume actors are rational
or nonrational.... In social theory . . . this dichotomy refers to whether
people are selfish (rational) or idealistic (nonrational), whether they are
normative and moral (nonrational) in their approach to the world or
purely instrumental (rational), whether they act in terms of maximizing
efficiency (rationally) or whether they are governed by emotions and
unconscious desires (nonrationally). All these dichotomies relate to the
vital question of the internal versus external reference of action. Ra-
tionalistic approaches to action portray the actor as taking his bearings
from forces outside of himself, whereas nonrational approaches imply
that action is motivated from within. (Alexander 1987, p. 10)

A simple cross-classification yields a fourfold typology into which, ac-
cording to Alexander, all major theoretical traditions can be usefully ar-
ranged. Thus, for instance, Marxism tends toward the collective solution
to the problem of order but is on the materialist side where the problem
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of action is concerned. The latter is also true for rational-choice theory,
but it adopts the individualist position with respect to social order.

Now, while Alexander repeatedly calls for abandoning these one-
dimensional (actually two-dimensional according to his own scheme) ap-
proaches in favor of a more thoroughly "multidimensional" alternative,
he still favors a basically Parsonian position over the others. That is, he
argues, very much in line with the Durkheimian/Parsonian tradition, that
it is a "theoretical mistake" to "privilege the arena of micro process"
(Alexander 1988, p. 307), as this could never explain the fact of social
order (also Alexander 1984, p. 9). With respect to the problem of action,
Alexander rejects the materialist solution as too deterministic: "[B]y as-
suming that actors are efficient calculators of their own material environ-
ment, the instrumental approach to social structure makes action
completely determined by external control. . . [and thus] denies the pos-
sibility of individual control" (Alexander 1984, p. 14). With its "narrow,
merely technically efficient form of rationality . . . "motives" are elimi-
nated as a theoretical concern. . . . I am arguing, then, that rational-
collectivist theories explain order only by sacrificing the subject, by
eliminating the very notion of the self" (Alexander 1987, p. 14).15

Consequently, "[t]he hope for combining collective order and individ-
ual voluntarism lies with the normative, rather than the rationalist tradi-
tion" (Alexander 1982-3, p. 108).

The aim of the normative approach to social structure has been to allow
for collective order without eliminating the consideration of individual
control. This can only be accomplished, however, if the individual is
viewed in a manner that is not rationalistic. Only if theorists are sen-
sitive to the internal components of action, to the actor's emotions and
moral sensibilities, can they recognize that social structure is located as
much within the actor as without. Only with this recognition can social
theory make the individual a fundamental reference point without, at
the same time, placing him outside of his social context (Alexander
1984, pp. 14-15).

15 Note that the quotation here refers to collectivist (w.r.t. to the "problem of order")
variants of rationalist theories of action. But in terms of the points at issue here (viz., the
externality of constraints reducing actors to "mere" calculating robots), there is no differ-
ence between the two variants. At the same time, the quote does nicely illustrate a central
"conflation," to use one of his own favorite terms, running through Alexander's work
generally, as we shall see.
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Thus Alexander seems to end up with a "[n]ormative structuralism"
(Alexander 1984, p. 18) that is rather difficult to distinguish from the old,
orthodox Durkheimian-Parsonian variety. Nor does it seem, at first sight,
to be any more "multidimensional" than the approaches he rejects. Just
like them, he opts for one of the two prototypical solutions to the ' 'prob-
lems" of action and order, only his happen to be the right choices: nor-
mativism and collectivism, respectively. These were, of course, exactly
the presuppositional choices Durkheim and Parsons are supposed to have
made. And, very much like Parsons before him, Alexander justifies these
specific choices on the grounds that they allow social theory to account
for social order - in contrast to individualist theories - without sacrificing
voluntarism in the manner done by other forms of collectivism (read:
Marxism and Weberian macrosociology). "Normative structuralism dem-
onstrates," according to Alexander, " . . . that a 'social' approach to action
does not necessarily have to neglect the contributions of the individual,
the nature of his inner emotion, and the extent to which collective order
depends upon his voluntary participation" (Alexander 1984, p. 18). This
is, we are told, the point of Durkheim's analysis of the modern conscience
collective in the form of the "religion of individualism," and of Parsons's
later demonstration of the interdependence of moral integration and indi-
viduation through processes of differentiation and socialization (Alexander
1984, p. 15).

Note that in all this the problem of action seems to take front stage
relative to the problem of order. In his earlier work, no doubt faithfully
reflecting the theoretical climate of the period, Alexander mostly analyzes
and criticizes the other major macro approaches, Marxism and Weberi-
anism, apparently not taking the individualist traditions all that seriously
yet. Since then, however, his critical focus seems to have shifted to the
problem of order and the challenge of individualist theoretical approaches.

Moving with the times, Alexander has become increasingly aware of
the need to "more effectively incorporate the important, voluntaristic em-
phasis of individualistic theory" (Alexander 1984, p. 21). He has devoted
much of his recent work to addressing the challenge and limitations of
"[the] individualistic theories [that] have permeated contemporary soci-
ology [in the last two decades]: antistructuralist hermeneutic, phenome-
nological and action theories, symbolic interactionism, ethnomethodology,
and models of rational choice" (Alexander 1989, p. 147; cf. 1987, pp.
156-301). It has become clear to him "that the centrality of historical
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contingency and specificity must be recognized but that the socially struc-
tured nature of action can never be overlooked" (Alexander 1988, p. 2).
Thus, exactly like Habermas, Bourdieu, and Giddens, Alexander takes it
upon himself "to bring action theory and structure theory back together,
in a post-Parsonian way" (ibid.).

His most sustained effort to date to lay out "the framework for a new
articulation of the micro-macro link" (Alexander 1996, p. 123) appears in
a long article entitled "Action and Its Environments," the culminating
chapter of the eponymous book (Alexander 1988).16 Once more his ap-
proach is resolutely multidimensional in intent. Each of the great postwar
microtheories, he argues, highlights a different aspect of Parsons's "unit
act" and can therefore be synthesized with the latter. Thus, "Parsons's
macro theory may be expanded by making variable what it left as param-
eter - namely, the contingent element in effort" (Alexander 1988, p. 311).
What the microtheories cannot provide, their advocates' claims to the con-
trary notwithstanding, is a satisfactory theory of social order, as "[i]t
would be as absurd to deduce norms and conditions from transcendental
consciousness and exchange as the other way around" (ibid.). Rather,
microtheoretical insights are somehow to be incorporated into the overall
Parsonian macro approach, which alone can take care of the structural side
of things. Such a "synthesis of unit act and micro theory demonstrates
that the referents of contemporary micro theories are only the fluid or
open element in larger, more crystallized units" (ibid.).

After this "hermeneutical reconstruction of the micro-macro link"
(ibid.), Alexander proceeds to examine "the nature of action qua action
(action in its contingent mode) that was left as a black box by Parsons
and filled polemically by his individualist critics" (Alexander 1988, p.
316). The upshot of his reflections is that microtheoretical approaches
remind us of how action is always both "interpretation" (i.e., typification
and innovation) and "strategization" (basically, economizing). Neverthe-
less, these should always be understood within the "collective environ-
ments of action [which] simultaneously inspire and confine it'' (Alexander
1988, p. 316). These "collective environments" turn out to be none other
than Parsons's famous threesome: social systems (institutions, roles,
norms), cultural systems (symbol systems for interpreting and evaluating

16 Alexander himself recently referred to this essay as "my most important piece of
theoretical work" (Alexander 1996, p. 123).
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reality), and personalities ("a selection of objects introjected from social
encounters, a selection dictated by the play of organic and developmental
needs" (Alexander 1988, p. 323).

All this, then, leads to the following grand finale:

Why, then, the great divide in sociological discussion today? Because,
I believe, theorists falsely generalize from a single variable to the im-
mediate reconstruction of the whole. They have taken one particular
system - the economy, the culture, the personality - as action's total
environment; they have taken one action mode - invention, typification,
or strategization - as encompassing action in itself. . . . It seems per-
fectly appropriate that each of these different elements of micro process
and macro process can be viewed as the objects of independent scientific
disciplines, as they are in the natural and physical sciences. It is unac-
ceptable, however, for any one of these variables and disciplines to be
considered privileged in relation to the others. Rather than being thought
of as dependent and independent variables, these elements should be
conceived as parameters and variables in an interactive system com-
prising different levels of different "size." This requires, of course, a
common conceptual scheme, one the social sciences do not yet possess.
(Alexander 1988, p. 328)

As a major contribution toward narrowing "the great divide," this is, to
put it mildly, a bit of a disappointment. What, after all, is Alexander's
conclusion? That all the different strands of current sociological theorizing
capture some part of the social truth but none captures all of it? That it
would be nice somehow to unite them all into one "common conceptual
scheme'' that respects the contributions of each? Fine sentiments, indeed,
but not much in the way of an advance toward that elusive common
conceptual scheme.

" 'Reality,' I believe, is multidimensional: there are norms and interests,
individual negotiation and collective force. A theorist may ignore signif-
icant parts of this complex reality, but he can not [sic] make them go
away" (Alexander 1987, p. 178). Only the most doctrinaire partisans in
the ongoing paradigm wars could possibly disagree with such a declaration
of catholic "multidimensionality." But that is not exactly a recommen-
dation, of course. The hard part is to move beyond such bland statements
of good intentions toward some serious thinking about how/when/why
norms, interests, negotiation, and force relate to each other. This is, of
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course, precisely the point of the focus on social mechanisms advocated
in this volume. By his own admission, Alexander has yet to begin the
journey, for lack of "a common conceptual scheme." But then again, as
we have seen, in this respect he is in good company. With the partial
exception of Habermas, all four Grand Synthetic Theorists discussed here
have responded to the recent reopening of the chasm between interpretivist
micro and explanatory macro approaches by declaring that it would be
nice to somehow close it again . . . and then leaving it to others to do so.

Another aspect of Alexander's work deserves mention here, as it illus-
trates a rather curious tendency in recent sociological theorizing more
generally. Upon closer inspection, it turns out that Alexander's two basic
"presuppositional problems" actually revolve around one and the same
issue, viz., how "to preserve both order and volition" (Alexander 1989,
p. 148). Although he rejects "individualist" solutions to the "problem of
order" as too voluntaristic, he dismisses materialist-instrumentalist (read:
rational-choice) solutions to the ' 'problem of action'' as not voluntaristic
enough. Unlike normativist approaches, he says, they deny "the possibility
of individual control. . . sacrificing the subject."

For anyone even vaguely familiar with the standard, more or less ra-
tional-choice-inspired criticisms of Parsons's normativism, this may come
as something of a surprise. Was not Homans's (1964) famous call for
"bringing men back in" aimed precisely against the excessive determin-
ism of Parsons's structural functionalism? Was not Wrong's (1961)
equally famous broadside at the "oversocialized conception of man" in-
tended to show how Parsons tended to reduce people to "cultural dopes,"
in Garfinkel's memorable phrase?17 To say the very least, it is far from
obvious in what way a rational-choice approach is inherently more deter-
ministic than an emphasis on norms or culture as the prime motivator of
social action.

Things get even murkier when Alexander lumps exchange/rational-
choice theory together with other micro-individualistic theories that are,
in his view, too voluntaristic to be able to account adequately for social
order (as, e.g., in Alexander 1987, pp. 172-94; 1988, pp. 308 ff.). The
underlying assumption seems to be that a focus on the individual, micro

17 In this connection, recall also Duesenberry's famous quip that economics is all about
how people make choices while sociology is all about how they have no real choices to
make!
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level is somehow inherently connected with a voluntaristic approach to
social action. No doubt this particular misconception owes much to the
voluntaristic rhetoric and sheer pathos typical of symbolic interactionist
and phenomenological attacks on macrosociology, especially the Parson-
ian variety. But it is no less of a misconception for all that. If nothing
else, rational-choice theory, as well as the entire body of traditional social
psychology, makes it perfectly clear that there is no necessary connection
whatever between theories that focus on the individual or the micro level
and any kind of "voluntarism."

In perpetrating these two rather odd "conflations," Alexander does,
however, reflect the temper of the times with uncanny accuracy. The no-
tion that "culture," the realm of symbols, codes, values, and norms, is
somehow more malleable, more subject to human control, than the econ-
omy or politics is very widespread indeed. This belief appears to be based
on the undeniable fact that "culture" is a peculiarly human creation. Then
again, so are "economies," "governments," and "bureaucracies." Yet
somehow the latter seem to rule over us while "culture" is produced by
us. Habermas's celebration of the open, democratic "lifeworld" threat-
ened by rigid, coercive "systems" owes a great deal to this popular no-
tion. Yet the idea itself would seem to make a lot more sense to an
intellectual or artist - producers of "culture" who are all too often re-
minded of the indifference or worse of the worlds of business and politics
- than to the ordinary citizen. In fact, the notion appears to have the status
of a taken-for-granted piece of the lifeworld of those who subscribe to it.
Since it is rarely made explicit, there seems to be little need to supply a
plausible rationale for it.18

Much the same can be said about the semi-automatic association of
micro/individual-level analysis with "voluntarism." Although the asso-
ciation has few explicit or sensible arguments to recommend itself, it
certainly seems to be widely held. It also clearly animates both Habermas's
and Giddens's attempts to incorporate micro-level phenomenology into
their overall schemes. And it certainly has been influential enough effec-
tively to set the agenda for today's Grand Synthetic Theorists, as we have
seen throughout.

18 This is all the more remarkable since the very opposite notion - that of a sinister
Althusserian-Foucauldian episteme ruling over, or rather through, its hapless human carriers
- enjoys at least equal currency among the theoretical avant garde of the moment.
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Conclusion: The globalization of Grand Theory

Alexander is surely right about one thing: For much recent sociological
theory, "[t]he overriding systematic, or analytic, issue has been to rein-
tegrate subjective voluntarism and objective constraint" (Alexander 1987,
p. 376). My review of four of the most prominent sociological theorists
in this chapter amply bears this out.

In terms of intellectual origins, these four theorists could hardly have
come from more varied and contrasting backgrounds. Yet all four have
taken up exactly the same general problematique. They have all tried to
meet the same challenge: to formulate a Grand Synthesis that somehow
closes or narrows the gaping chasm between micro and macro approaches,
individualism and collectivism, subjectivism and objectivism, understand-
ing and explanation, voluntarism and determinism, and so on, a chasm
that has been opened up by the renewed challenges from various idi-
ographic approaches. Thus a certain "globalization" of sociological the-
ory seems to have taken place in that theorists from widely different
traditions and national and intellectual contexts feel called upon to address
the same theoretical questions. At first glance, this might appear to be a
good thing for the discipline as a whole, a sign of the disappearance of
parochial boundaries and preoccupations.

Unfortunately, the problematique in question has imposed "globaliza-
tion" in a second sense as well. The aforementioned antinomies raise a
notoriously difficult set of philosophical problems concerning the very
nature of human action, social structure, and so on. In trying to address
such thorny questions, sociological theory has necessarily taken on a
highly abstract, philosophical cast. As Giddens has noted with respect to
his own work, there seems to have occurred a shift from methodological
and conceptual to ontological concerns. Whereas previously at least some
sociological theory was concerned with developing conceptual and meth-
odological tools for studying matters social, current theory seems to be
largely preoccupied with defining "the nature of social structures and
social actions and their possible interrelation" (Alexander 1988, p. 1, em-
phasis added) as such.

Several commentators on an earlier version of this chapter have
pointed out, particularly with respect to Habermas and Bourdieu, that
even if one agrees that their efforts at General Synthesis are largely a
failure, there may still be much to be admired in the rest of their work.
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Be that as it may, it remains the case that it is primarily for their Grand
Synthetic pretensions that they are best known and most admired.
Thereby they have contributed to the elevation of their genre of theoriz-
ing to the status of ' 'sociological theory" tout court. For anyone still
committed to the idea that sociology ought to, inter alia, help us im-
prove our understanding and explanations of social life, this is a sad de-
velopment indeed.

Once upon a time, "sociological theory" might have referred to some
more or less coherent effort to explain some social phenomenon like gen-
der stratification or ethnic strife. Today it seems to refer to something
quite different, "general" theory of the kind reviewed here. Such "gen-
eral' ' theory can lay claim to a certain grandeur that eludes plain explan-
atory theorists. Moreover, while the latter must toil in relative obscurity
in search of occasional illumination, the former's ability to claim the lime-
light is in no way hampered by the obscurity of their products. Quite to
the contrary, sheer complexity and incomprehensibility seem to be pure
assets in the practice of ' 'general'' theory. These are welcomed with much
respectful commentary about the great profundity of it all and are the
occasion for the expenditure of much critical and exegetical energy - not
to mention ink, paper, and time - to figure out what exactly the theorist
"really" meant.

If all this could reasonably be expected to yield something of even
moderate use to the rest of the discipline, then such a commitment of our
scarce, and rapidly shrinking, intellectual and other resources might be
defensible. But one major conclusion to be drawn from this chapter is
precisely that we can expect nothing of the kind. All the profound rumi-
nations about the ultimate relation between agency and structure, action
and order, micro and macro, and so on, have merely gotten us to exactly
where we started. In one way or another, each of the Grand Syntheses
reviewed here has come no further than to acknowledge that Coleman's
macro-micro-macro model poses the great explanatory challenge of our
day. It is now time to take it up.
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10. Theoretical mechanisms and the
empirical study of social processes

AAGE B. S0RENSEN

Introduction

This chapter is about the integration of theory and research. Like other
reasonable sociologists, I believe the integration of theory and evidence is
important and that sociology will never move up from its humble position
in the hierarchy of science unless we achieve a better integration between
reliable knowledge and powerful theory. Further, since I am a quantitative
sociologist, I believe that although qualitative approaches are important
for the development of powerful theory, knowledge produced by quali-
tative research will never be sufficiently reliable and generalizable to sat-
isfy the requirements for a complete scientific theory.

Contrary to many of my peers, I also believe that most current practices
in quantitative data analysis in sociology do a very poor job of integrating
theory and research. There has been enormous progress in what we can
do with data, and in the sophistication of mathematical and statistical tools
for the analysis of data, over the last three or four decades. Nevertheless,
quantitative sociology remains very theory-poor. In fact, the mainstream
has regressed rather than progressed. Quantitative sociology is now less
theoretically informed and less relevant for theoretical progress than it was
three decades ago.

The reason quantitative sociology has become theoretically poor is that
the enormous progress in methodological power has turned quantitative
methodology into a branch of statistics1 This has led to a fascination, if

This is a revised version of a paper presented at the Conference on Social Mechanisms held
at the Royal Swedish Academy of Sciences, Stockholm, Sweden, June 6-7, 1996. I am
indebted to Hans-Peter Blossfeld, Mario Bunge, Peter Hedstrom, Nathan Keyfitz, Peter Mars-
den, Annemette S0rensen, Richard Swedberg, and Alan Wolfe for valuable comments and
suggestions, and to Jill Grossman and Gina Hewes for assistance.

1 I am not the first to make this diagnosis. More than 20 years ago, one of the main
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not an obsession, with statistical models and concerns, and a neglect of
the need to develop sociological models mirroring conceptions of mech-
anisms of social processes. The discipline of statistics is a branch of ap-
plied mathematics and has no social theory whatsoever. Statisticians never
claim otherwise. It is the sociologists' use of statistics that is at fault.
Statistics provides tools for estimating mathematical models representing
a conception of social processes. Unfortunately, sociologists over the last
decades have become less, rather than more, competent at translating the-
oretical ideas into models to be estimated by statistical techniques. Soci-
ologists therefore estimate ad hoc statistical models of social processes,
usually additive models that often represent poor theories of the phenom-
ena being investigated.

It is quite possible to translate theoretical ideas into quantitative data
analysis without the use of mathematics. We have a long tradition for how
to do this in cross-tabular analysis of survey data. However, it is not
possible to use statistical methods for the analysis of the relationships
among variables without specifying a mathematical model of these rela-
tionships. Usually this model is a simple additive model for the relation-
ships among the variables. Even if simple, an additive model is still a
model and hence a conception of what we believe to be the mechanism
governing a social process. It might be a good theory. This is usually not
known, for sociologists rarely justify an additive model with sociological
reasoning about the process under investigation.

When statistics provides the model to be estimated, sociological theory
becomes disassociated from evidence. Simple cross-tabulations and per-
centages are, in fact, often better able to express sociologists' simple the-
oretical ideas than the ad hoc models suggested by statistical techniques.
Therefore we see regression rather than progress in the theoretical so-
phistication of quantitative empirical research.

Developing theoretical ideas about social processes is to specify some
concept of what brings about a certain outcome - a change in political
regimes, a new job, an increase in corporate performance, a gain in status,
or an increase in score on an academic achievement test. The development
of the conceptualization of change amounts to proposing a mechanism for

pioneers of modern quantitative sociology, O. D. Duncan stated: "Over and over again,
sociologists have seized upon the latest innovation in statistical method, rushed to their
calculators and computers to apply it, and naively exhibited the results as if they were
contributions to scientific knowledge."
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a social process. My definition of "mechanism" is simple: It is an account
of how change in some variable is brought about - a conceptualization of
what "goes into" a process.2 These accounts can be very simple. The
example I will use to illustrate my argument basically proposes only that
change in outcomes desired by most people is a result of people taking
advantage of opportunities for change, but varying in their ability to take
advantage of these opportunities. I hope to show that even such primitive
mechanisms can help improve our understanding of a social process over
what we learn from adopting ad hoc statistical models.

The first part of the chapter elaborates the argument about the regression
of quantitative sociology through the use of ad hoc statistical models and
how we got into this situation. There are two main aspects of the decline
in the integration of theory with evidence. One is the manner in which
multivariate analysis is conducted, the other the widespread adoption of a
practice of inferring theoretical validity from the explanatory power of
variables. The second part of the chapter presents an alternative conception
of theory as a formulation of mechanisms for change in social processes
and demonstrates the utility of the approach through the development of
an example.

Computing power and the decline of
quantitative sociology

The 1960s and early 1970s witnessed a revolution in quantitative sociol-
ogy. The revolution was caused by the introduction of high-speed com-
puting. It made it possible for social scientists to carry out multivariate
statistical data analysis with many variables and many observations. In
sociology, the most notable first products of the revolution were the Equal-
ity of Educational Opportunity Report by James S. Coleman and associates
(1966b) and The American Occupational Structure by Peter Blau and Otis
D. Duncan (1967). These publications reported on elaborate multivariate
statistical analyses using massive data sets. In terms of size, the more

2 Often several mechanisms operate in a process. Thus a mechanism producing a gain
in a variable may be counteracted by another mechanism reducing or perhaps eliminating
the gain. The net outcome may be no overall change. Many processes reach such equilibria.
In this way, mechanisms may account for stability. However, when specifying the mecha-
nisms, the focus should be on how change is produced or counteracted. The mathematical
treatment of change and of the negative feedback processes that produce stable outcomes of
social processes is discussed by Coleman (1968).
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spectacular is the EEO Report, which presents analyses involving several
hundred variables on a sample of 600,000 students in an attempt to mea-
sure school effects by accounting for the amount of variance in achieve-
ment tests. Blau and Duncan (1967) had fewer variables and a smaller
(though still large) data set, but they had more influence on the practice
of quantitative sociology through the introduction of path analysis, which
became the first encounter with regression analysis for many sociologists.

With the advent of the high-speed computer, we certainly could study
the relationships among many more variables than before. More impor-
tantly, we could compute precise quantitative measures of the strength of
these relationships. The revolution in quantitative sociology was a revo-
lution in statistical productivity. Social scientists could now calculate al-
most everything with little manual labor and in very short periods of time.
Unfortunately, the sociological workers involved in this revolution lost
control of their ability to see the relationship between theory and evidence.
Sociologists became alienated from their sociological species being.

The explanation for this wholly unintended outcome of the revolution
is that computing became too easy and that statistical models became all
important for sociological research. The computing power allowed the
sociologist to consider too many variables simultaneously and to ask ques-
tions that often are meaningless about the relative importance of variables
and groups of variables.

Before the availability of high-speed computers, we had card-sorters,
and before card-sorters, we stuck needles through cards with holes in them.
The needles or the sorters enabled us to count, typically the number of
individuals having the same attribute. Then, by physically subdividing
piles of cards with needles or card-sorters, we could construct entries in
cross-tabulations. This took a fair amount of time, and there were many
constraints on what one could do. The constraints were of two types. First,
no variable could easily have more than a dozen values, with the typical
punch card, and the investigator had bigger piles to subdivide with fewer
values.3 Second, even with few variables, it was impossible to subdivide
more than three or five times, with normal-sized surveys. Even when it

3 Galtung (1967) wrote a very good text in methods of data analysis based on the as-
sumption that no variables would have more than three categories. It may be considered the
last hurrah for quantitative analysis trying to develop simplifying conceptualizations of social
processes. Duncan's review of Galtung's book in the American Sociological Review found
the three-category approach a 50% improvement over the use of dichotomies and declared
the whole approach outdated (Duncan, 1968).
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might be possible, it was not very feasible. It was a chore to manage too
many piles, and it is impossible to read very large tables and make sense
of them. Thus, the precomputer technology forced the researcher to try to
characterize a process with few variables and few categories of these var-
iables.

Social processes are complicated phenomena. The task of theory is to
simplify them and characterize them in terms of their essential elements.
The technology of cross-tabulation forces one to simplify. Therefore, the-
ory development is facilitated. Further, the simplification is most easily
achieved in thinking about how outcomes are brought about - that is, in
terms of the mechanisms of the processes under investigation. The results
are theoretically rich studies such as The American Soldier, Union De-
mocracy, People's Choice, The Adolescent Society, and others. Sociology
also obtained a very successful integration of quantitative empirical re-
search and theoretical elaboration in the writings of Robert Merton, most
notably in his essays on reference group behavior. These essays are among
the very few instances where a sociological theorist, not himself gathering
and analyzing data, made creative theoretical uses of the research of oth-
ers. In recent times, most self-declared sociological theorists neither have
any interest in nor any ability to understand the vast majority of published
quantitative theoretical research. One of the ironies of contemporary grad-
uate training is that theory sometimes becomes the refuge for students
who are unable or unwilling to learn statistics.

Due to the nature of quantitative analysis, it became all important that
the new techniques allowed for the simultaneous analysis of large numbers
of variables in large data sets. This produced long lists of "control" var-
iables and additive models, and it produced the apparent ability to estimate
the relative importance of variables and groups of variables.

Computing power and the use of multivariate analysis for
causal elaboration

The simplification and conceptual elaboration that was stimulated by pre-
computer technology received a codification by Paul Lazarsfeld and his
associates. The codification provided a rich language of social research,
as reflected in the title of one of Lazarsfeld's books (Lazarsfeld and Ro-
senberg, 1955). Elements of this codification became extremely widely
disseminated. All elementary sociological methodology books still present
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a version of Lazarsfeld's famous three-variable presentation of causal anal-
ysis. One all-important lesson is the warning against the dangers of inter-
preting spurious relationships as causal relationships. Such spurious
relationships are to be detected by the introduction of a control variable.

The concern for and treatment of the problem of spurious relationships
carried over into the modes of analysis that were made possible by the
new computer technology. Ironically, this continuity became the source
of much of the decline of quantitative research. The increase in compu-
tational power made the linear regression type of model the favorite model
for the relationship among the variables analyzed. One usual justification
for these models is that we need to control for other variables. The other
justification is that we need to assess the relative importance of variables
(to be discussed later in the chapter). Nobody, anymore, bothers justifying
these controls by suggesting that there is a reason, either conceptually or
empirically, to suspect spuriousness. It is evidently better to be safe than
possibly sorry, so we just pile variables into the models. The result is a
conceptually meaningless list of variables preventing any kind of substan-
tive conclusion - a problem discussed by Lieberson (1985).

While the wish to control by introducing additional variables is taken
over directly from tabular analysis, there is an important, but largely un-
noticed, difference between the two modes of analyzing data. In tabular
analysis, there are no restrictions on the form of the relationships among
variables. In regression analysis, the relationship is assumed to be addi-
tive.4 It is extremely rare that sociological theory justifies the assumption
of linearity. The justification for the additive model is almost always sta-
tistical parsimony.

Parsimony is important, but sociological parsimony should not be con-
fused with statistical parsimony. There is nothing sociologically parsi-
monious about a model with 10 to 20 independent variables lined up to
control each other. There is no known sociological theory that will justify
such a model. Additive models are nevertheless strong theories in the
sense that they make very strong assumptions about the process under
investigation, as I will show later.

The introduction of independent variables as controls in a multivariate

4 Regression analysis usually is understood to mean estimating a model using least
squares. The model can be linear or nonlinear. The estimation of nonlinear (and non-log-
linear) models in sociology is extremely rare, so in practice, regression analysis has become
synonymous with the estimation of linear models for the level of some outcome variable.
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statistical model is not usually seen as specifying a theory. The best evi-
dence for this assertion is that it is extremely rare that any sociologist has
a hypothesis about the magnitude of a coefficient, other than it is not zero
and, perhaps, its sign. Instead, most researchers seem to think that the use
of the controls makes the sociologist able to make inferences about causal
effects of something in much the same way as a real scientist, or a psy-
chologist, makes these causal inferences using an experiment. However,
the analogy is completely misleading. Very few, if any, additive models
used by sociologists mirror an experiment (see Lieberson, 1985, for an
extended discussion).

There were other tasks in the Lazarsfeld treatment of the three-variable
situation than testing for spuriousness. Another task would be the search
for relationships that were different for different values of the third vari-
able. This operation, called "specification," amounts to establishing in-
teraction effects. Statisticians and statistically oriented sociologists do not
like interaction effects in regression models. They make things less par-
simonious and also demand theoretical imagination for their interpreta-
tions. Conventional statistical methods therefore make it difficult to
establish interaction effects: They are "marginal" to the main effect. So
we get fewer of them, especially as we destroy statistical power with too
many variables. The result is that we miss out on sociological stories of
great interest - how things differ between subgroups and contexts. I dis-
cuss the consequences of this omission further in the next section.

Computing power and the estimation of relative effects

The first users of large-scale computing and multivariate statistical models
did not justify their analysis in terms of a wish to provide elaborate tests
for spuriousness. Both Coleman et al. (1966b) and Blau and Duncan
(1967) were mainly concerned with deciding the relative importance of
variables: Coleman wanted to measure the relative importance of family
background, student body composition, and school facilities; Blau and
Duncan wanted to measure the relative importance of family background
and education. Coleman's objective was to see how schools could equalize
opportunities, Blau and Duncan's to measure the degree of universalism
in American society. In both cases, computing power seemed to permit
the posing of questions about the relative strength of variables, questions
it was not possible to address in earlier quantitative research.
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The question of the relative importance of variables, or groups of var-
iables, has no answer in tabular analysis, for good reason: There is no
meaningful answer. However, the multivariate techniques made possible
by the new technology seemed to provide an answer: various measures
relying on the amount of variance explained. Coleman et al. (1966b) used
unique portions of variance explained, because they did not have available
a technique for summarizing the effect of a large group of variables in a
single measure of relative effect. That single measure was available to
Blau and Duncan in the form of what they called "path coefficients,"
which relied on geneticist methodology. Path coefficients later came to be
referred to as "standardized regression coefficients," and they measure
the effect in terms of standard deviation of the independent variables. It
was and is believed that if variable A has a bigger standardized coefficient
than variable B, then A is more important. Somehow standard deviations
provided a common metric. These sorts of comparisons became very pop-
ular, and presumably they could say something about policy - numerous
examples of this use are provided by Jencks (e.g., Jencks et al., 1972).

The use of variance explained and standard deviations to assess relative
effects is a peculiar obsession of sociologists not found in economics or
psychology.5 Sociologists have made valiant efforts to explain what these
comparisons of standardized coefficients mean. Moving people from one
percentile in a distribution to another to see what happens is a popular
way to provide meaning to the unsophisticated. This approach suggests
that the metric that allows comparison of relative importance is friction
or wind resistance encountered when moving people from one end of the
distribution to the other. This is probably not a useful image to the statis-
tically naive, and it is certainly without meaning. We came to this not
because sociologists posed a question and statistics then provided an an-
swer. Instead printouts gave statistics - amount of variance explained or
standardized regression coefficients - that presumably were answers to
something, and the sociologist thought it had to do with relative impor-
tance of variables in additive models (with no interaction effects or other
modifications).

In my opinion, there is no statistical quantity that gives a meaningful
general answer to the question of which variable is more important. The

5 Though the path models introduced by Blau and Duncan (1967) are the reason for this
obsession, Duncan later recommended against using standardized coefficients (Duncan, 1975:
51).
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question must, at best, be given a more precise specification. It is possible
to ask which of two teaching techniques will produce the greatest gain in
academic achievement. The reason is that we can imagine, in this com-
parison, how an outcome can be produced with two different mechanisms.
However, it is impossible to see how it is generally possible to say how
important schools are relative to students' family backgrounds. They are
both required. It is like asking whether oxygen or hydrogen is more im-
portant for water. If it is possible to conceive of a mechanism that pro-
duces the outcomes focused upon, it might be possible to say something
meaningful. It is further required that the variables compared are in the
same metric, something already argued by Cain and Watts (1970) in their
critique of the first Coleman Report.

The appearance of being able to compare apples and oranges in the
metric of standard deviations is only that: an appearance. It is only a
meaningful metric for one comparison. This is the comparison of whether
two statistics are different or not. Here standard errors, based on variances
and standard deviations, provide a metric in terms of how likely it is that
the difference will be observed again, in particular a difference between
some quantity and zero. This metric informs not about relative importance
but about whether or not to believe a measure of something. Statistical
significance tests are entirely appropriate for experimental outcomes de-
signed to test a null hypothesis. They are also entirely appropriate when
deciding whether to believe the estimated magnitude of some parameters
and whether, therefore, a theory is being rejected. Statistical significance
is not what tells us how important apples are relative to oranges for status
or income or academic achievement.

Although statistical significance tests only inform about whether or not
to believe an estimate of a parameter, they are nevertheless often taken to
inform about theoretical importance. We often meet statements about
something being highly significant as though this meant that it is very
important. This misuse of statistical significance is not unique to sociol-
ogists. Also, economists apparently often misuse significance tests (Mc-
Closkey and Ziliak, 1996).

The advent of high-speed computing then led sociologists into thinking
less about what they were doing and letting statistics govern how they
carried out their analysis. It made sociologists ask questions that had no
meaningful answers and allowed them to control for too many variables.
More is described, but less is known.
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The new practices also had serious consequences for the conception of
how theory is to be linked to evidence. This is discussed next.

Theory as sums of variables

The new methods made available by the new computing power were
thought to provide a way of representing and testing causal theories. Path
analysis presumably models the causal influences of variables on each
other. Therefore, the use of path analysis appears to be providing evidence
about theory. The theoretical pretensions became even greater when path
models were incorporated into a wider class of models called "structural
models," a term borrowed from econometrics where, significantly, it
means models mirroring theory. Thus it appeared that we could both com-
pute and integrate theory and research in new and more powerful ways.

Methodologically interested sociologists now had a set of precise tools
for estimating and testing theory on large-scale samples, and the tools
seemed as powerful as those used by the mathematically more adept econ-
omists. In fact, sociologists at the time had more experience with using
large-scale survey data for empirical research than did economists - and
had better funding opportunities for large-scale research.6 The future of
scientific sociology looked bright in the late 1960s.

The type of data analysis theory that was represented in the causal
models of the early application of the new tools became extremely im-
portant for how sociologists have carried out analysis and conceived of
the relation between theory and research ever since. The models were, as
described earlier, invariably linear; that is, they mirror the conception of
the process under study as one where outcomes are produced by the sum
of the contributions of a set of causal influences represented by the in-
dependent variables.7 The choice of these variables was said to represent
theory, and therefore theory became identified with variables. For exam-
ple, education is considered to represent human capital theory, as I will
show later. I will first discuss the additivity assumption and then the prac-
tice of seeing the role of theory as justifying choice of variables.

The early status attainment research was replaced by research on income
attainment processes emphasizing the impact of labor market processes on

6 The budget for Sociology in the National Science Foundation was larger than the budget
for Economics in the late 1960s.

7 This conception of causal theory is made explicit and elaborated in Heise (1975).
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the process of income attainment. Sociologists of the labor market drew
much attention to their criticism of status attainment research as being
atheoretical and descriptive. Nevertheless, they continued to consider the-
ory to be represented by variables and their relationships. Therefore, even
though status attainment research may seem ancient history, it is instruc-
tive to use the tradition of attainment research when discussing the con-
ception of the role of theory in quantitative research.

Additive models

Status attainment models were representations of how family background
and education influenced socioeconomic outcomes, but they did not pres-
ent a conception of how these outcomes were obtained, beyond suggesting
that one thing followed another: Schooling followed family, first job fol-
lowed education, and current job followed the first job. The models de-
veloped claim that some of the variables characterizing these events would
be relevant for variation in some other variables, and some would not be.
The additive or linear model was chosen because it was the easiest to
estimate. Blau and Duncan (1967) actually provide a statistical demon-
stration that the main relationships in fact were reasonably linear, some-
thing that has not been seen since. However, there is no theoretical
justification for using the linear specification.

Additive models can represent peculiar theories. As an example, con-
sider an earnings attainment model. An additive model suggests that each
of the independent variables represents some contribution to a person's
earnings. A standard sociological earnings model inspired by class analysis
might propose a model with class being one independent variable and
other independent variables being education, gender, and family back-
ground introduced as "controls." These controls are there to make us
believe that class makes a difference. This model, in fact, proposes a
theory where each person receives x dollars from education, y dollars from
family background, q dollars from gender, and z dollars from class. All
of it adds up to the person's yearly earnings. We can imagine people
walking around among pumps in a large gas station getting something
from each of the pumps. The picture should be completed by specifying
hypotheses about how many dollars each pump provides, and this would
give us some idea of the relative importance of pumps that we could teach
in courses on getting ahead in society. What one could call the "gas
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station theory" of earnings has apparently become universally accepted
by sociologists, if we infer theories from the models used. However, few
sociologists think that the form of a regression model has anything to do
with theory.

Regression models are made additive because statisticians tell sociolo-
gists that while they will be happy to develop techniques to estimate any
model the sociologist desires to estimate, sociological theory should sug-
gest the model. Short of such theoretical models, the statistician proposes
an additive model as the best. When the sociologist asks for the rationale
for the additive model, the statistician suggests that the linear model is the
most parsimonious model. Parsimony is here meant as statistical simplic-
ity, both computationally and mathematically. The sociologist has nothing
better to suggest and proceeds with following the statistical advice. The
possible lack of sociological meaning in the additive specification is rarely
noted in statistics and method classes. Theory classes do not consider
regression analysis and causal models to be theory.

Additive specifications may be necessary and useful. They may also be
valid. In the example I will present later, linearity is also assumed in one
part of the proposed model. Some compromise between theoretical imag-
ination, mathematical ability, and the statistical tools available is often
needed to do any quantitative research. However, additive specifications
assume properties of the processes being investigated. These properties
may make sense, or they may not. When they do not make sense, other
specifications should be attempted even though it may prevent the re-
searcher from including a multitude of controls or making statements
about the relative importance of large groups of variables.

Theory as variables

We have no suggestions in status attainment research about how a person's
socioeconomic status is obtained. To provide such a theory was not the
motivation for the research. The goal was to assess the relative importance
of ascribed versus achieved characteristics for the socioeconomic status of
a person. That question originates in the concern of social mobility re-
search and in the question that motivates most mobility research: How
much equality of opportunity is there? I suspect Blau and Duncan thought
it was pretty self-evident that education had an effect on the type of jobs
people got, and that it was not difficult to understand why low education
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and status of parents also produced low education of their offspring. In
any event, even if it was not self-evident, the explanation for why edu-
cation has an effect on socioeconomic status did not seem particularly
relevant for answering the original question about the relative importance
of ascribed characteristics, nor do the mechanisms creating the association
between family background and status seem relevant for this question.
Whatever these mechanisms are, the things that mattered to Blau and Dun-
can (1967) are the outcomes they produce.

Although status attainment models were not meant to answer questions
about why background and education influenced outcomes, the models
were said to represent causal flows of something among variables. It was
considered a major achievement of Blau and Duncan (1967) that the path
models were able to represent the direct and indirect flows of family back-
ground influences through and besides education on the socioeconomic
status obtained. This made the task of measuring indirect and direct influ-
ences of variables possible and almost as important as the measurement
of relative importance of variables. Variables were in any event the actors
in the causal images created by these efforts. Variables create variances
and therefore have effects. Theories about the processes being studied
therefore are ideas about which variables to consider, and the truth of the
theories is established by showing that those variables matter.

The task for the theoretical elaboration of status attainment research is
seen as finding theories that will justify the variables used. This was never
done in the early research. Critics of status attainment research accused
the research of an individualistic bias. Consistent with the identification
of theories with variables, this bias was claimed to be revealed in the
choice of variables. Most of the critics suggested that the original status
attainment research had ignored nonindividual, or "structural" variables.8

A variety of theories, mostly obtained from economic research on seg-
mented labor markets, suggested that so-called structural variables be
added to the models. Also inspired by economists was the changing of
the dependent variable from status to income or earnings - status, to many,
seemed a somewhat suspect functionalist variable. Finally, the critique of
neoclassical economic theory gave a rationale for criticizing the exclusive
reliance on individual variables in the original status attainment research.

8 For a review of the early work in the sociology of labor markets, see Kalleberg and
S0rensen (1979); see also Kalleberg and Berg (1987).
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Status attainment research became associated with the main neoclassical
economic theory being criticized: human capital theory.

Sociologists adopting the vocabulary of economics might be expected
also to adopt the conception of the mechanism of the attainment process
suggested by human capital theory. However, the identification of human
capital theory with individualistic variables did not come about because
sociologists took economic theory to be a serious proposal for how soci-
oeconomic outcomes were brought about. Consistent with the already es-
tablished research tradition, sociologists thought that they could show the
importance of structural variables by showing the superior explanatory
power of these variables compared to the individual, so-called human cap-
ital, variables. The individual-level variables are named human capital
variables not because sociologists believe in or even study economics and
human capital theory. Rather, the reasoning is that since causal variables
must have a theory associated with them, human capital theory serves the
purpose well, being a theory of individual endowments.

The practice of labeling individual resource variables human capital
variables has spread in sociology beyond attainment research. We almost
always now see that the variables of education, experience, ability, and
family background are called "human capital variables." This practice
leaves unquestioned the validity of the economic theory of human capital,
even for things the theory never claimed to be able to explain and could
not conceivably explain, like the effect of family background, ability, and
occupational status. It is a most peculiar praxis. Clearly very stringent
criteria should be fulfilled for an effect of, say, education to be a return
on human capital. This was discussed in detail, with empirical analysis,
by Mincer more than 20 years ago (Mincer, 1974).

Ability and family background are definitely not produced by the type
of investment behavior focused upon in human capital theory. Education
might be a result of an investment, but education obviously can have an
effect on something without the help of human capital theory. Both econ-
omists and sociological theorists provide reasons for such effects alter-
native to those provided by human capital theory. So an observed effect
of education or any other individual-level variable does not necessarily
imply anything about the validity of human capital theory.

While human capital theory became the theory attached as a label to
individual-level variables, several different theories became attached to the
so-called structural variables. They were derived from ideas about dual
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economy, internal labor markets, and class analysis. Different measures
correspond to the different theories. Dualist theories suggested industry
variables, internal labor market theory suggested organizational variables,
and class analysis suggested measures of labor power (unions) and of class
position (authority).9

The validity and importance of the various theories are now demon-
strated by showing that the various variables derived from the appropriate
theories have an effect, net of whatever "controls" the data provide. In
continuation of the tradition established by Blau and Duncan (1967), the
issue for the sociologists of labor markets became to establish whether
some relationships existed or not. In particular, it became important to
ascertain if the various measures of labor market structures have an effect,
when "human capital" variables are controlled. Such a relationship pre-
sumably demonstrated the importance of "structure." The logic of the
procedure is quite dubious. Suppose that there are no structural effects;
that is, suppose that the labor market is as homogenous as neoclassical
economics allegedly claims. What would then determine the individual
effects? In the standard economic scenario, the answer would be supply
and demand. But demand is certainly structure, also according to the so-
ciologists of the labor market (see Berg, 1981). Therefore, demonstrating
that structural variables have no effect would not show that "structure"
was not important, only that everyone was exposed to the same structure.
Similarly, had Coleman et al. (1966b) found absolutely no school effects,
the implication is not that schools are not important, only that all schools
are equally important. Presumably very little would be learned about the
matters tested for in the achievement tests used as dependent variables in
this research had there been no schools at all to teach the material.

In the usual linear models, structure will have an effect only if it affects
all individuals in the same manner. Thus if we find an effect of, say, core
versus secondary labor market sector in a standard sociological earnings
equation, we presumably would conclude that the core sector adds an
amount to the earnings of all, regardless of their education, ability, ex-
perience, and the like. This means that labor market sector is an extra gas
pump that will provide an extra bonus if you put core in it. There are only
two ways in which this can take place. Either the sector pump is a proxy

9 A comprehensive survey of the various theories and their measures is provided by
Kalleberg and Berg (1987).
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for individual characteristics not measured by the individual variables al-
ready included in the equation, or the sector pump adds an economic rent
that is an advantage available to all in a structural location. In the latter
case, we have identified a genuine structural effect. However, the very
existence of the effect of the structural variable suggests nothing about
what is the source of the effect - unmeasured individual variables or rents.

The search for structural effects could be extended with the inclusion
of interaction effects suggesting that structure determined how individual-
level variables affected earnings in different structural locations. This was
suggested in the early dual labor market theory in economics for the good
reason that the segments of sector were identified with different demand
schedules, producing different payments on the individual characteristics.
Structure is represented with several gas stations, where one gets different
amounts of gas for the same types of pumps. For this reason, early work
testing dual labor market theory in sociology tested for these interactions
(Beck, Horan, and Tolbert, 1978), and early applications of class analysis
to labor market processes also suggested their existence (Wright, 1979).

In recent work, sociologists have not taken the idea of interaction effects
very seriously for the reason that interaction effects are hard to establish,
even harder to convince statisticians about, and difficult to interpret in the
absence of theory. What is most important is that the existence of an
interaction between an individual and a structural variable makes it im-
possible to separate structural from individual effects. Therefore interac-
tion effects defeat the very purpose of the research enterprise as it has
been defined by the dominant approach to quantitative research in soci-
ology. In other words, we cannot establish the power of variables and the
theories associated with them when we have interaction effects. In the
school effects literature, interaction effects also would seem a plausible
idea. They suggest that different schools would produce different learning
outcomes depending on the combination of characteristics of the students
and of their schools. However, neither in the original EEO Report ncr in
subsequent research have these interactions attracted much interest.10 The
reasons are the same as in labor market research: We cannot ascertain the

10 The recent use of hierarchical models in educational research represents a much richer
approach to the study of school effects than the standard linear models used in earlier
research (e.g., Raudenbush and Bryk, 1986). The approach invites attention to interaction
effects. However, the emphasis has been methodological and statistical so far. A systematic
reevaluation of the conclusions from the earlier school effects research remains to be done.
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relative importance of schools versus family backgrounds if the two sets
of variables interact.

In sum, the idea that theories show their power by having their asso-
ciated variables demonstrate effects produces ambiguities about what the
results mean. This is both because a variable rarely only measures one
thing and because relative power of theories becomes a matter of statistical
significance and amount of variance explained. Further, the identification
of theories with variables and the use of statistical rather than sociological
models produce poor models and impoverished analysis. In particular, the
wish to separate the effects of groups of variables produces the neglect of
interaction effects. We learn very little from such research.

A much different understanding of what governs attainment processes
is obtained by modeling the mechanisms that produce change. An example
of how this may be achieved is presented next.

Theories as models of mechanisms for change

The proper division of labor between statistics and sociology is one where
sociological theory suggests a mathematical model of a social process and
statistics provides the tools to estimate this model. The branch of sociology
presumed to teach us how to formulate models of social processes is math-
ematical sociology. There are many varieties of mathematical sociology;
some seem like notational exercises, and others are mathematical elabo-
rations with no conceivable empirical reference. However, James S. Cole-
man presents in Introduction to Mathematical Sociology (1964) numerous
examples of mathematical models mirroring social processes of various
sorts with empirical analysis using these models to study a number of
phenomena. Most of these models are reformulations of simple stochastic
process models for change in discrete variables, such as party affiliation,
friendship formation, adopting of a new drug, and so on. They are models
of how change is brought about - that is, of the mechanisms of the social
processes under investigation. Thus several models mirror how social in-
fluence processes occur in groups or other systems by a process of con-
tagion, where one person carrying out an act influences the likelihood that
another person will carry out an act. Almost all of these models can be
estimated from available data. Most often the data available to Coleman
were cross-sectional, showing the state of a system at a point in time.
Inferences about the empirical adequacy of the models with such data are
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obtained by deriving the properties of the processes in equilibrium. This
strategy is standard in economics, where the resulting equilibrium models
are referred to as ''comparative statics models."

The formulation of the Coleman models translates theoretical ideas into
mathematical form. This lends conceptual interpretations to the parameters
of the model, and the functional form adopted specifies how change is
brought about. For example, the well-known models for diffusion of new
drugs among medical doctors present two formulations of how adoption
of a new drug comes about. One formulation applies to adoption of a new
drug when doctors have little contact with other doctors. The other mirrors
how it would occur when doctors primarily rely on colleagues for infor-
mation about new drugs. The two different formulations provide different
predictions about the course of adoption among the two groups of doctors.
Empirical tests of the models in turn provide evidence about the validity
of the functional form assumed. The parameters of the models measure
frequency of contact and exposure. The variation of these parameters with
independent variables allow for the empirical analysis of what causes var-
iation in the spread of the drug (see Coleman, Katz, and Menzel, 1966a).
Statistical tools provide evidence about the fit of the models and the pre-
cision of estimates. Coleman was not much of a user of these tools.

The sociological imagination, embodied in Coleman's numerous ex-
amples of how to use mathematical models for conceptual elaboration, did
not have a large impact on the discipline. There seem to be several reasons.
First, the data limitations and computational limitations that inspired Co-
leman to enormous creativity and imagination in developing and applying
the models were removed. Longitudinal data became widely available.
This eliminated the need to derive predictions about equilibrium states of
the processes.11 The advances in computing power made it possible to
estimate directly what until then had to be inferred using assumptions
about equilibrium outcomes. The facility with which one now could es-
timate parameters of basic stochastic processes, using statistical models
for hazard rate or event history analysis, produced a neglect for the prop-
erties of the systems embodied in the assumptions of the model. Since no
equilibrium outcomes were needed to test the empirical adequacy of the

11 The superiority of longitudinal data is widely agreed upon, but they have never been
of much use for the development and testing of change models in the manner proposed by
Coleman. Rather, they usually are treated as series of cross-sections, or change is studied in
a regression-like manner using event history or hazard rate analysis.
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models with cross-sectional data, there was no need to study how an equi-
librium would be obtained and therefore to know the properties of the
models.12

Second, mathematics was never adopted as a tool for theory construc-
tion by those who identify themselves, and are identified by others, as
sociological theorists, despite a couple of notable exceptions (Stinch-
combe, 1968). Mathematical sociology in most graduate curricula was
seen as a branch of methodology, and mathematical sociologists willingly
adopted the label "methodologists" since they usually could understand
and teach statistics. They also seemed to get more prestige from importing
econometric and statistical tools than from developing cute models of
small processes. Sociological theory became classical theory, and its mod-
ern reincarnations, a bit of philosophy. All of it is devoid of reference to
quantitative analysis. Quantitative analysis became viewed as largely
atheoretical, and when Grand Theory did enter regression equations, it
came as variables - for example, in the type of class analysis presented
by Wright (1979). Sociology departments did not require calculus of en-
tering graduate students, and it is difficult to obtain facility with differ-
ential equation models that mirror mechanisms for change if one does not
understand calculus. But standard statistical techniques can be taught and
learned without calculus, from SPSS manuals if all else fails.

Finally, Coleman himself abandoned the enterprise soon after the pub-
lication of Introduction to Mathematical Sociology. His major empirical
analysis of educational processes did not apply any of the principles he
had proposed. By the late 1960s, Coleman had also abandoned the type
of modeling using stochastic process models as the basis that gave such
imaginative examples of formulating models for theories that represent
social mechanisms; these models were abandoned in favor of developing
a purposive actor theory (Coleman, 1973). Purposive actor theory also
requires mathematics and invites the formulation of mechanisms, but here
the use of mathematics is without the clear empirical applicability of the
stochastic process models.

Mathematical sociology has now almost completely disappeared from
our graduate programs and is considered by all but a very small group of

12 I am not claiming that social processes necessarily reach equilibrium. However, making
inferences about a model from cross-sectional data forces one to assume that equilibrium
has been reached. This has the useful byproduct that one is forced to study the dynamic
properties of the model.
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aficionados to be a rarefied and wholly irrelevant, if not absurd, activity.
Nevertheless, mathematics remains the only tool for representing theory
in a manner that will allow the use of statistical methods of estimation,
for we cannot estimate relationships without making assumptions about
the functional form of the relationship. There is no such thing as a theory-
free model, however parsimonious the model is.

Rather than elaborating programmatic statements about the virtue of
linking theory and evidence in mathematical models, I will illustrate the
strategy with an example that hopefully will show the type of insights that
a little bit of thought about the mechanisms that govern social processes
can provide. The example is from the study of attainment processes, the
topic that originated much of the computational and statistical sophisti-
cation already discussed.

Modeling mechanisms of attainment processes

There is a way to understand the attainment process other than the con-
ventional one used in sociological attainment research, where structural
variables are believed to add to individual variables in producing outcomes
according to separate theories for each of the variables or variable groups.
One can obtain ideas about such an alternative scenario by focusing on
how change in socioeconomic attainments might come about.

Consider a person with a given set of personal resources in the form of
ability, skills, background, and experience in a certain "structural" loca-
tion, most simply a job. She now moves to a different position. Either she
experiences a gain in wage or salary, or in occupational status, or she
experiences a loss or no change. The former situation is most likely, for
most moves seem to be voluntary, and if she initiated the move, she prob-
ably did so because of some advantage of the move. If she was forced to
change location, she probably experienced a loss, or at best no gain.

Consider now the situation where a gain is obtained. This gain results
from either our worker being more productive in the new position, or it
reflects that the new position provides her with an advantage that is located
in the position and can be obtained by anyone getting access to this po-
sition. If our worker is more productive in the new position, it should be
because the position changed her, by providing her with new skills or
more effort. If the position provided her with an advantage, not caused by
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a change in her productivity, then the position presumably provided her
with a rent.

If changes in socioeconomic attainment reflect changes in the worker's
productivity, the mechanisms for change would be the mechanisms that
tie individual productivity to rewards in the labor market. Standard labor
market theory is as good as any other proposal. This theory implies a
process of socioeconomic attainment where workers increase their pro-
ductivity by learning on their jobs or by receiving incentives to work
harder. The rate of learning will decline with age, for a variety of reasons,
and the level of effort will, perhaps, also remain stable. In any event, we
predict a career trajectory that will show increases in the early years and
then stability. That is what we observe.

If positions provide incumbents with rents, then they create genuine
structural advantages and we have a nonindividual source of change in
attainments.13 A different conception of the mechanism for change in at-
tainment than the one relying on change in individual productivity is
needed. The needed conception should suggest how individuals can in-
crease their wage or status without changing their productivity. Such a
conception would be one corresponding to the idea of how change is
produced by individuals taking advantage of opportunities, in the meaning
of favorable occasions.

In order to arrive at such a conception, it is useful first to note that if
positions provide rents, it clearly is desirable to obtain such a position.
The position gives you something for nothing. This means that access to
the position will be regulated in some manner - that is, the position will
be closed to outsiders. Ordinarily, only when the present incumbent of the
position leaves the position, for retirement or for another position, will the
position be available. The vacancy then represents an opportunity, and the
opportunity structure will be defined by the rate at which vacancies are
created and their distribution. In S0rensen (1977), I show that assuming a
particularly simple form for the distribution of attainments, the exponential
distribution, the rate at which new vacancies will be available will be given
by the quantity b = $/h; b < 0. Here is the parameter that governs the
distribution of attainment in such a manner that the larger it is, the more
unevenly positions are distributed by whatever measure of attainment

13 See S0rensen (1996a) for an analysis of the role of rents in creating structural advan-
tages.
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(status or earnings) is employed to characterize positions. The quantity h
is the rate at which new positions become vacant by people leaving the
system.

In what I call the "vacancy competition model," gains in attainments
are produced by job shifts, or shifts in positions, generated by the vacan-
cies. It can be shown that as each job shift produces a gain, the longer
the worker has been in the labor force, the less likely it is that there will
be a job to which she can get access given her qualifications. A simple
formulation (with empirical support) for the relationship between time in
the labor force and the rate of job shift is to assume an exponential decline,
implying that the number of shifts a person has undertaken by time t will
be:

(1)

A worker will start out with a level of status v(0) at entry into the labor
force. By time t, the attainment of this person will equal y(0) plus a gain
equal to the average gain per shift. This average gain will equal the total
gain to be made, that is y(t) = v(0) + y v(t). The average gain will equal
the total gain divided by the total number of shifts v( ). Denoting the
maximum attainment to be obtained as v(m), one obtains:

= y(m)-y(0)
y v(°°) (2)

= -b\y(m)-y(0)]

The quantity y(m) is both a function of the worker's individual resources
and a function of the opportunity structure. It is useful to introduce a
measure of a person's resources that is independent of the opportunity
structure defined by the relation y(m) = — z/b, where z is a comprehensive
measure of a person's resources. With this definition, Equation (1) can be
written, using (2), as:

y(t) = \{ebt-l)+y(Qi)ebt (3)
b

This is then the desired expression for the attainment process in a system
where gains in wages or status are obtained as rents provided by closed
positions in social structure. It describes a career curve that is concave to
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the time axis, which is what we observe. The same pattern is predicted
from human capital theory, which proposes an alternative mechanism for
change in attainment - that is, changes in the level of resources z> The
standard linear formulations, typical of sociological attainment research,
of course propose no mechanism at all and have no predictions about the
career.

To show the usefulness of this approach, we should be able to draw
insights from the vacancy competition model that cannot be obtained from
the standard approach. Further, to show that this theory has something to
offer over human capital theory, we should gain insights that would not
have been predicted from the mechanism proposed in that theory. The
main interest here is in the comparison to the standard approach, for this
is the approach that I would like to show is inferior. The comparison is
apparently not straightforward, for the vacancy competition model (3) does
not look like the models typically estimated in sociological research. The
model proposed has only three variables: y(t), the measure of attainment;
time; and z, the measure of resources. There is no variable characterizing
structure. The impact of structure is reflected in a parameter of the model,
b, the measure of opportunities.

A more familiar form is easily obtained. The quantity z is a compre-
hensive measure of a person's resources - that is, the characteristics of
persons that employers pay attention to when allocating people to jobs.
This measure could be conceived of as an additive function of measured
resource variables such as education, ability, family background, and so
on. Thus we may write z as z — fpct, where xt are the specific resource
variables. Inserting this expression for z gives an expression that can be
written:

y(t) = c*0 + b*y(0) + c] x1 + c*2x2 . . . c* + c*xn (4)

where c* = cjbi^1 — 1) and b* = ebt. This has the form of a lagged
equation, and the parameters can be estimated from observations on the
career at two points in time. From these estimates of the c*'s and b*, it is
straightforward to obtain the estimates of the original parameters. The
lagged equation is still not similar to what is used in sociological attain-
ment research. Here typically cross-sectional data are used. The formula-
tion of (4) that will allow for cross-sectional analysis is easily obtained,
however. Letting t -> oo in ebt produces the expression (b < 0):
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y(m) = d0 + d1x1 . . . dtxt + dnxn (5)

where dt = —cjb. This is then the equilibrium state of the process. It
produces the linear model for how the attainment of the worker depends
on the variables forming this person's resources or productivity. In fact,
it is the type of model estimated in the old status attainment research,
before the addition of "structural" variables.

There are a number of important implications of this result. First, the
vacancy competition model originated in a conception of how change in
attainment came about by the utilization of structural opportunities for
change in position. This provided a precise idea of what structural oppor-
tunities are and a measure of these opportunities, the parameter b. This
quantity can be estimated from longitudinal data. However, it cannot be
identified from cross-sectional data.

The structural forces shaping careers shape the effects of individual
variables on the observed attainment. They are not represented with var-
iables to be added to the equation in the manner of conventional attainment
research.14 In fact, if the vacancy competition model has validity, then an
observed effect of structural variables must be due to the fact that the
structural variable is a proxy measure for individual resources. This is
perfectly possible and would be consistent with an idea of structure chang-
ing people, in the manner suggested by human capital and incentive the-
ory. However, it is a paradoxical conclusion for the conventional research
claiming that the goal of the research is to separate the influence of struc-
tural and individual variables.

Finally, the cross-sectional formulation clearly shows that the use of
cross-sectional data assumes that the career process has reached a stable
level or equilibrium. This is evidently not correct in a standard national
sample including all age groups. The violation of the equilibrium as-
sumption implies that whatever the estimated parameters mean, they can-
not be correct representations of the "structural" model since they are
unknown functions of time - that is, age or time in the labor force.

The usefulness of the approach exemplified by the vacancy competition
model ultimately hinges on the model providing new insights into empir-
ical processes. That this is possible can be demonstrated with an example.
In S0rensen (1979), I estimate simple attainment models for Blacks and

14 The structural effects could be modeled as functions of variables in a multilevel model.
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Whites, men and women. The objective was initially to validate the in-
terpretation of b as a measure of opportunities. Using data from the 1970
U.S. Census that provide information on occupation at two points in time
(1970 and 1965), I estimate Equation (4) and then derive the fundamental
parameters. The results are duplicated in Table 10.1.

It is well known that Black men and women have lower levels of at-
tainment than Whites. It is also well established that the resources of
Blacks appear to be less efficacious than those of Whites. In S0rensen
(1979), I estimated the effect of education on status as .593 for White
men and .475 for Black men,15 and .458 and .425 for White and Black
women, respectively. These differences are highly significant.

I will concentrate here on the race results. Clearly Blacks get less for
their education than Whites. There could be two reasons. One is that
Blacks suffer from discrimination. The other is that the quality of edu-
cation is inferior for Blacks, so that they get less out of their schooling.
Now, the conventional analysis cannot separate these two explanations,
for it does not provide a measure of discrimination, or unequal opportu-
nities, that is separate from the estimates of the contribution of a given
resource, like education, to the overall level of resources for Blacks. The
vacancy competition model allows one to separate the two components.

It is of interest to estimate discrimination directly, since the lower effect
of education for Blacks poses a riddle. It is well known that, net of family
background, Blacks have higher educational aspiration, lower rates of
dropout, and higher rates of college attendance (e.g., Hauser, 1993). It is
strange that Blacks seem to invest more in education than Whites, when
they get less out of their investment.

The estimates of the vacancy competition model presented in Table 10.1
provide an answer to the puzzle. The estimates of b clearly show the
expected difference in opportunity structures among the four groups, with
Black men and women having clearly fewer opportunities available to
them than Whites. This provides validation of the ideas about the mech-
anisms that generate these attainment or career processes in the vacancy
competition model. The results also solve the puzzle.

Table 10.1 provides an estimate of z, the comprehensive measure of

15 These results are in a metric that differ somewhat from the ordinary. The new metric
is obtained through a monotonic transformation of socioeconomic status measured in the
conventional manner and a cohort standardized metric for education. The transformation
produces a distribution of attainment that meets the assumption of the vacancy competition
model. This transformation has no importance for the substantive nature of the findings
discussed here, but it does determine the numerical values of the estimates.
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Table 10.1. Estimates of parameters of the vacancy competition model
for Black and White men and women using 1970 PUS

Parameter

b
CQ

CI

z
N

White men

-.222
.125
.125
.267

28,653

White women

-.264
.150
.109
.263

18,986

Black men

-.282
.068
.152
.157

19,493

Black women

-.324
.060
.189
.194

18,012

Note: Estimates obtained using Equation (4). The quantity b is a measure of opportunities;
c0 estimates unmeasured resources; cl estimates contribution of education to a person's
resources; and z is the average level of resources for a person with average educational
attainment in the given race/gender category.
Source: S0rensen, 1979: Table 4.

resources. This estimate is obtained by using the expression z = lcixl with
the estimates of c0 and cx presented, and the mean level of education for
the four groups. The estimates clearly show that Black men and women
have lower levels of resources than Whites. However, education clearly
makes a larger contribution to these resources for Blacks. In fact, the
results imply that had Blacks had the same opportunities as Whites, then
the effect of education observed in the conventional models would have
been larger. The effect for Black men in equilibrium would be .685, that
is —.152/—.222, using the b for White men and the expression for dt in
Equation (5). For White men, it would be .563 when the process has
reached equilibrium.

Simple ideas about the mechanisms governing social processes formu-
lated in simple mathematical models show that the conventional ap-
proaches of letting variables represent theory and letting statistical analysis
dictate model formulation can produce quite serious misrepresentations of
social processes. Structure is indeed important for attainment processes,
and the denial of opportunities to Blacks, not just their lower level of
resources, is indeed operative. It is not at all clear how the conventional
approach would have shown this.

Conclusion

This chapter has argued that the theoretical poverty of quantitative soci-
ology was a result of the enormous increase in computational power that
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started in the 1960s. The new computational power made it unnecessary
to economize on concepts and variables and made statistical convenience
rather than sociological ideas decide the representation of theories of social
processes.

I have proposed that sociological ideas are best reintroduced into quan-
titative sociological research by focusing on specifying the mechanisms
by which change is brought about in social processes. This necessarily
means a specification in a mathematical model. However, the model need
not be very complicated, as shown. The main requirement is that it focuses
on change. The model proposed here can indeed be reduced to a simple
linear differential equation (S0rensen, 1977). It may then be argued that
we have only moved the ' 'black'' box down a level - from the level of
variables to the rate of change in variables. However, this step is a fun-
damental one, for it allows the separation of various sources of change -
for example, the separation of structural versus individual sources of
change in individual attainment.

The development of mathematical models is not a popular activity
among sociologists, and sociologists are not required to know much math-
ematics. It would be good for the progress of the discipline if there were
an alternative approach. Some progress might be made by careful attention
to the implications of the statistical model for the conception of the process
studied. Further, it may be possible to design data collection so that direct
measures of the components governing change process are available. Sim-
ple tabular analysis, as was done before the advent of high-speed com-
puting, is often not a bad idea.

The simple models for change suggest mechanisms for processes other
than socioeconomic attainment. I chose this area of application because it
has been unusually important for the development of statistical method-
ology in social research, and because it is the area I know best. I have
used similar reasoning to formulate models for how individual abilities
and opportunities for learning produce differences in learning outcomes
among schools, what we call "school effects." These models show that
the regression models used by Coleman et al. (1966b) and everyone else
in this area of research present unreasonable theories of educational pro-
cesses (S0rensen, 1996b). The use of additive regression models by Co-
leman is ironic. In his own empirical research on schools, Coleman never
applied the principles for how to model social processes advocated in his
1964 text. I believe the reason was that, for policy research, he thought
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that the representation of sociological theory in mathematical models

would make the research unacceptable to everyone but a few sociologists.

However, if the sociological theory requires another representation than

the one given by the ad hoc statistical model, then the policy implications

of the ad hoc model would be wrong.

It is not likely that any change in how sociologists go about doing

quantitative research will take place in the foreseeable future. Very few

researchers, other than population ecologists (e.g., Hannan and Carroll,

1992), formulate models of change in sociology. Quite a few researchers

now estimate models of change in discrete variables, in the form of event

history analysis. However, this has become just another way of doing

regression analysis with rich opportunities for controlling for everything.
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11. Monopolistic competition as a
mechanism: Corporations, universities,
and nation-states in competitive fields

ARTHUR L. STINCHCOMBE

Mechanisms in competitive social fields with relatively
stable rankings

The mechanism developed in this chapter models competitive fields with
areas of monopoly controlled by corporate groups. The mechanism is to
explain autocorrelation of profits, prestige, and power of highly ranked
corporate groups in those fields. To show the generality of such a mech-
anism, I illustrate it by applying it to profits of large corporations, prestige
of distinguished universities, and power of large rich nation-states.

I have defined mechanisms before (Stinchcombe 1991) as bits of
"sometimes true theory" (the phrase is due to James S. Coleman 1964,
pp. 516-19) or "model" that represent a causal process, that have some
actual or possible empirical support separate from the larger theory in
which it is a mechanism, and that generate increased precision, power, or
elegance in the large-scale theories. Here the combined mechanisms of
monopoly power and competitive environments have autonomous theo-
retical and empirical support, especially in economics. Separate measures
of the monopoly power of particular firms have been developed, especially
in Tobin's g-ratio.1 It is crucial of course that not all firms have equal

1 The g-ratio is the ratio of the market value of a corporation (e.g., of its stocks and
bonds) to the replacement value of its assets. If there were no monopoly power or differential
taxation (or subsidy) of different sorts of capital returns and costs, the equilibrium value of
this ratio ought to be 1. Tobin and Brainard (1977) found an average of q for industrial
corporations fluctuating around 2 during the boom of the 1960s and early '70s. On average
at that time, the ratio of earnings to replacement value was about 0.095, while the market
discount rate for expected real earnings on the securities was around 0.05, compatible with
a market valuation of about twice assets. The crucial estimating assumption for ' 'replacement
cost" was a 0.05 per year depreciation of original cost, with original cost appropriately
updated for inflation. There has been considerable development of the measurement process
since Tobin's early research. See especially Lindberg and Ross (1981) for alternative esti-
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monopoly power, so it is worthwhile for us to theorize about the ine-
qualities of rank derived from differential monopoly power in this chapter.

Our argument then is that monopolistic competitive fields with differ-
entiated monopolies that account for the continuity of status of corpora-
tions in markets, of universities in prestige systems, or of nation-states in
world power systems have mechanisms that are closely analogous.21 will

mating procedures and data stretching the Tobin and Brainard series into the 1970s, with a
published list of ^-ratios of American corporations. Klock, Thies, and Baum (1991) reesti-
mate some of these ratios using better data and extending the time period, giving estimates
for some firms for 1977 to 1983. The average g-ratio was much lower, showing no average
monopoly power of large corporations, but the substantial variance around that lower mean
still reflected differential monopoly. Smirlock, Gilligan, and Marshall (1984) separate two
kinds of monopoly power, "superior efficiency" monopoly and "conspiracy" monopoly,
and try to estimate them separately, and there are theoretical distinctions between what is
usually called "monopoly power" and the mere ownership of lucrative or business-
enhancing assets such as favorable location, oil reserves, and so forth. From the point of
view of this essay, these distinctions are irrelevant, although they are very relevant in Amer-
ican law and in the economic policy implications of antimonopoly legislation. None of these
studies pay special attention to the autocorrelation over time of ^-ratios of the separate
corporations that is crucial to our discussion, although the large variance of g-ratios averaged
over time for separate corporations as listed by Lindberg and Ross indicates that that auto-
correlation must be substantial. The original papers were directed mainly to the problems of
aggregate equilibrium of investment and related business cycle problems, which is why the
mean level of q in different periods rather than autocorrelation structure of inequality has
been of interest. An application of g-ratios in sociology is Palmer, Barber, Zhou, and Soy sal
(1995).

2 By "monopolistic competition," I mean competition in which each firm or other cor-
porate group (at least, each corporate group toward the top in profits, prestige, or power)
delivers a unique product or dominates a unique territory, but there are more or less close
substitutes that make them subject to competitive pressure. Thus in economics my concept
is quite close to that of Edward Hastings Chamberlin (1962 [1933]), especially Chapters 4
and 5, pp. 56-116), and quite different from that defined as "imperfect competition" by
Joan Robinson (1933). The core difference is that in Robinson's thought, new entrants are
assumed to produce the same product, at the same time and place as the industry leaders if
that is relevant to the theory, and at the same cost, whereas Chamberlin presumes that every
firm has some degree of monopoly. In the long run with new entries, Robinson competition
produces (absent conspiracy) the same price results as perfect competition, whereas that of
Chamberlin does not; for Chamberlin the price rank order may have a determinate equilib-
rium, but the price level for any given "unique product," or of the "industry" of near-
substitutes competing at the edges of their individual markets, need not. From our point of
view, it is more significant that Chamberlin's theory, but not Robinson's, makes it easy to
imagine that at any chosen time some firms will be more profitable than others by charging
a higher price relative to their costs. In the Robinson approach, there is no reason to expect
such stratification by profitability (except ins versus outs), and in particular no reason to
expect that stratification to be moderately stable. The sharpest formulation by Chamberlin
is perhaps: "To add the demand curve for Fords and the demand curve for Packards gives
a total which is a demand curve for neither Fords, Packards, nor 'automobiles in general.'
It gives no clew [sic] whatever to the price of anything" (1962 [1933], p. 303n - quoting
his 1927 Harvard Thesis, p. 361). The place of Packard Motor Company in the automobile
market then and now indicates a relatively low autocorrelation of status of automobile com-
panies over 70 years.
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first illustrate that similarity by analyzing competition among corporations
for a continuing high status measured by profits, competition among uni-
versities for continuity of high prestige, and competition among nation-
states for continuity of high power. Then I will develop conceptions of
how these mechanisms work in the rest of the chapter, using the illustra-
tions, as convenient, for empirical support or for suggestions for research.

My purpose is in part due to the inherent interest in sociology of the
continuity of rank systems in fields that are apparently competitive and
where ranks are precarious. It is therefore substantively worthwhile for
each of these systems to invent theories of such continuity: Precarious
monopolies give advantage, but "time and chance happeneth to them all,"
as Ecclesiastes puts it. But part of our interest here is to illustrate that
mechanisms can look very similar even if the substance (in this case, the
kind of status of corporate groups that their leaders try to preserve) varies
considerably. Thus mechanisms vary, as do other theories, in their scope
and in the variety of the environments in which they work. Not everything
is a field in which status is competitive but highly autocorrelated, so this
mechanism is a "sometimes true theory." But insofar as the argument of
this chapter is valid, I could substitute "true often enough to be widely
useful."

The conception of the mechanism is especially guided by John R. Com-
mons's definition of competition as a special type of appropriation or
property that gives a corporate body (e.g., a firm, university, or nation)
rights to the benefits that result from certain legitimate activities and free-
dom from liability for whatever damage is caused by its legitimate pursuit
of those advantages. This flow of benefits, being monopolized by being
appropriated, may then be used to maintain the group's rank in the system.
But corresponding to that particular form of appropriation is the precari-
ousness of one's flow of benefits and position in the overall system be-
cause others also are not liable for damages (from their own permitted
activities) to that standing. Such a system then can explain both the con-
tinuity over time (or positive autocorrelation) of rank in a competitive
field, and the ultimate precariousness of that rank (autocorrelation less than
1.0).

But my argument will be that this somewhat evanescent monopoly ad-
vantage is a relation between a feature of the field, an "opportunity" to
be monopolized, and a feature of the corporate group, a "competence"
to monopolize that particular activity. Competitive fields then consist in a
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mechanism of appropriation that attaches competent organizations to op-
portunities in their fields; fields have a "granular" structure of opportu-
nities (or "niches") that are relatively distinct, and so monopolizable, and
organizations have "specialized competencies" that make them especially
efficient or otherwise effective in monopolizing one or more of those gran-
ular spaces. As the elasticity of substitution between competing products,
services, or national powers slopes upward from the center of an organi-
zation's niche, competitiveness increases and monopoly advantage de-
clines. That elasticity at any particular place in that niche often varies over
time, and this creates an autocorrelation less than 1.0.

The argument of this chapter will be developed in four sections. The
first gives a comparison of granular opportunities and competence of firms
in markets, prestige systems of universities, and global power systems of
nation-states. Then we turn to the characterization of competitive organ-
izations. The third section looks at opportunities as characteristics of fields.
The fourth presents the mechanism itself, competition as a distinct type
of appropriation.

Three examples of organizations in competitive fields

The point of these examples

Our purpose in developing the following examples is to show that the
phenomena that our mechanism is supposed to explain are to be found in
at least three radically different fields: competition among firms in mar-
kets, among universities in prestige systems, and among nation-states in
the global power system. My first objective then is to illustrate the facts,
which will surprise no one, that all three systems are fields of competition,
that status within them has a high degree of autocorrelation so that the
successful ones in one year (or decade) are quite likely to be the successful
ones in the following year (or decade), and that the position is maintained
by vigorous activity on the part of leaders to hold their high positions,
and by competitors to gain high positions.

But I also hope to show that the central elements of our mechanism are
to be found in all three. In all of them, characteristics of the organizations
are essential to their success, and top organizations have to be competent
to produce the benefits that make them successes in order to maintain their
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position. In all of them, the field provides a possible flow of benefits, a
position of opportunity, that describes what gives competitive advantage
(in a niche) in the field in which competition takes place. And in all of
them, the relation between the corporate organization and the opportunity
is one of precarious appropriation, a system in which organizations ap-
propriate the benefits of their competence as long as the opportunity con-
tinues to pay off, with possible erosion of status if the field changes so
that the opportunity no longer pays, or if competitors develop competitive
competencies so that the monopoly is no longer defensible.

In fields of markets, prestige systems, and world systems, some organ-
izations perform better than others, and they always do this not by becom-
ing careful rentiers choosing their investments. Instead, they organize
networks of collective action, create networks of suppliers, build or buy
capital resources, and give people incentives to do all those successful
performances. This always means maintaining the competence of those
networks by beating out alternative networks to which the members or
suppliers might go. And it means meeting the competitive challenges to
some of the opportunities that constitute the field.

In each case, I argue that it is a mistake to conceptualize the organi-
zation of a system of ranks in competitive fields solely from the point of
view of the field (as innovations or conspiracies by firms, prestige niches
of universities, or coreness of nation-states), because it is the corporate
activities of the firms, universities, or nations that sustain the occupancy
of such positions in fields. But conversely one cannot see what is going
on in such fields if one only searches for X-efficiency or entrepreneur ship,
as Leibenstein (1978) or Schumpeter (1964 [1939], 1942) did, or for cul-
tural capital as Bourdieu does for French universities (both Distinction
(1984) and Homo Academicus (1988 [1984]), or for national power as
Davis (1964 [1954]) does. None of these concepts shows us what has to
be done to maintain the position and why the top positions are so precar-

3 A somewhat comparable distinction is that between fundamental niches and realized
niches is in Hannan and Freeman (1989); see also Podolny et al., (forthcoming). Roughly a
fundamental niche is a characteristic of the organization, such as its technical knowledge,
that gives it an advantage of certain kinds in certain kinds of competition. A realized niche
is the competitive status that it in fact occupies in the market, or the actual space in the set
of opportunities it might be advantaged in that it, in fact, realizes in competition with other
firms.
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Example 1: Tobin's q-ratio and competition among capitalist firms

Firms in markets very often have a larger "going concern value" than
the value of the things they own, as measured by the cost it would take
to buy or produce their equivalent. For example, in the 1960s and early
'70s, a boom time, the average ratio of the market value of leading firms
to asset value was likely around 1.4 to 1.5 (see the sources in footnote 1).
Roughly two-sevenths (29%) of the value of the average firm, then, was
not due to the value of its capital but instead to its capacity to use that
capital to make profits above the discount rate used in the stock market.

That is, the resale value of the assets of the corporation, as estimated
by what it would take to replace them, is a valuation of the corporation
as a bundle of claims on marketable capital goods. The fact that the stock
market valued the average large corporation at a higher value than the
resale value of its assets, then, was a measure of the ratio of discounted
profits of the corporations as going concerns, to the value of its assets as
estimated by using the estimated market price of those assets in the capital
goods market. Thus it means that the special combination of capital and
human organization to exploit an opportunity in the market produced an
expected stream of income higher than the assets could be expected to
produce in alternative uses.

When Joseph Schumpeter used the fact that there are profits above the
interest rate to show that "innovations" must produce the profits (Schum-
peter 1964 [1939], pp. 46-83, 105-150; 1942), he was pointing to the
same fact as Tobin's g-ratio being higher than 1 for innovating firms. He
was saying that the added value of a going concern exploiting an oppor-
tunity in the market that no one else could exploit by buying the same
assets produced profits above the interest rate. By calling the phenomenon
that produced the impossibility of others exploiting the opportunity an
"innovation," he was pointing to the organization-market relationship that
created this special relation between the organization and an opportunity.

The opportunity was exploitable only by one firm because it was a new
thing in the market, and inimitable for that reason. Thus he expected the
excess profits to disappear, and the disappearance in turn to produce fi-
nancial panics and business cycle depressions when the value of innovat-
ing firms was reduced by competitive imitation. This would reduce the
value of firm assets to their replacement value. At that time, the innovation
ceases being an innovation. In short, Schumpeter was using "innovation"
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to describe any monopoly position established by any inimitable activity
of the corporation that produced value.

Schumpeter pointed out that many of the important innovations were
"organizational" innovations, such as arranging the relation between let-
tuce harvests in the West, express railroad trains with refrigerated cars
(originally the lettuce was packed in ice), and auction produce markets in
the East so that the lettuce got to stores unwilted at an auction price. Thus
the innovation was not the ' 'invention'' of ice for lettuce but an organi-
zation of ice with railroad cars, lettuce harvests, and wholesale produce
markets.

The value added by organizations over and above their assets and the
costs of labor is instead attributed to the organization by Leibenstein
(1978), when he talks about "X-efficiency." He takes the fact that this
organization can exploit the opportunity as no other one can as funda-
mentally a feature of the organization, rather than of the novelty of the
opportunity in the market as Schumpeter did. But obviously it is instead
a feature of the relation of unique features of the organization to market
opportunities that produces the extra profits; one cannot invent a unique-
ness out of thin air and expect it to pay off. Either one had to produce
electricity that no one else could produce because one was an inventor
(the fact that Edison is still in the name of some electrical utilities shows
this), or one had to be able to organize better than Edison did (the fact
that Edison produced direct current while companies with Edison's name
in their name now produce alternating current may show organizing better
than Edison's). The corresponding concept describing the relation between
an organization and an opportunity as a characteristic of an organization,
then, is Leibenstein's "X-efficiency."

My argument here is that when Schumpeter describes the excess profits
as the fact that the opportunity the organization exploits is created by the
organization's activity being an innovation, and when Leibenstein treats
the excess profits as a uniqueness of the organization, they are both right.
Both are pointing to the fact that an organization can do something unique,
and that this something occupies such a place in the market that the assets
earn more than their "normal" or "interest rate" return, even after the
stock market takes account of the higher risk of the stream of profits.

But in order for an organization's activity to occupy a distinctive op-
portunity in a market, it has to manage two network tasks. First, with
respect to its potential competitors in the market, it has to exclude them
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from its distinctive niche by doing better than they do in it. Second, with
respect to its employees, stockholders, and suppliers, it has to continuously
manage them (and especially their possible commitments to others) so that
the network that constitutes the organization can achieve a unique set of
activities that exploits that opportunity. If it manages its suppliers of labor,
capital, and materials well, it can have a "production function" for that
activity or product that can stably exploit its niche, consisting in part of
its internal authority networks but also in part of its mutual commitments
with workers, suppliers, marketers, and creditors. If that production func-
tion characterized the industry's (or society's) "technology" rather than
the firm, there would be no monopoly profits (after time for new entries).

Thus corporate action of successful firms in a market as a type of social
field: (1) cannot be "rule following," for otherwise others would follow
the rules and be equal competitors, and assets would earn only normal or
interest rate returns - it must be exploiting its "liberties," as John R.
Commons (1974 [1924]) put it, using its social rights to do something
unique; (2) is exploiting an opportunity that is always open to challenge,
to competition, and (at least so Schumpeter says) can expect to lose its
monopoly position as the competition manages to reproduce its unique
capacities; (3) must manage the flows of its employees, stockholders, and
suppliers so that someone continues to supply this organization rather than
any potential competitor with its unique competencies.

The g-ratio is an approximate measure of how far such a sustained
relation between an organization and a market opportunity is maintained
by the set of practices that constitute the organization's competitive po-
sition, because it is a measure of how far an organization is more suc-
cessful than a rentier would be with the same assets. It is crucial to our
argument that not all firms need have excess profits by successful monop-
oly, and that any current position of monopoly advantage will normally
erode with time.

Example 2: Competition between universities in reputational systems

To a casual view, an endowment to an institution of higher education is
a subsidy to the students, and so students in well-endowed institutions
should get their education more cheaply. But in fact, all sorts of measures
of an institution's endowment, from financial endowment to the number
of books in its library, are positively correlated with tuition charges. Well-
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endowed Ivy League colleges and universities charge higher rather than
lower tuitions than other schools. I argue that this demonstrates the same
sort of fact as ^-ratios of highly ranked firms being larger than 1.

The g-ratio being larger than 1 shows that a firm's capital earns more
than its asset value. The endowment of a prestige university also evidently
generates more than the income due to its asset value, because besides the
market valuation of the endowment (measured by the endowment income),
a large endowment enables the university to charge more for its services.
If there were a capitalized market value of the university's income, then,
prestige universities with high endowments (high capital assets) should
show a g-ratio greater than 1 because their revenues are all higher. Being
non-profit organizations, nobody but the university as such can appropriate
the income, so the going concern value cannot be measured by a market
value of the organization.

In addition higher endowments are correlated with other sources of
higher income, such as more grants for research and further endowments
for distinguished professorships or more beautiful buildings. Further there
are nonmonetary forms of compensation such as citations, visits by foreign
dignitaries, or column inches in the New York Times, that come to well-
endowed universities. In short, what universities compete for are rich and
bright students who will turn into rich donors and parents of future rich
and bright students, distinguished faculties that will recruit those students
and justify donations, and column inches in the New York Times. Turning
these reputations into concrete resources means, especially, locating some
fairly large set of students, usually mostly from nearby, whose brightest
and richest will pay the higher tuitions to come there.

But it is hardly likely that students and their parents are mainly buying
the services of endowments like the least-used 2 million volumes of Har-
vard's Widener Library, or the million dollars apiece for outfitting the
research laboratory of MIT assistant professors of biochemistry. Instead,
they are buying the reputability of their own respective degrees in litera-
ture or biochemistry. That reputability is partly made up of the general
aura of resource-richness of the universities, and perhaps the richness of
the students. But it is more made up of the reputability of the faculty
because they are recognized as expert by other comparative literature pro-
fessors or biochemists. That reputability in large measure originally jus-
tified the endowment of the libraries and laboratories. This in turn is
reconfirmed by the fact that some combination of the brightest and the
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richest students come to leading universities; it is the kind of environment
where future literary lights and Nobel laureates are educated and where
sociology professors have to explain to 19-year-old students that indeed
it is possible for a family to live on less than $300,000 per year.

The correlation between endowments and tuitions then is created by a
self-reinforcing causal circle in which (1) endowments help produce the
reputation that brings in high tuitions, (2) rich and bright students in the
long run create endowments, (3) leading scientists and deep library col-
lections create reputations that bring in endowments and students, and (4)
contributions of leading scientists, scholars, and librarians to scholarly
work in other universities maintains the solidity of the reputation of the
university among those who know. The whole self-reinforcing circle in
turn indirectly convinces the rich donors and bright students.

This self-confirming reputational circle means that a slipping depart-
ment at a leading university has a reasonably high probability of recov-
ering its reputation. Even when lingering anti-Semitism crippled sociology
departments in the Ivy League from 1900 to 1950 (when a disproportion-
ate share of leading sociologists were Jewish - and Chicago forged ahead),
many of those departments recovered later (Karabel, 1984; Gleik, 1992,
"Of Course Feynman is Jewish," pp. 81-5), often after considering abol-
ishing sociology there altogether.

But here the point is that these reputations are a relation to a field of
scholarly reputation, and reputation of the degrees produced by faculty
scholarly and student social class reputation. The willingness of donors to
give to prestigious universities (and to prestigious departments and schools
within them), and the willingness of students and their parents to pay
higher tuitions for prestigious credentials, create a competitive field of
reputations that can be turned into resources to maintain those reputations.
The opportunities for prestigious universities to sell prestigious degrees,
and to make a library named after Harry Elkins Widener a prestigious
namesake, are out there in society, and those opportunities are contested.
The University of California at Berkeley, the University of Michigan, and
Stanford all rank higher on some of the reputational criteria than most of
the Ivy League schools, though they started a good deal behind. Stanford's
financial endowment is comparable to, and the libraries of Berkeley and
Michigan have bigger collections than, many colleges and universities of
the Ivy League.

Again this distinctiveness of the relation between an organization and
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an opportunity in a contested field is simultaneously a feature of the or-
ganizations and of the opportunities. Harvard can produce prestigious
degrees, and many people want to buy prestigious degrees. Active recruit-
ment of the best and richest students supplies a reliable stream of endow-
ing alumni. In short, all the elements we used to describe monopolistic
competition among firms, even down to the financial equivalent for non-
profits of the g-ratio, apply to universities' reputations.

Why are there nations and empires in the world system?

Nation-states originally grew in Western Europe out of states that existed
only episodically when waging international war. Taxes and forced loans
to the royal government in early modern Europe (say the 13th to the 18th
centuries) went up dramatically when war or a crusade was declared, to
go down dramatically afterward. The predecessors of nation-states then
did not really exist for purposes of domestic law making and enforcement
in times of peace, and they had to publish "bans" (the French word for
it) giving special authority to compel people and goods to be mobilized
for war, because ordinary domestic taxes and people's ordinary activities
did not suffice (Tilly 1990).

Toward the end of early modern times in commercial states (in the
Renaissance in Genoa and Venice, in England and the Netherlands in the
17th century, and with France added in the 18th century), parliaments and
courts developed as institutions to consult the urban rich (as well as the
aristocracy) before going to war. The obligations generated in wars and
approved by parliaments were supported by peacetime taxes after the wars
ended (Carruthers 1996). The result was both the rapid expansion of these
countries overseas to create commercial empires and a period of intense
warfare between these empires in the late 18th century, because "the peo-
ple" (i.e., the rich) had consented to the wars and to the repayments.

Since that time, the penetration of such national governments into the
daily life of the population grew, either directly (as in Germany, France,
Russia, and Spain [and England by the 19th century]) or indirectly through
subordinate provincial governments (in the United States and The Neth-
erlands, and in the quite autonomous colonies of England, France, and
The Netherlands). These nation-states with their federally governed col-
onies and provinces then became "the core" of the world system, as
Immanuel Wallerstein (1980) and his colleagues have argued. My argu-
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ment here will be that "strong" states became empires because they gen-
erated more power from their "power assets" in the home country, and
so gained hegemony in the world system.

Wallerstein (1980) has emphasized that the world during this time be-
came a system, and national power was a relation among competitive core
members. Political-economic relations to the rest of the world, and spe-
cifically to the colonies that constituted the empires, were part of the basis
of core status. Core status was an opportunity in the system as a whole,
because there were "power vacuums" on the periphery (for a develop-
ment of this concept, see Stinchcombe 1987 [1968], pp. 226-7). Core
countries could ship manufactured goods to markets that they could protect
and could get cheap materials and semi-finished goods in return. These in
turn fueled trade with other core countries.

But core status was also a set of capacities of the core nations as or-
ganizations, to raise taxes, to borrow money, to build warships and can-
nons. Thus whereas it is most obvious that an empire is a specialized
network of protected trade ties created by the more powerful nation of the
empire, those protected trade ties then also fed back to support core status
in competition in Europe.

Mercantilism was a theory of protection of network advantages in the
international system. In no country was it ever assumed that all the trade
of the country should be within its empire. In fact, the idea was that an
empire strengthened the capacity to support navies (see Duffy 1981, pp.
3-37, for England and France; and C. R. Boxer 1988 [1965] for the Neth-
erlands) and other military forces and to have goods to trade with other
core powers. For example, in the 18th century, Haiti made France the
source of most of the intra-European trade in sugar (Frostin 1975, p. 143).

As Julia Adams (1996), Barbara Tuchman (1988), Anne Perotin-Dumon
(1985), and Charles Frostin (1975) have emphasized, colonials often
sought to go outside the empire for more advantageous ties, in the Carib-
bean especially with the Dutch and New England, and in the Dutch East
Indies with England. Colonists of an empire quite often even took the
other side in interempire wars; Spanish and French planters were often
glad to be conquered by England so they would get more favorable treat-
ment of slavery and provisions trade and freedom of trade in sugar.

Within each nation, smuggling challenged mercantilist policies on a
large scale, so southern England and Brittany were chronically undermin-
ing the mercantilism of their own countries. In the Netherlands, whole
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cities (i.e., provinces) refused to respect the mercantilist policies of their
country; since mercantilism was valid in a Dutch city only if the city
agreed, smuggling was in a sense legitimate. Maintaining mercantilist re-
lations of core countries in trading networks was a continuing achievement
against substantial and continuing commercial subversion.

The same is true of military competition. As the transition from early
modern to modern took place in the late 18th and early 19th centuries,
wars among the core countries took a much larger share of the national
income and more years of each decade. Part of this was in turn due to the
superior capacity of the partially democratized Dutch and English, then
slightly later the United States and Napoleonic France, to mobilize the
population and national resources for warfare (Carruthers 1996). So the
challenges to any given country's match between national organization
and world system opportunity got more expensive and deadly. The Dutch,
for example, nearly gave up on defending a sugar empire in Brazil and
the Guianas militarily, because it would not profit the dominant elites in
the Dutch East India Company (Adams 1994a, pp. 336^2), and declined
(as Wallerstein, 1980, argues) from hegemonic to merely another member
of the core.

An empire or other trading position in the international system was,
then, both an opportunity in the world system and a power of a nation to
mobilize a commercial and military collective action and to defend the
networks of commerce and politics that maintained that position. Empire
governments were intensely conscious that their advantages over their
challengers were precarious, both militarily and commercially. National
prestige, flows of commerce, and military (especially naval) power were
all highly correlated, so that Wallerstein could collapse them all into one
variable from core, to semiperiphery, to periphery. But that correlation
was by no means an invitation to rest on one's laurels, any more than a
Nobel prize is, or IBM's position nearly monopolizing mainframe com-
puters and then dominating personal computers was.

Kingsley Davis has argued (1964 [1954]) that the potential military and
diplomatic power of a nation is a function of its population size multiplied
by the average productive efficiency (e.g., GNP per capita). Thus large
countries are more powerful than smaller countries with the same level of
development (e.g., India and China are more powerful than Burma or
Thailand). But economically developed countries are more powerful than
poorer countries of the same size (e.g., the Netherlands or Australia are



280 ARTHUR L. STINCHCOMBE

more powerful than Cuba or Malaysia, or Japan is more powerful than
Indonesia). Otherwise put, national power is a function of total GNP rather
than of either total population or GNP per capita. National power then
characterizes nations as corporate groups, and national income has power
value.

But power works most effectively when applied close to its source (e.g.,
within the boundaries of a nation) and declines rapidly with distance, with
higher transportation costs, and with legal barriers. Mountains and beaches
present severe problems in the application of infantry power, so within
their boundaries, England and Switzerland are safer than France or Bel-
gium. Alaska was far from Moscow and had both beaches and mountains
as anti-Russian barriers. The purchase price for United States possession
could thus be extremely cheap, because Russian possession would have
been extremely expensive (Stinchcombe 1987 [1968], pp. 216-31).

The general point here is that the "opportunities" of nations, the places
vulnerable to their advantages in the field of the world system, are strongly
determined by geographical distance and geographical barriers. The "mo-
nopoly of legitimate violence" that defines sovereignty therefore tends to
be quite sharply limited to a territory. An increase of national power (e.g.,
with economic development, railroad building, or navigation across water
barriers) thus has its first effect within national boundaries. Government
stretches right up to the border if troops can be got to the border by rail
or by ship and therefore do not have to be recruited near the border.

But such increases of national power with economic and transportation
development also create a "sphere of influence" on nearby smaller or
poorer nations, because the power potential of the United States (for ex-
ample) stretches not only from the great plains to New Orleans down the
rivers but across to Cuba, the Dominican Republic, Haiti, and the Virgin
Islands.

Thus the solidity of national boundaries (for the modern definition of
sovereignty of nations in the United Nations, see McNeely, 1993, p. 16)
is a reflection of the solidity of the monopoly advantage of large rich
nations in the international system. It is a physical measure of the exact
niche dominated by the advantage of a nation as a corporate group. Vague
boundaries between nations on the maps mark low economic development,
sparse population, and transportation troubles - straight lines as boundaries
in deserts, Arctic tundra, or glacier country mark much the same condition,
and a straight-line boundary is hardly ever well defended.
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Monopolistic competition as a mechanism

The first thing to notice about these three examples is that they all concern
what Commons (1974 [1924]) called the "going concern value" of a
corporate group. A corporate group is a network that can work together,
and so can do together the activities that bring in benefits from the op-
portunities that it exploits. But a network is vulnerable at all its nodes. A
firm may lose the inventor of the innovation it monopolizes; a university
can lose its Nobel prize winners; a nation can fail to keep its soldiers
fighting if it lets them get out of sight. Thus, as Chester Barnard (1946)
argued, a corporate group has to maintain a positive incentive balance at
each essential point in its network by using the resources it gets from
exploiting its opportunity or niche and other incentives generated by being
a going concern.

Second, what the going concern appropriates is the flow of benefits to
the corporate group that it gets by beating out the competition in its niche.
A central part of the appropriation is that the competitive damage it does
to others by exploiting its niche is not vulnerable to an action for damages.
Clients are free to choose a firm and, more important here, firms are free
to be chosen; foundations can endow a high-prestige university without
answering to another university for it, and another university can hire away
a Nobel prize winner without remedy; nations can tax their populations
to keep up a bigger navy than they need and sign only those trade agree-
ments they find rewarding, and the only remedy of another nation is to
tax for its own navy or to offer more advantages for a trade agreement.

Conversely appropriating the going concern value is only appropriating
those competitive advantages that the corporate group can maintain. The
monopoly capitalism of Allis-Chalmers, for example, did not help it when
the farm machinery niche it occupied became unprofitable. The 17th-
century competitive advantage of the Dutch in colonial commerce had to
give way to English hegemony by the end of the 18th century.

The third feature of the mechanism in all three cases is that being com-
petitively advantaged in one period produces resources, maintains incen-
tive balances at essential nodes within the group, and so produces a going
concern in the next period with a better chance of maintaining competitive
advantage. Status or other monopoly advantage in all these fields tends to
be autocorrelated, subject to slow decay over time with an occasional
catastrophe.
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The fourth feature of the mechanism is that the corporate group's main-
tenance of competitive advantage in these three fields depends on the
capacity to make decisions and implement them faster than consensus on
the decision by all the nodes that have to act jointly can form. Or in short,
the acting entities in the fields are corporate groups, which can act to
exploit an opportunity as well as appropriate benefits.

A fifth feature of the mechanism is the granular structure of the com-
petitive field, so that the niches or opportunities of individual corporate
groups can be identified within which they have one or another sort of
competitive advantage. One or more innovations can create a granule in
a market (Podolny and Stuart 1995; Podolny, Stuart, and Hannan 1996;
Schumpeter 1942), an area in which a corporation has a temporary com-
petitive advantage. A few members of the National Academy can make a
university prestigious in chemistry, able to recruit students, endowments,
and young chemists of promise, and so creating an area of competitive
advantage. Control of a relatively militarily invulnerable rich heartland
and a largely imported industrial culture gave the United States world
hegemony up to the borders of the Soviet bloc after World War II and
made Caribbean and Central American countries essentially into protec-
torates, a large granule of power dominance in the world system, sloping
off toward the Soviet areas. The granule's boundaries were, however, not
impermeable to the competitive action of nearby competitors (e.g., in Fin-
land, Afghanistan, or North Korea).

The central feature tying all the others together, the working part of the
mechanism, is the second one: the appropriation of a competitive oppor-
tunity by a going concern.

The functions of competitive organizations

In his famous article on why there are firms, R. H. Coase (1937) assumed
that there was a field of buyable goods and productive or marketing ser-
vices that could be contracted for. He then argued that it was appropriate
for a firm to buy or contract for all the things that were cheaper on the
market (all things considered - e.g., bad schedules of delivery or firm
secrets betrayed would be counted as costs) than the firm could produce
it for. Thus in equilibrium, the activities within the firm would be the set
of all relevant activities that the firm could do better, or cheaper at equal
quality, than the market could. Firms then make profits because there are
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some goods or services that the firm can make or provide better than
anyone in the market. This is precisely the relation between opportunities
and corporate groups that I have argued create fields of monopolistic com-
petition.

Schumpeter believed then that he could give a positive characterization
of what those unique competencies of an organization were likely to be -
namely, one or more innovations. But Schumpeter did not provide a theory
of why an innovation should be administered by a firm4 - that is, by a
unified set of contracts all governed by a single balance sheet and with
authority to integrate activities. If we think of Coase (1937) as supplying
that theory, his answer would be that unified administration saved the costs
of the transactions and contracts that would be necessary to create a system
of activities to manage the innovation. Presumably the uncertainty of what
it will take to create economic value from an innovation is the ultimate
source of the transaction costs (Stinchcombe 1990, pp. 159-93).

Thus to answer the question "Why are there organizations?" for firms
is to explain what class of activities are likely to be connected together
by a unique network that constitutes an organization. The very general
answer is that being connected together in a corporate group makes those

4 Mansfield et al. (1977) provided evidence that the theory had at least the support that
most innovations were exploited by the firm that made them. That is, the exploiters of an
innovation ordinarily did not exploit an innovation by means of extensive subcontracts or
by marketing the innovation freely to all comers including themselves; innovations are or-
dinarily not a "commodity." That means in turn that the features of an organization, such
as its size or capital reserves and the richness of its market determine what exploitation of
an innovation would happen, which in a perfect market system for innovations would not
be true. In Nelson and Winter (1982), the theory is built on the assumption that an innovation
will be exploited by the firm that makes it. Scherer's study (1964) of the arms industry deals
with a situation in which the client pays for the innovation as well as its exploitation. In
that industry, therefore, all the transactions between research and development and produc-
tion ordinarily done within the firm in the private sector are necessarily ' 'in the market'' (in
the Department of Defense); therefore the transaction costs of relying on the market are
more transparent. In practice in the biotechnology and software industries, where innovation
itself is a more or less predictable process, the firms making the innovations are not nec-
essarily the ones administering their exploitation in the market, so that Microsoft got rich
from a software innovation administered and marketed by IBM with their personal comput-
ers, even during the period when IBM got poor. But even in such situations, the innovating
firm is quite often acquired by a "friendly" takeover by the administering and marketing
firm, especially in the drug industry, where clinical testing of a new drug is a complex and
capital-intensive transaction with the government, in which biotechnology innovators have
no special expertise and not enough capital nor relevant administrative capacity. Thus
Schumpeter's assumption that the innovator gets the monopoly is generally right, but not
always, so we still need Coase's theory of why things like innovations producing monopolies
tend to be done within the firm to predict when Schumpeter is right.
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activities more profitable in the firm's field, its market. This is because
organizations are structures of coordinated callable routines, routines lying
in wait for contingencies in which they are needed, so that the organization
can be quickly mobilized to seize opportunities, and so that internal com-
petition is suppressed by an overarching incentive system, paid for by
exploiting the monopoly in the market (Roy 1997, pp. 183-92; see also
Petersen 1995).

Similarly it is because a given university is a special kind of network
structure, ultimately connecting students and their parents to scientific and
scholarly activities that these families would not have been able to judge
for themselves, that it can create and market academic reputation. It is
because a nation-state can create networks of naval and other military
mobilization on occasion, and create trading networks defended by that
mobilization, that it can create and maintain an empire or a position in
the world system core. In the 18th century, Great Britain as an organi-
zation thus could create a set of activities that others could not create or
buy and that could make it the power of the world system, replacing the
Dutch. The Dutch state (basically a set of contracts among commercial
cities) in the 17th century had a comparable accomplishment, which they
did not sustain to the same degree into the 18th century, and so lost out
as the hegemon to the British.5

If we start, then, by trying to identify the class of activities that a given
firm can do better than other firms in markets, that a prestigious university
can do better than other reputable nonprofit organizations, and that a given
nation-state can do better than other political organizations, we will have
the key to why there are organizations in fields.

The clues we have gleaned so far are that (1) innovations and their
uncertainties may advantage firms; (2) firms may save transaction costs
that would be involved in getting supplies or services from the market;
(3) universities can judge reputability of scholars better than students or
parents; (4) universities can sell reputations, and get donations for them,
better than individual scholars; (5) powerful nation-states can organize

5 I am not satisfied that the living standard of the Dutch was lower than that of the British
during the period of British hegemony. The statement that the Dutch lost hegemony is thus
not a statement that this was a bad thing, or that one would not, perhaps, rather have been
Dutch than English. A corporate position in the world power system did not necessarily
make its citizens better off; the slaves in that corporate group's colonies were no doubt
worse off. If one is the object of the monopoly of legitimate violence, one is not advantaged
by national power.
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logistics, loans, taxes, and organized fighting forces better than other po-
litical organizations; and (6) core nation-states can organize and defend
monopolies in trading networks ("empires" and their equivalents) better
than other ways of organizing cartels can. What all these phenomena have
in common is that they create and maintain enclosed webs of relationships
that can engage in corporate action, to carry out actions that other networks
cannot, can operate in the face of competition, and can appropriate the
benefits of exploiting that advantage in corporate action to maintain or
enlarge their position against competitive challenges. But of course the
degree to which organizations can maintain such advantage is a variable,
or bust would not follow boom in Schumpeter's business cycles as in-
novating organizations drive older organizations into failure, Clark Uni-
versity would still occupy the prestige locus that the University of Chicago
got by hiring away its best faculty, and the sun would never set on the
Dutch empire.

Corporate groups as sets of callable routines

When one looks at formal organization in its details, say at a departmental
level, one sees a set of routines that run more or less automatically, except
that they have a few adjustable parameters. Thus an accounts payable
department has a set of check-writing routines, except with variations in
the amounts, the company name on the invoice, the authorizing depart-
ment, and its subaccount number within the organization. The sociology
department has a fairly stable faculty and advertised curriculum, with vary-
ing assignment of teachers to courses, varying schedules, sizes of rooms,
and contents of the syllabus.

Such routine accomplishment together with easily authorized adjusta-
bility avoids complicated negotiation about how to react to all conceivable
contingencies in a market contract, and it allows continual improvement
of routines (and increases in the number of options or adjustable para-
meters built into them) to increase their efficiency and flexibility. This in
its turn allows the organization to move quickly to respond to challenges
in the field in which the organization operates (e.g., to innovate - see
Nelson and Winter, 1982, for a complex analysis of the relation between
routines and innovation in firms). A nation-state can develop routines to
mobilize men into armies and navies (e.g., the "hot press" of British
merchant sailors into the navy in the 18th century), to borrow money
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(Carruthers 1996) to pay war expenses, and to negotiate alliances and the
ends of wars through an established diplomatic apparatus.

Such routines reduce transaction costs and provide for the possibility
of there being a set of activities that an organization can do better inter-
nally than others can achieve. But such routines have to be ' 'callable'' in
a flexible fashion, or competitive challenges will not be met.

A coordinating organizational utility function

A central feature enabling organizations to outperform alternative actors
in their fields, or actors that might easily be created, is that they can act
corporately faster than consensus can form. Short-order drill in an army
on a modern parade ground or on an 18th-century battlefield is an excellent
example. In the 18th century, one could not trust a soldier not to run away
and go home if he were out of the officers' sight. One therefore had to
look around for a field flat enough to move troops around on while keeping
them in sight. Close-order drill was a technique for moving bodies of men
who, first of all, would come to the wrong consensus and go home if one
left them to form a consensus, and second, would get hopelessly tangled
up while being maneuvered into position.6

We argue that the rapid governance of corporate activity by a utility
function that does not have to be bargained out at the moment requires
organizations (firms, universities, or nations, or for that matter house-
holds) to have four features: (1) a common understanding of "the collec-
tive welfare," so that each person (especially those in authority) can tell
when they are pursuing "their job" and when they are pursuing their
"personal affairs"; (2) a flow of information about developing contin-
gencies to employees, partners, patriarchs, or other agents of the group,
where the news breaks too fast to communicate to all the stakeholders
and to wait for their consensus to form; (3) dedicated resources (a
"fund" or an "estate") that can be used or spent for the achievement of
that collective welfare, distinct from wages or dividends and from
"pocket money," often with a distinct status in property law so that their
use for personal purposes is criminal; and (4) a somewhat separate sys-

6 A special problem was created by the fact that one wanted the soldiers with loaded
guns in the front rank facing the enemy to shoot, and those reloading in the back ranks. At
the beginning of the century, it took quite a while to reload, so that one wanted about five
to seven ranks reloading for each rank firing; toward the end of the century, one wanted
only about two ranks behind. Altogether it was a complicated thing to arrange, quite aside
from the fact that each soldier would rather be in back.
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tern for distributing the rewards earned by corporate activity so as to
form a corporate incentive system.

A corporate group then has (1) a "government" with a "policy" dis-
tinct from the utilities of individuals, (2) information flows relevant to that
policy to its agents, (3) a means of production or a dedicated flow of
liquid resources under the control of the group, and (4) a way of con-
necting that policy to the utilities of participants by an incentive system
made up of property rights and wages or subsistence.

These conditions are sufficient to make some corporate groups into
"maximizers" of measures of the outcome of the policy7 and, for ex-
ample, makes firms into the kind of units that can be an element of an
economic theory of the market in which firms maximize profits. This is a
good thing for a theory of the market to have, since most profits are
collected and maximized in the first instance by firms, and if they (as well
as individuals) did not maximize, economics would be an elegant irrele-
vancy to modern economies.

The preceding four conditions then are required for social units to man-
age opportunities in a field, so that firms can have total returns in the
general region of 10% and pay out dividends in the general region of 3%,
so that Harvard could have a continuing reputation even if George Homans
retired before Amartya Sen arrived, and so that the United States could
conquer Puerto Rico a couple of decades before it bought the Danish
Virgin Islands. So these four conditions make firms, universities, and
nations into the sorts of entities that can appropriate opportunities in a
field and derive from that appropriation benefits that secure them an ad-
vantage in appropriating those opportunities in the future. Opportunities
are appropriated by corporate actors with distinct policies, information,
resources, and reward systems - in short, with a socially established utility
function.

Corporate suppression of internal competition

Of course the utilities or preferences of individuals or households or de-
partments do not disappear when larger corporate groups come into being.

7 I mean here "maximizers" in the weak sense that //"cheaper or more effective actions
are known in the organization, they will tend to be chosen. "Known" here is a complex
network variable as well as a complex guess about the future, so it is very hard to tell
whether an organization is a maximizer in this sense. I argue here that an organization cannot
be a maximizer unless these four features are present in the network that "constitutes" the
organization.



288 ARTHUR L. STINCHCOMBE

They are sustained by individuals' continuing participation in network ties
within and outside the organization. Some of those individual and small-
group utilities are likely to be negatively affected by corporate action and
would be increased if the people could act within the organization in the
light of their own interests. The ideal type of corporate group is one in
which the only connection of organizational action to personal utilities and
to solidarities with people outside the corporate group is through the cor-
porate incentive system. But in the nature of things, no corporate group
can quite achieve that ideal,8 and ordinary corporate groups like firms,
universities, or nation-states do not even come close.

This means that corporate groups have to suppress competition within
the corporate group. Rather than individuals exploiting the corporate
group's opportunities, rather than organizing an uncontrolled internal com-
petition for group resources, rather than treating their role and its authority
and rewards as personal property to be exploited, people and small groups
have to be limited to those activities that do not conflict with corporate
goals. The example of the Dutch East India Company, and its powerful
elite in Amsterdam undermining the Dutch federation's defense of the
West India Company's sugar interests in Brazil (Adams 1996), shows the
problem clearly. To a large degree, the Dutch state as a whole did not
have a corporate policy separate from the policies of its constituent cities
(Adams 1994a, 1994b; Tuchman 1988). It did not have dedicated naval
reserves or a budget for the navy separate from the customs tolls of those
cities. The incentives of the merchants active in city governments were
their profits as merchants and shippers, or their income from positions in
the city, and they were not dependent personally on the national state.

If the Dutch state as a whole had had sufficient corporate existence to
have a separate corporate policy, we cannot of course know whether they
would have decided to defend the plantations in Brazil (Boxer, 1969, pp.
106-27, 150-76; Boxer, 1988 [1965]).9 But Adams's argument is that they

8 The closest approximation is perhaps in some intentional or Utopian communities. For
an excellent analysis of the tensions this creates, see Benjamin Zablocki's The Joyful Com-
munity (1971) pp. 239-85. On the comparison between corporations and cartels in the degree
they could control internal competition (partly because of the way the law was interpreted),
see Roy (1997, pp. 183-92).

9 The Dutch were actually defeated by a rebellion by Brazilian Portuguese colonists
combined with American Indians and black and colored allies, fighting a land war against
the Dutch plantations. It is not clear that the Dutch, with the naval basis of their military
advantage over the Portuguese, could have defeated the Portuguese even with metropolitan
support. Wise Dutch state policy, had there been one, might have been not to fight. There
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could not form a corporate policy, not that they had a policy but decided
it should not be to defend the Brazilian Northwest.

The field defined as a set of corporate groups cannot exist unless cor-
porate groups have a distinct utility function that they can mobilize to
exploit an opportunity. But defined as a competitive system, a field cannot
work unless firms often want profits from exploiting their monopolies and
hence to compete with other firms that do not (at least yet) have them,
unless universities want prestige, unless nation-states want at least the
power to govern themselves and to influence their immediate international
environment.10

Competition and fields of opportunities

In this section I will develop the notion, suggested by John R. Commons,
that competitive fields are systems of liberties (in turn often secured by
rules). Thus what is appropriated, claimed as property or status or sover-
eignty, is a set of rights to make decisions (and to have other people put
up with them). Opportunities, which we have used previously in an un-
defined sense, are then monopolizable only by corporate groups that have
the liberties to do the sorts of things needed to turn those opportunities
into streams of revenue, of scholarly prestige, or of national power.

If a firm, for example, has a set of liberties defined in law and market
practice that includes a subset more profitable to them than to anyone
else, then that granule in the space of liberties is simultaneously an op-
portunity in a market. Such opportunities are subject to competition not
in the sense that someone can abolish the liberties that make up the going
concern but in the sense that competitors too can use their liberties to
produce competitive pressure that can destroy the revenues, prestige, or
national power of the concern. One is not free to destroy a competitor's
property, faculty, or sovereignty; one is free to destroy by competition the
economic value, the prestige value, or the power value of that property,
faculty, or sovereignty.

What turns a subset of a corporate group's liberties into an opportunity,
then, is the capacity to use those liberties in a way that no competitor can.

were no Portuguese settlers to oust the Dutch from Surinam and what became British Guiana,
so the Dutch stayed until the English drove them out of some parts.

10 V. O. Key is supposed to have formulated the generalization that the party system
cannot work unless some people want to be president. It is the same point.
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When a competitor becomes able to use its liberties to outcompete, the
going concern's liberties are no longer an opportunity. They can be sold
only at their replacement price in the capital market, because the going
concern value that made them worth more has been destroyed by com-
petition.

John R. Commons as the unifier of the theory of fields

We have emphasized that the places in a social field are opportunities that
people have to manage but that others can invade. They are, then, some-
what different from "property," on whose value one might collect interest
at the market rate of return. It is precisely getting a return above the market
rate that makes Tobin's g-ratio larger than 1. It is precisely creating rep-
utation with an endowment that allows one to charge higher than average
tuition that maintains a university's place in higher education. And it is
getting more out of an empire than it costs, and in particular more than it
would cost someone else to take it, that makes a nation-state a hegemonic
power or a member of the world system core.

John R. Commons (1974 [1924]) is the great theorist here, with a little
boost from Coase. Commons pointed out that from a legal point of view,
it was central to capitalism that the "going concern value" of a firm (the
value created above the value of the assets and the costs of production)
be legally defensible. That is, it is the ownership, even to the point of
alienability, of a firm's value over and above the value of assets (i.e., it
is the ownership of the value that makes Tobin's g-ratio greater than 1)
that is defining for the legal foundation of capitalism.

But Commons's great innovation was to conceive the features of the
law that gave that added value as a liberty rather than as a rule. That is,
to be in a unique relation to an opportunity (by means other than special
access to coercion) could only come about by something one did that put
one into a unique position. So it was not ownership of property as such
that created the going concern value. The core of capitalism for Commons
was not that firms owned the capital but that the capital could be worth
more because it was owned by a going concern. Ownership of capital is
defined by the liberties of what all could be done with the property by the
owner. Thus what created the added value for capitalists was the capacity
by unique corporate actions to occupy opportunities in the market against
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challenges, against competition, and thus to create what Commons called
"going concern value."

This ability to use liberties to beat the competition entailed, according
to Commons, the creation of an exposure (for everyone in the relevant
field) to the consequences of the competitive advantage gained by the use
of the liberties. Competitors are exposed to whatever rigors a firm can
subject them to by the use of its liberties. It is a key fact of capitalism as
a legal system that one cannot, as the guilds of medieval Europe could,
go to court to sue for the damages done by competitors. But that means
that one holds onto an opportunity by successful corporate (or individual)
action rather than by property rights in the assets used. It is the liberty to
do something no one else could do as well with an asset that is the central
property right distinctive of capitalism.

And finally, Commons located the rules in the field not in the laws by
which liberties or property were defended but in the working rules of
corporate groups or firms. It is the routines that efficiently do the things
that constitute exploiting the opportunity that are worked out, not in the
law, but inside the firm. If they were worked out in the universalistic
modern law, then everyone in the market could do them.11 Tobin's g-ratio
being on average considerably above 1 in the 1960s (see the references
in footnote 1) shows that it cannot be assumed.

The liberties of capitalism concretely, then, involve the right to develop
the routines that differentiate firms. It is that development of routines to
do things others could not and to exploit opportunities with those routines
that Schumpeter (1942, 1964 [1939]) called "innovations." It was the
monopoly power derived from those routines that others did not have,
suitably combined with assets and labor that might be bought on the mar-
ket for capital goods or labor, that gave such innovating firms the capacity
to drive the former occupants out of their niches, so creating the downturn
of the business cycle. And, so Schumpeter also argued, this is what made
a firm have a set of activities that gave it, as Coase (1937) defined more
clearly, a boundary between itself and a market, within which it saved
"transaction costs" and gained itself a profit above the prevailing rate of
return.

11 An inability of the legal system to produce liberties and defensible going-concern value
would create no difficulty for imperfect competition as Joan Robinson (1933) conceived it,
with firms with the same production function within an industry, including new entrants. It
would be a crucial crippling for Chamberlin (1962 [1933]).
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The extension of this reasoning to universities regenerating reputations
and nation-states building or losing empires is straightforward. In each
case, what the organizations exploit is an opportunity in a field, a field in
which their occupation of that opportunity can be challenged exactly be-
cause it is a liberty rather than a right defended by a rule. In each case,
they develop routines that others do not have (or do not manage as well),
routines in which the use of assets is embedded. In each case, then, there
is a set of liberties (called "sovereignty" rather than "property" by
nations) to do some things better than others can, with a corresponding
set of exposures of those others to the effects of competition. In each case,
sufficient incentives from the exploitation of opportunities can be created
so as to suppress competition within the corporate group, so that professors
of sociology do not go off in their spare time to offer better sociological
services and superior certificates to those of their employer, and colonial
civil and military servants do not set up their own empire by conquering
and exploiting other colonies on the side (that this is not unproblematic
is shown by Adams, 1996, on Dutch colonial officials serving the British
East India Company in some matters). And finally, in each case, it is the
capacity to do corporately some set of activities for which they are
uniquely advantaged that makes a lucrative space for their action in the
field.

The sets of liberties and the accompanying resources that enable ex-
ploitation of the liberties for our three examples of fields are generally
called "equity" or "ownership" for firms, "reputation" or "status" for
universities, and "sovereignty" for nation-states. These can be thought
of as spaces within which corporate decisions of the different kinds of
entities, taken by approved methods or by approved people, are legitimate
in the sense that others must suffer exposure to whatever is decided within
that space. We dealt earlier with equity as a claim on going-concern value.
A few brief comments on reputation and sovereignty are in order to show
that they are the same sorts of concepts of appropriation of liberties within
which a subset creates monopolies subject to competition.

Reputations and status

Status in a field is the sociological concept closest to Tobin's g-ratio in
economics. Sociologists have been confused by two different meanings of
"status" - a set of rights that correspond to a position often earned by a
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reputation (e.g., the status of professor), and "status" (or "distinction,"
as Bourdieu, 1984, calls it) as the reputational capital on the basis of which
such statuses are awarded. Since there are really no assets with a market
value that constitute that capital, and since one appropriates such reputa-
tional capital mainly by governing the use of one's name, it is somewhat
hard to locate the equivalent of going-concern value. But the fact that one
gossips about a professor that "he hasn't done anything since," and then
classifies him as ' 'deadwood'' for the purposes of evaluating a university
department, indicates that the reputational capital that got one the status
of professor is status constituting a claim on an opportunity in a reputa-
tional field, not status as a position. It is only when that status is actively
used to create new reputation for the next round of competition that it
creates monopoly advantages in the field. If that opportunity is not effec-
tively exploited, the "rights" of the status of professor within the uni-
versity then look like a mistake of the appointments and promotions
process.

The same sort of distinction applies to university reputations. If Mas-
sachusetts Institute of Technology fails to cultivate or recruit people who
then earn Nobel prizes by finding new knowledge, its accrued reputation
for many past Nobels will decline slowly.

Sovereignty

The core opportunity space within which nation-states exercise their lib-
erties is outlined in color on maps. Nation-states and other kinds of states
may have "spheres of influence" outside their cores. Beyond those cores,
as Edmund Burke (1895 [1775]) put it, even a Turkish sultan must truck
and huckster to get his way.12 Within their boundaries, nation-states can
"act freely." In particular, collecting taxes is much easier within that
boundary than elsewhere.

The fact that sovereignty is a set of liberties is indicated by the common
use of the phrase, raison d'etat, in discussing international affairs. There

12 "In large bodies, the circulation of power must be less vigorous at the extremities.
Nature has said it. The Turk cannot govern Egypt, and Arabia, and Curdistan as he governs
Thrace; nor has he the same dominion in Crimea and Algiers which he has at Bursa and
Smyrna. Despotism itself is obliged to truck and huckster. The Sultan gets such obedience
as he can. He governs with a loose rein, that he may govern at all; the whole force and
vigour of his authority in his centre is derived from a prudent relaxation in all his borders"
(Burke, 1895 [1775], p. 25).
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would be no call for sovereign bodies to have reasons of their own if they
had no liberty to pursue them; if the King's wishes were automatically
sovereign reasons, the d'etat would be superfluous. Raison d'etat is or-
dinarily that set of motives which determines choices according to the
"necessities" of maintaining the state in its rank as a world power in the
world system. That is, the definition of what sovereigns do with their
reason indicates that the nature of sovereignty is a set of liberties appro-
priated by the nation-state, that a subset of those can be exploited to
maintain the powers of the sovereign, and that one of the effects of raison
d'etat (a motivating effect) is the regeneration of a field of powers of
sovereigns.

Relating monopolistic competition as a mechanism to the
macroscopic structure of fields

Structures of opportunities with competitive relations

We have repeatedly emphasized that opportunities are challenged. Because
a field is a system of liberties, the area of advantage that can be exploited
with the resources and competencies of an organization is constantly open
to challenge. England's hegemony in the world system gained in late 18th
century wars and in empire development was always challenged some-
where, early by the Ottoman Empire, France, Spain, and The Netherlands,
and eventually by Germany, the United States, and Japan. Harvard's su-
premacy in the university reputational system was always challenged by
Oxford and Cambridge, then by some German universities as well, even-
tually by Chicago, Stanford, Berkeley, and Michigan. General Motors
eventually could not everywhere match Toyota, and IBM fell (a long dis-
tance if not all the way to the ground) to a swarm of imitators.

If we think of an organization's position in a field as its area of advan-
tage, then it is "exposed" to competition from those whose area of ad-
vantage overlaps with its area (Baum and Singh, 1996; 1996; Podolny and
Stuart, 1995; Stuart and Podolny, 1996; Podolny et al., 1996). Competition
is a property of the market, the status system, and the world power system.
It is then a relation among the opportunities of different organizations.

Passenger airlines were in the same opportunity space as luxury high-
speed trains in the 1950s and 1960s (and between London and Paris and
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London and Brussels, they still are) but not in the opportunity space of
railway express until somewhat later. German universities were in the
same opportunity space for students and tax money as other German uni-
versities but not in the same space as American, British, and French uni-
versities for the Nobel prize, the capstone of scientific distinction. Japan
as a world power was in the same opportunity space as Russia by 1905
but not significantly in the same space as the United States until the 1930s
and 1940s. In each case, the competition then depends on the overlap of
areas of potential monopoly between corporate actors. Or in the language
of economics, competition depends on the elasticity of substitution of a
competitor's production, prestige, or power at various points in the space
of a group's "granule" of monopoly power.13

Overlap is a matter of degree measured by the size of the advantage.
This is most obvious where advantage slopes off sharply with distance,
as with military vulnerability (Stinchcombe 1987 [1968], pp. 216-31). But
also, the drugstore across the street is the one to whose competition one's
drugstore is exposed, not either the filling station's competition on the
other corner or that of a drugstore in another city. There are analogies to
the decline of overlap with other kinds of distance. For example, although
the slang of universities refers to individual professors as "stars," their
reputational market is only analogous in structure to that in Hollywood,
not actually in competition with it. Similarly while one may be morally
concerned with freedom of conscience in Tibet, First Amendment cases
are tried in American federal courts, and an American spends his or her
moral force on them through the American Civil Liberties Union. Moral
concern slopes off with cultural and political distance.

Appropriation as a relation between organizations and opportunities

Because durable things are easily identifiable causes of a flow of benefits,
they are the "goods" that are the core of the naive notion of property.
Causal unity is what makes the thingness of things, so things are the
obvious example of the causal unity that makes a set of liberties a piece
of property. Likewise a flow of decisions about how to use a thing to
produce those benefits is ordinarily easily identifiable, so the liberties at-

13 This is a dichotomous approximation to what is usually a continuous decline of elas-
ticity of substitution for the competences of the acting corporate body.
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tached to a thing are defensible as "owning a thing." But since we started
our analysis with Tobin' s q, which measures the value of a firm as a ratio
to the value of its things, we need to focus here on property in flows of
decisions and benefits, of which ownership of things is only the clearest
example and hence easily put into the denominator of the g-ratio.

But the clear causal role of things as connections between decisions and
benefits provides a useful model for defining property. Property is a flow
of uses of things or rights. Which of those uses of what things or rights
generated or caused a flow of future benefits has to be clear. Otherwise,
those assets cannot be built into going concerns. It has to be clear what
causal principle unifies a flow of decisions so that it generates the unity
of the flow of benefits, so that one can make property of that unity. A
corporation, a university, or a nation unifies a set of uses of things and
rights and so can have an equity, a status, a sovereignty that it owns.

We have been distinguishing two broad classes of flows: a flow of
corporate action under the control of a corporate group with assets and
liberties, and a contestable flow of opportunities in a field yielding a flow
of benefits. Only if corporate action lies in an area of continuing advantage
does it generate a flow of excess profit, reputation, or national power.
Only if there are opportunities in the market, the academic reputation
system, or the world system, will those advantaged actions return benefits
that sustain the organization.

Thus in the theory, a system of appropriation that stabilizes a field needs
to be described by how groups or people appropriate the liberties to make
decisions, to claim some part of the beneficial consequences of those
decisions, and to disclaim responsibility for other consequences (the "ex-
posures" of others). Without claims on benefits and disclaimers for dam-
ages of competition, the liberties are worthless. Decisions and benefits
have to have markers attached to them that indicate their socially recog-
nized causal connections. Property then is a common-sense epistemology
that connects human action to its beneficial consequences or, equally im-
portantly, detaches human action from its competitive consequences.

For example, the "norm of communism" of scientific knowledge (Mer-
ton 1968 [1942] pp. 312-13) is reflected in the legal provision that one
cannot patent a law of nature as well as in the academic practice of pub-
lication of results. The appropriation of reputation in science is intimately
bound up with the norms of "authorship," which is the identity and causal
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unity of the person who is normatively identified as the author of the
originality in the discovery.

Similarly corporate action in a field thus is embedded in an "identity"
(White 1992) system so that it can be differentiated from the personal acts
of corporate members or agents. A corporate identity, then, is defined by
the liberties that the corporate group uses to exploit an area of more or
less unique advantage in a field. The automobile at the end of the assembly
line belongs to the Ford Motor Company because the corporate liberties
and the market niche jointly identify Ford. That deep causal connection
between Ford's corporate action and the car is embedded in property law
by common-sense epistemology of assembly lines, contracts with sup-
pliers, hiring of labor, and their joint causal effect on the self-motion of
a ton or so of steel. The right to put the Ford name on a car is thus the
same general kind of causal attribution as the right to put one's name,
with one's institution's name attached, as author of a scientific paper. It
is valuable because that identity helps exploit an opportunity space where
the originating organizations, say Ford and Cal Tech, have some degree
of contested advantage.

Such identified outcomes of corporate action then become occasions for
sales contracts, graduation certificates, treaties, or other social arrange-
ments that bring a flow of benefits to the corporate actor. The identity of
corporation and product, university and degree, nation-state and con-
quered sugar island, is then a socially recognized causal attribution. That
identity links the corporate use of liberties with benefits so derived. It
consists of the flow of practical or legal liberties enjoyed by the corpo-
ration, the flow of sales or tuition or treaty contracts for the outcomes of
such decisions about liberties, and the flow of benefits entailed in those
contracts.

Max Weber (1968 [1921-2], pp. 125-50) called such systems for mak-
ing socially recognized causal attributions, as a basis for claims on ben-
efits, "forms of appropriation." The right to make the decisions associated
with a flow of benefits, and the identity that connects decisions to claims
on the benefits, may be lodged in workers, in owners of things, in political
jurisdiction over territories, in guilds or colleges of peers, or in hierarchical
corporations. Such flows may be divided in time (as leaseholds in real
estate are), by contingencies (as bequests, mortgage foreclosures, insur-
ance, and bankruptcy are), by constraints on alienation (as entails and
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restrictive covenants were), by audits according to accounting principles
establishing net returns, by votes of boards of directors on the dividends,
by federal principles written into political constitutions or into multidivi-
sional organization in firms, and so on.

Forms of appropriation are thus boundaries in causal webs, or channels
in flows of causes and effects, that connect decisions to benefits and ex-
posures. Those boundaries then constitute the shifting identities of cor-
porate groups or other owners, defining the actions that socially constitute
them and raising claims to the outcomes of those actions. What this means
for our purposes is that (1) the appropriation of going-concern value as a
monopoly of an opportunity is an identity in a flow of decisions or ben-
efits, and (2) all of them depend on a flow of advantages over competitors,
exposures to challenges by competitors, and a flow of accruals of future
market, status, or power advantages. The changing "identity" of a cor-
porate group, then, is a slowly shifting place in that flow, a place main-
tained by a flow of activities using the liberties that constitute the
appropriation of a competitive position.

Appropriation of profits, reputation, and sovereignty as governments

Modern sovereignty shows most clearly that what is central to appropri-
ation of the return to liberties is the right to legislate, to spend income
according to that legislation, to reorganize the working rules of the ad-
ministration to make that legislation effective, and to create contracts or
other agency relations that are binding. That is, property or other liberties
put into a corporate fund are useful because they can be governed. They
are more useful in the corporate group than in "private" hands because
there they can be used to exploit an opportunity in the relevant field. Thus
it is the area of autonomy of national governments as organizations that
makes their going-concern value greater than the sum of individual rights
to bear arms, that makes them "sovereign," and that allows them to ad-
minister and tax the resources within a given territory. It is that going-
concern value that makes the authority of the government the last word
in social conflicts within a given territory.

Similarly it is because distinguished scientists and scholars can be hired
and promoted by the baroque personnel processes of universities, and can
organize to train their successors (plus chemists for Du Pont or art his-
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torians for the Metropolitan Museum of Art) and give them credible de-
grees, that the universities have reputations that bring in tuition and
endowment money. The crucial monopoly indirectly controlled by this
personnel process is the use of the name of the university on degrees,
which is what is built up by the creation of the working rules of the
university and by its wise use of its reputational assets and of the tuitions
of its students.

Many of the forms of appropriation available to corporate groups are
also available to individuals. Individual authors are the original owners of
the liberties protected by copyrights, and they sign them away to publish-
ers on terms that they can, on rare occasions, influence. Very generally
publishers do not want to publish manuscripts that the authors refuse to
put their name to, partly because buyers or readers use authors' names as
an index to what books they might be interested in. There are therefore
reputational values in book or article manuscripts that are appropriated by
the authors rather than by their publishers or their universities.

But it is crucial to the point of this chapter that appropriation of the
returns from an opportunity in a field does not operate by exclusion of
others from the opportunity. Or, rather, the exclusion of others from the
opportunity is a continuing achievement rather than a defensible right.
Paradigm shifts, for example, can render reputations of scientific depart-
ments useless. The growth of the population, economy, and navy of the
United States made Spanish tenure in Cuba and Puerto Rico dependent
on United States toleration by the late 19th century, and it now makes
Russian reconquest of Alaska a fantasy of Russian nationalist parties rather
than something to worry about.

Monopolistic competition and the epistemology
of mechanisms

I have previously defined mechanisms as a bit of theory about subunits
of a larger structure that has independent validity at its level and that
generates results not otherwise easily got at the level of the larger structure
(Stinchcombe 1991). Thus molecular biology provides mechanisms for
cell physiology, or a theory of people's choices provide mechanisms for
economics and parts of sociology. Only if mechanisms provide the op-
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portunity to study their operation at the lower level, but provide supple-
ness, elegance, economy, or validity at the structural level, will they be
fruitful for the science concentrating on the structures.

A recurrent subject of sociology is the relatively high autocorrelation
over time of positions of individuals or corporate groups in a stratification
order. We therefore need mechanisms to explain advantages that are per-
sistent, but challengeable, in stratification orders such as social classes,
status and prestige hierarchies of people, or power and authority systems.
The study of social stratification is about that autocorrelation, especially
for cross-generational ranks of families.

The starting point of this chapter is the presumption that such posi-
tional continuity over time in riches, prestige, and power applies to cor-
porate groups such as firms, universities, and nation-states (I believe no
sociologist would disagree with that presumption). A mechanism to ex-
plain these structures of autocorrelation has to explain the continuity
over time of the corporate groups as well as the autocorrelation of
group position, and it has to explain how such corporate groups meet
the competition of other corporate groups. We cannot assume that any-
thing within a skin is an entity to be stratified, because the skins of cor-
porate groups are not so readily observable. It is autocorrelation over
time of many features of a pattern that constitutes the thingness of such
abstractions as corporate groups or genes, things without skins. And we
need to explain how corporate groups can produce a continuous stream
of action over time that maintains corporate income, prestige, or world
system power.

Genes, which maintain some of the autocorrelation in lineages of plants,
animals, and humans, are themselves extremely complicated mechanisms.
This essay is so long because the mechanism of corporate appropriation
of opportunities in a competitive field has to explain the thingness of
corporate groups, so that autocorrelation can be identified. A stream of
corporate environmental adaptation over time maintains that thingness
(that "identity"). That adaption to a niche simultaneously maintains (to
some degree or other) the position whose continuity was originally to be
explained. But it has to explain as well why such fields as markets, prestige
systems, or world power systems are all systems in which relative posi-
tions can be maintained. To use the language of the essay, the problem is
to explain the continuity of the monopoly advantage due to the fact that
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a corporate group can do some subset of things better than anyone else
(its "opportunity"), and so maintain its position. Fields are systems of
opportunities that can be monopolized.

But that entails that the environment (that field) must consist of activ-
ities that can be done better or worse by different corporate groups. If all
exchanges between an entity and an environment took place in a timeless
instant, with no continuity in either the environment or in the entity in-
teracting, the phenomenon of autocorrelated position to be explained could
not be there to be explained. That is why we need a mechanism of the
sort we have designed here; we need to explain the causal unity and con-
tinuity of the units of our theory just as planetary orbits required gravi-
tational unity and continuity of the planets to produce ellipses.

The core of the mechanism proposed here is appropriation of going-
concern value, as John R. Commons called it. But going-concern value
would not be different from the value of any other owner of the same
assets unless the concern were free to do something with it that other
owners would not or could not automatically do. So for that kind of ap-
propriation to take place, the appropriation has to be of a set of liberties
in the environment, some subset of which are better done by the going
concern than any other. So the core mechanism that we have to build is
one in which corporate groups can be better than their environment, and
in which liberties generally available to competitors are differentially well
managed by different corporate groups. Insofar as such advantageous man-
agement is continuous through time, the autocorrelation of status is ex-
plained. This shows that, logically speaking, the mechanism described here
is adequate to the sociologist's task in stratified fields of corporate groups:
explaining the autocorrelation of stratified positions.

I have illustrated the mechanism in three different sorts of fields: cor-
porate firms ranked by profitability (defined by Tobin's g-ratio), univer-
sities ranked by prestige, and nation-states ranked by world system power
so that the high end is hegemony and the low end is being a pawn in the
world system game. The purpose of the illustrations is to give a hint of
how to describe the functioning of the mechanism so that it can generate
the ranking phenomena with precarious continuity over time prevalent in
the different fields.

Besides I think the mechanism is beautiful, and I made this icon to it
to lay at John R. Commons's feet.
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12. Rational imitation

PETER HEDSTROM

Introduction

A few years ago I traveled by car from Stockholm to Copenhagen. It was
a long and rather tiresome drive, and in order to stay alert, I started ob-
serving and classifying the behavior of my fellow travelers on the road.
After a while, a curious fact caught my attention. While the cars around
me on the multilane highway normally drove at some 100 to 105 kilo-
meters per hour, they would all frequently and suddenly reduce their
speed, as if instructed to do so by an invisible authority, although nothing
prevented the cars from passing one another. Soon thereafter they returned
to normal speed, but after a while, the same phenomenon occurred again:
The cars suddenly slowed down, only to resume their original speed a
short while later.

Having observed this pattern of behavior a number of times - a pattern
referred to as "wolf-pack behavior" by American state troopers - it be-
came evident to me that it had nothing to do with the driving conditions
as such; it happened just as frequently under good conditions as under
bad. Furthermore, the pattern of behavior had a clear social structure. What
at first appeared to be an instantaneous reaction of all drivers to an in-
struction arriving from a central but invisible authority, upon closer ex-
amination appeared to be a contagious social process set in motion by one
car suddenly reducing its speed. A brief moment later, the cars adjacent
to the first car did the same, and soon the behavior had spread to even

I wish to thank Goran Ahrne, Raymond Boudon, Ronald Burt, Olof Dahlback, Christofer
Edling, Diego Gambetta, Rickard Sandell, Ole-J0rgen Skog, Arthur Stinchcombe, Richard
Swedberg, Charles Tilly, and Lars Udehn for their valuable comments, and Ingrid Hansson
and Mats G°ardstad for their valuable programming assistance. The research has been fi-
nanced by a grant from the Swedish Council for Research in the Humanities and the Social
Sciences.
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more cars. It was as if the drivers were, indeed, able to communicate with
one another, but through a communication system of such limited scope
that only adjacent drivers were able to be in contact with one another.

These drivers obviously did not have access to any radio communication
device that could allow them to reach one another verbally. The mecha-
nism that generated the interdependent behavior therefore must have been
of a nonverbal kind; through their actions, the drivers gave off signals to
other drivers, and the interpretation of these signals generated the social
behavior that was observed on the highway. When one driver reduced his
speed, this sent a signal to the other drivers that he might have observed
something that gave him reason to reduce his speed - perhaps a hidden
speed trap - and, given this possibility, the other drivers decided to do
the same, only to find out a moment later that they could just as well have
continued at their original speed.

I relate this episode because it illustrates a class of social behaviors
that I believe are of crucial importance for sociological theory. I will re-
fer to this sort of behavior as "rational imitation." By this concept, I
have the following type of behavior in mind. An actor, A, can be said to
imitate the behavior of another actor, B, when observation of the behav-
ior of B affects A in such a way that A's subsequent behavior becomes
more similar to the observed behavior of B (see Flanders, 1968). An ac-
tor can be said to act rationally when the actor, faced with a choice be-
tween different courses of action, chooses the course of action that is best
with respect to the actor's interests and his or her beliefs about possible
action opportunities and their effects (see Elster, 1986; Hedstrom, 1996).
Rational imitation hence refers to a situation where an actor acts ration-
ally on the basis of beliefs that have been influenced by observing the
past choices of others.1 To the extent that other actors act reasonably and
avoid alternatives that have proven to be inferior, the actor can arrive at
better decisions than he or she would make otherwise, by imitating the
behavior of others.

The chapter is organized as follows. First I will situate the type of action
considered here by contrasting it with other types of imitative behavior.
Imitative behavior has often been portrayed as a rather mechanistic and

1 This sort of behavior is closely related to what Goffman (1966) had in mind with his
notion of "expression games" (i.e., interactions where individuals through their actions give
off signals that, often unintentionally, influence the beliefs and subsequent behavior of oth-
ers).
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intellectually uninteresting form of social action. This is a misconception,
however. Imitative behavior is a common and therefore socially important
form of action; it is also a multifaceted type of behavior that exhibits many
interesting dynamics. In the second part of the chapter, a simulation model
is specified in order to analyze the aggregate dynamics of social systems
consisting of rational imitators. As the highway example illustrates, ra-
tional imitation is not infallible. One main purpose of the simulation anal-
ysis is to isolate conditions under which rational imitation is likely to
flourish and conditions under which it is likely to fail.

Social mechanisms of imitative behavior

Imitation, in the sense in which the term is being used here, is central to
the diffusion of knowledge and practices in most areas of social life. De-
spite its importance, little systematic work has been done to assemble and
distinguish between different mechanisms that are likely to give rise to
this sort of behavior.

One possible reason for this unsatisfactory situation may be that the
mechanisms that produce imitative behavior are often unobservable, or
only observable in their effects, and that many sociologists, for philo-
sophical or methodological reasons, refrain from speculating about such
matters. Given their importance, however, it appears essential to explicate
the mechanisms that are likely to explain observed interdependencies, even
if there are obvious difficulties in doing so.2 As have been emphasized
throughout this book, satisfactory explanations always entail specifying
the mechanisms that have brought the relationship between observable
entities into existence.

What we usually can observe are the actor interdependencies as such -
when actor A observes the behavior of actor B, A's subsequent behavior
becomes more similar to the observed behavior of B. From this observa-
tion alone, however, we cannot infer the mechanisms that explain the
interdependencies, because the same observable outcomes may be the re-
sult of entirely different mechanisms. One important reason motivating the
search for mechanisms is that the reverse does not hold true; that is to

2 Weinberg (1993) gives numerous examples of how the dictates of positivism to theorize
only about observables have hindered and delayed the development of new theories in phys-
ics. See Hedstrom's and Swedberg's Chapter 1 in this volume for related arguments con-
cerning the development of sociological theory.
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...to Arrive at Better
Decisions: Rational Imitation

Figure 12.1. Forms of imitative behavior.

say, once we know the mechanisms that are operating, we are usually able
to predict with considerable accuracy what observable behavior to expect.3

Figure 12.1 distinguishes between different forms of genuine and ap-
parent imitative behavior. On the surface, these different types of behavior
appear similar, but the mechanisms that generate and explain the observed
interdependencies are strikingly different. In order to clearly distinguish
rational imitation from other forms of imitative behavior, the defining
characteristic of each form of imitative behavior will be briefly discussed
in turn in the next few pages.

A first crucial distinction in Figure 12.1 is between genuine imitation,
on the one hand, and apparent imitation, on the other (i.e., between be-
havior that indeed is directly influenced by observing the behavior of other
actors and behavior that only appears to be under such influence). Situa-
tions where actors are acting independently of one another, but where their
decision-making environments share important components, can often be

3 As a generic example illustrating the asymmetry between mechanisms and observables,
consider the problem of explaining the movement of the hands of a clock. From the obser-
vation of how the hands move, we cannot infer the mechanisms explaining their movement
- digital or mechanical - but once we know the mechanism, we are able to explain the
movement fully.
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difficult to distinguish from genuine imitation.4 The following example
from Max Weber illustrates the difference between what could be called
interdependent but contingent action and imitative social action:

Social action is not identical with the similar actions of many persons.
. . . Thus, if at the beginning of a shower a number of people on the
street put up their umbrellas at the same time, this would not ordinarily
be a case of action mutually oriented to that of each other, but rather
of all reacting in the same way to the like need of protection from the
rain. (Weber, [1921-2] 1978:23)

This form of contingent behavior is not explained by imitation or any
other sort of inter-personal influence but is exclusively due to an environ-
mental change that makes all actors adjust their behavior in a similar
manner.5

Genuine imitation thus differs from contingent action in that one actor's
behavior is indeed the impetus for another actor's behavior. Early socio-
logical theorists such as Gustave Le Bon ([1895] 1960) and Gabriel Tarde
([1895] 1962) called attention to these types of interdependencies, but they
were never able to provide a satisfactory explanation for the important
regularities that they observed. Le Bon, for example, made only vague
and unsubstantiated references to a "natural tendency to imitate" (p. 126)
and to a "law of the mental unity of crowds" (p. 24). As pointed out by
Weber ([1921-2] 1978:23) among others, these theorists based their anal-
yses on the rather untenable assumption that action was purely reactive
and without any meaningful orientation to the actor being imitated. For
these reasons, as well as for their inability to distinguish clearly between
different forms of imitative behavior, the ideas of Le Bon, Tarde, and
others have been discredited in sociology, often on good grounds. Simply
postulating the existence of a ' 'natural tendency'' to imitate the behavior

4 The difficulties of empirically distinguishing between social contagion and individual
adjustments to a common source of influence are well known. See Coleman et al. (1966)
for an early and influential study that tries to distinguish between these different types of
influences.

5 One influential organizational theory that is built upon these sorts of explanations is
the contingency theory of organizations (e.g., Lawrence and Lorsch, 1967), which assumes
that organizations continuously adapt their structures to the changing demands of the envi-
ronment. An environmental change may thus induce all the actors to adjust their behavior
in a similar manner. Unless one is in a position to observe the unfolding of the entire process,
the observable behavior may easily give the erroneous impression of being imitative.
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of others constitutes a pseudo-explanation that provides no more than a
label behind which we can hide our ignorance.6

The main alternative to the "reactive" action theory of Le Bon, Tarde,
and others is to assume that actors have good reasons for doing what they
are doing, or at least that they have good reasons for believing this to be
the case. By assuming that actors act intentionally, we are forced to probe
more deeply into the reasons or mechanisms that explain why actors fol-
low the lead of others. In seeking an intentional explanation of imitative
behavior, we must therefore search for possible (good) reasons for indi-
viduals to imitate others, and only if this endeavor fails should we resort
to explanations which assume that actors act instinctually, randomly, or
what not.

In some of the economics literature, conformity preferences have been
assumed to explain why actors follow the lead of others. Writers such as
Leibenstein (1950), Jones (1984), and Becker (1991) assume that imitative
behavior is at least partly explained by there being an intrinsic value in
not deviating from the behavior of others, and given this theoretical pos-
tulate, imitative behavior will arise.

Leibenstein et al.'s analyses are of somewhat limited use in this context
because they do not detail any mechanism that is likely to have generated
the conformist preferences. In Elster (1983) a useful discussion of mech-
anisms of subintentional preference change can be found, however. The
most important and best understood mechanism generating conformist
preferences is undoubtedly the mechanism of dissonance reduction. As
Leon Festinger has suggested, if the decisions of other actors point to a
different action than the one considered by the actor in question, disso-
nance is likely to arise, and the more isolated the actor is in his or her
opinion, the greater the magnitude of the dissonance is likely to be. The
existence of dissonance will, according to Festinger's theory, increase the
likelihood that the actor will reconsider his/her choice, since changing

6 Durkheim made a similar point when criticizing Tarde's work for its lack of explanatory
mechanisms: "Thus when imitation is mentioned [as an explanation of nonreactive behavior]
we are told simply that the fact we reproduce is not new, that is, that it is reproduced,
without being told at all why it was produced nor why we reproduce it" ([1897] 1951:130).
See also Boudon's Chapter 8 in this volume for related arguments. It should be pointed out,
however, that while Tarde devoted most of his work to ' 'extralogical'' influences on imitative
behavior, one chapter in The Laws of Imitation explicitly considers the ' 'logical'' beliefs
and desires that could lead actors to imitate the behavior of others.
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one's opinion and adopting the majority point of view is often the most
efficient way to reduce the dissonance (see Festinger, 1957, Ch. 8).

Although "hot" mechanisms like these are of considerable importance,
the focus of this chapter is on a "cold" cognitive mechanism. The primary
focus is not on preferences but on beliefs; imitation is not explained with
reference to a preference for conformity or a dislike for being different
but with reference to the belief that imitation is a useful strategy for ob-
taining valued positions or resources.7

When imitation is discussed in recent sociological literature, the focus
is usually on organizations and on imitation as a vehicle for organizations
to obtain legitimacy. These sorts of ideas are central to both institutional
and ecological theories of organizations (e.g., DiMaggio and Powell, 1983,
1991; Hannan and Carroll, 1992). By imitating already existing and ac-
cepted models, these authors argue, organizations reduce the risk of being
called into question by customers and important institutional actors, and
thereby increase their chances of survival. Thus, the argument goes, other
actors in the institutional environment have clearly specified beliefs about
the ways in which appropriate and reliable organizations should look. If
an organization deviates widely from this preferred ideal, it is likely to be
penalized by other actors (e.g., by their avoiding the actor in question).
Meyer and Rowan (1977) concisely summarize the core of this argument:
"Organizations that incorporate societally legitimated rationalized ele-
ments in their formal structures maximize their legitimacy and increase
their resources and survival capabilities." One problem with this argument
is that it hinges on the postulated existence of very specific and homo-
geneous beliefs on the part of the actors in the institutional environment.
The argument of the new institutionalists makes a great deal of sense as
long as one is willing to accept, as a theoretical postulate, that other actors
in the environment have clearly specified and largely identical beliefs.
Once these beliefs are in place, the rest of the story follows, since the
postulated beliefs are rather specific in reference to the sort of behavior
they imply. But the problem is that institutional theory does not refer to

7 Empirically, the distinction between means and ends is not always clear cut. As Merton
reminds us, means often are transformed into ends: "Adherence to the rules, originally
conceived as a means, becomes transformed into an end-in-itself; there occurs the familiar
process of displacement of goals whereby an instrumental value becomes a terminal value''
(Merton, 1968a:253).
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any well-specified mechanism that can explain how such beliefs are es-
tablished, sustained, and diffused, even though these beliefs are supposed
to do all the explanatory work.

The type of mechanism considered here avoids the problems confront-
ing institutional theory. The focus is not on the preferences of the actors
themselves - as was the case with Leibenstein et al. - nor on the beliefs
of those actors in the institutional environment who may determine the
fate of other organizations - as was the case with new institutional theory
- but on the beliefs of the actors themselves and on how these beliefs are
influenced by the actions of others.

Belief-formation processes have not received much attention in the so-
ciological literature. However, some classical works in sociology during
the postwar period have worked out the basic principles involved, most
notably Robert K. Merton's (1968b) work on self-fulfilling prophecies,
James Coleman, Elihu Katz, and Herbert Menzel's (1966) work on net-
work diffusion processes, and Mark Granovetter's (1978) work on thresh-
old-based behavior.

As emphasized in the first chapter of this book, the type of mechanism
that gives the analyses of Merton, Coleman, and Granovetter their appeal
concerns the specific ways in which they assume individuals' beliefs to
be formed. Their proposed mechanism states that one individual's belief
in the value or necessity of performing a certain act is partly a function
of the number of other individuals who have already performed the act.
In an uncertain decision context, the number of individuals who perform
a particular act signals to others the likely value or necessity of the act,
and this signal will influence other individuals' choice of action. Merton's
bank customers based their judgments about the solvency of the bank on
the number of other customers withdrawing their savings from the bank;
Coleman's physicians based their evaluations of the possible effects of a
new drug on the doings of their colleagues; and Granovetter's restaurant
visitors based their decisions on where to eat on the number of diners
already in the restaurants.8 In all these cases, individuals imitate the be-
havior of others not because they are conformists who prefer to be like

8 See Hedstrom and Swedberg (1996) for a more in-depth discussion of the works of
Merton, Coleman, and Granovetter and how their work is related to the notion of social
mechanisms. In Hedstrom (1994a) the same type of belief-formation mechanism is used to
account for the spatial patterns of the diffusion of Swedish trade union organizations.
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others, or because other powerful actors force them to abide by existing
norms, but because imitation is perceived to be a useful strategy for ar-
riving at better decisions.9

Robert Cialdini (1984) refers to this heuristic as "the principle of social
proof": When in doubt about what to do, always look around at the ac-
tions of others for possible clues. This decision heuristic is practiced in
the most varied sets of circumstances, from mundane everyday activities,
such as being in doubt about which fork to use for the first course of a
dinner, to intricate organizational decisions such as those described in
Cyert and March (1963).10

The prevalence of this heuristic, no doubt, is primarily due to the simple
fact that it works well (i.e., by following the lead of others, actors tend
to do better than they otherwise would). But there also exists another
important mechanism that operates in the same direction as the heuristic
of social proof, and which thereby reinforces the same sort of behavior.
This is the mechanism of dissonance reduction referred to earlier. In the
type of situation considered here, the heuristic of social proof is more
fundamental than the mechanism of dissonance reduction, however, be-
cause the latter is dependent upon the former, but not the other way
around. That is to say, this type of dissonance arises because of the belief
in the heuristic of social proof and is distinct from whatever other social
pressures to conform might be leveled against the deviant actor. Yet while
the social-proof mechanism is more fundamental, it is the specific com-
bination of the two - or the specific "concatenation" of mechanisms, to
use Gambetta's terminology in Chapter 5 - that makes the behavior so
widely observed.11

Most of the foregoing examples concern the behavior of human actors,
but the logic is the same in the case of corporate actors. That is to say,
organizational interdependencies result partly from a mimetic process
whereby organizations - or rather key human actors within organizations
- believe that they can improve the performance of the organization by

9 As will be discussed more fully later, the self-fulfilling prophecy differs in one im-
portant respect from the other two examples in that there is an endogenous change in the
true values of the choice alternatives that works in the same direction as the belief-formation
mechanism and thereby reinforces the same sort of behavior.

10 See Kuran (1995) for a range of illuminating examples of the social-proof heuristic.
11 The prevalence of the behavior is also indicated by the existence of a specific proverb

expressing its logic: "When in Rome, do as the Romans do." See Elster's Chapter 3 in this
volume for a discussion of proverbs and their relationships to social mechanisms.
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imitating others, and in doing so, they also reduce whatever cognitive
dissonance might be stemming from unconventional and self-reliant be-
havior. As John Maynard Keynes once noted: "Worldly wisdom teaches
that it is better for reputation to fail conventionally than to succeed un-
conventionally" ([1936] 1960:158).12

Aggregate dynamics: Simulation results

In order to examine how a system composed of actors whose choices are
partly or fully oriented toward the actions of others is likely to evolve, a
simulation model will be used. The main purpose of the simulation is to
examine conditions under which imitation is a reasonable decision strat-
egy.

The core features of the simulation model are the following. The social
system consists of N actors. From this group, one actor is selected at
random at each point in time, and this actor has to choose one specific
action from a finite set of k actions. The values of the outcomes associated
with these k alternatives are initially unknown to the actor. The first time
the actor is confronted with this choice, the choice is made behind a veil
of ignorance: The only information available is information on how other
actors have acted in the past when confronted with the same choice situ-
ation. Given the heuristic of social proof, actors will take this information
into account when making their decisions.

The decision-making model to be used here only includes the minimum
number of elements needed to examine the aggregate dynamics of this
sort of system. It assumes that actors assign a unique value - what I will
refer to as a (3 - to each alternative, and that the probability of an actor
choosing a particular alternative is equal to its p-value divided by the sum
of the p-values of all the alternatives.13 The probability of actor j choosing
action i at time t is then equal to

P P»
rijt k

12 See Fligstein (1985), Westney (1987), Galaskiewicz and Wasserman (1989), Davis
(1991), and Haveman (1993) for empirical evidence of the importance of these kinds of
processes among organizations.

13 See Luce (1959) and Arthur (1994) for related models.
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The P-values are assumed to be influenced by the actors' own assessments
of the likely utility values of the various alternatives and by the past
choices of others. More specifically, it will be assumed that the P-values
are weighted linear combinations of these two sources of influence:

where

Wj = an actor-specific parameter in the range 0-1 that states how much
relative weight the actor attaches to the past choices of others,

Sit — alternative i's share of cumulative choices made until time t—l,
and

Vijt = actor/s assessment of the likely value of alternative / at t.

Actors differ in terms of how much they are influenced by the past
behavior of others. Some actors ignore their own experiences entirely,
other actors only trust their own judgments, and still others base their
decisions on various combinations of the two sources of information. The
pure imitators have a w,-value equal to 1, the "atomistic" or self-reliant
actors have a wy--value equal to zero, and the rest have weights in-between
these two extremes.

The simulation results are based on the following sequence of events:

• One of the N actors is selected at random.
• This actor decides on its course of action using the foregoing equa-

tions, and this choice is observed by all other actors in the system.14

• Once the choice has been made, the true value of the alternative is
revealed to the actor, and the actor stores this private information for
future use.

• After having made the choice, the actor returns to the pool of the
other N — \ actors, and the sequence of events is repeated again.

14 The choice of action is decided upon by first forming intervals between 0 and 1, where
the length of each alternative's interval is proportional to its PIJt value. The limits of the first
interval will thus be 0 and Pljt; the limits of the second interval will be Pljt and P2jt; the
limits of the third interval will be (PlJt + P2jt) and (Pljt + P2jt + P3jt); and so on. A random
number is then drawn from a uniform probability distribution with a range of 0 to 1. The
interval within which the random number falls decides which action will be chosen. To
initialize the simulations, all the entries of the Sit and the Vljt vectors are set equal to 0.1. In
the simulations reported later, actors calculate the Slt values on the basis of the last 250
choices in order not to be unduly influenced by the early and erratic history of the system.
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Although the model has a simple formal structure, it emulates a social
system of some intricacy: An actor makes a decision by observing the
choices of other actors, who have arrived at their decisions by observing
yet others, and, via the choice of action, the actors in turn influence the
future choices of the others.

The results reported in Figure 12.2 refer to a system consisting of 250
actors who have 10 alternatives to choose between. It is a stable system
where the true values of the alternatives remain the same throughout the
analysis, and where one of the 10 alternatives is far superior to the others.15

There are five different groups, each consisting of 50 actors. The group
that is labeled "Model" in the graph enters the scene first. It is a group
of actors who only trust their own experiences, and therefore their w7-
values are equal to zero. Through an individual search process, these "at-
omistic" actors gradually find their way to the best course of action. At
time period 750, when each actor on the average has acted 15 times, the
superior action alternative is chosen approximately 60% of the time.16

Their pattern of choices is observed by the actors in the other groups, and,
given the belief in the social proof heuristic, it signals to them the likely
values of the various alternatives.

At time period 751, the other actors enter the scene. The main result of
these analyses is basically a confirmation of the social proof heuristic: In
stable environments like these, pure atomistic learning (w = 0) is an in-
ferior strategy to that of pure imitation (w = 1). All that the pure atomistic
learners can hope to accomplish after a long search process is to perform
at best as well as the models. The pure imitators accomplish this "clon-
ing' ' of the models much faster.

As the results reported in Figure 12.3 illustrate, however, the superiority
of pure imitation is restricted to stable environments. This simulation in-
itially is identical to the previous one, and, as was the case there, the
models slowly work their way toward the best alternative. But at the mo-
ment when the other groups of actors enter the scene (t = 751), the
"world" suddenly changes, and the actions that worked in the past no
longer work. This sudden change is accomplished by reversing the true

15 The true values associated with the 10 alternatives are as follows: .006; .009; .015;
.019; .021; .027; .031; .035; .040; and .797.

16 ' 'Time'' in these analyses coincides with the total number of (sequential) choices being
made.
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utility values associated with the alternative courses of action.17 As can
be seen from the figure, the models are unable to recover fully from this
environmental shock during the time period being analyzed here, and the
more weight that actors attach to the choices of the models, the worse
they will do. The moral is this: Assuming that others act reasonably can
sometimes lead reasonable actors to act rather unreasonably. This result
is understandable once we compare the time trajectory of the models with
that of their atomistic siblings, who entered the scene after the change had
taken place (w = 0). As can be seen, the models are improving their
performance at a much slower rate than their atomistic siblings. Strong
prior beliefs, built up during a long and eventful history, are usually an
advantage in that they lead to decisions with better results for the actors
(see Tsebelis, 1990). But in turbulent periods like these, strong priors may,
in fact, be a considerable weakness, because they reduce the likelihood
that the beliefs and the corresponding actions will be sufficiently modified
in the light of new information. That is to say, history introduces an in-
formation-based inertia that hinders actors from properly adapting to a
changing environment and, through the operation of the social-proof heu-
ristic, this inertia is spread to the imitators as well.18

The simulations reported so far assume stable environments or environ-
ments that change through exogenous shocks to the system, and therefore
they do not capture the type of endogenous dynamics that are at the heart
of Merton's notion of a self-fulfilling prophecy.19 Unlike the situations
considered so far, self-fulfilling prophecies arise in situations when the
value of a particular course of action is an increasing function of the
number (or proportion) who have chosen the course of action. The basic
idea behind the notion of a self-fulfilling prophecy is that an initial belief,
which may be entirely false, evokes behavior that eventually makes the
belief come true. The key example that Merton uses to illustrate his ar-

17 That is to say, alternatives 1 to 10 before the change had the following values: .006;
.009; .015; .019; .021; .027; .031; .035; .040; and .797. After the change, the order was
reversed: .797; .040; .035; .031; and so on.

18 During turbulent periods, we should thus expect to observe a "liability of obsoles-
cence" rather than the more commonly observed "liability of newness" (Stinchcombe,
1965) in organizational mortality rates. The results also bring to mind Margaret Mead's
(1970) distinction between stable "postfigurative cultures," where the elders provide the
model for the behavior of the young, and more rapidly changing "cofigurative cultures,"
where contemporary peers are the models.

19 See also Schelling (1978) for a most illuminating discussion of self-fulfilling and self-
negating processes in social life.
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gument is a run on a bank. If a rumor of insolvency somehow gets started,
some depositors will withdraw their savings. Their withdrawal will
strengthen the belief in the rumor, partly because the withdrawals actually
may hurt the financial standing of the bank, and partly because of the
social-proof heuristic: The act of withdrawal in itself signals to others that
something might indeed be wrong with the bank. This produces even more
withdrawals, which further reduces the trust in and solvency of the bank,
and so on. Because of the operation of this mechanism, even an initially
sound bank may go bankrupt if enough depositors withdraw their money
in the belief that the bank is insolvent (see Merton, 1968b).20

Another important class of social situations is characterized by self-
defeating processes, where the value of a particular course of action is
negatively related to the number (or proportion) who have chosen the
course of action.21 These types of processes are at the heart of most fads
and fashions, but they are also central to many congestion problems (see
Schelling, 1978).

In order to examine these sorts of endogenously changing systems, it
is necessary to modify the simulation model slightly in order to allow the
true values of the action alternatives to be systematically related to the
aggregate choices of the actors. In the case of the self-fulfilling process,
it will be assumed that the value of an alternative increases proportionately
with the number of actors who have chosen the alternative,22 and in the

20 Processes like this might also arise in situations where only a minority of the actors
form their beliefs on the basis of the social-proof heuristic, which suggests that a distinction
should be made between the belief in the usefulness of the heuristic and the belief in the
truth of the heuristic. Consider the following situation: (1) I do not believe in proposition
A, (2) I know (or believe) that many others believe in A, and their belief in A will have
negative consequences for me, (3) these negative consequences will induce me to act as if
A were true, and this (4) will signal to others the correctness of proposition A. As I have
discussed in Hedstrom (1994b), the public fear of magnetic fields from power lines exhibits
this sort of dynamic. Since this fear threatens to undermine the property values of houses
close to power lines, house owners (even those who are convinced that the fear is groundless)
are induced to act in the same manner as those who believe that magnetic fields pose a
danger to individuals health and to put their houses on the market. This "escape" sends off
a signal to others that there indeed must be some substance to the view that living close to
a power line is a potential health hazard, which threatens to further reduce property values,
and thereby to escalate the process.

21 Another type of self-defeating process - not considered here - arises in situations
where the probability of accomplishing a task is inversely related to the effort exhorted.
Examples include insomnia and spontaneity.

22 More specifically, the value of each alternative is multiplied by the proportion that
have chosen the alternative, and these new values then are normalized so that they add up
to 1.0.
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case of the self-defeating process, it will be assumed that the value de-
creases proportionately with the number of actors who have chosen the
alternative.23

Figure 12.4 reports the results of two such simulations. The type of
system simulated here is simpler than the previous ones in that there are
only 50 actors involved who are asked to choose between two alternatives.
All actors have w-values equal to 0.5 (i.e., they attach as much weight to
the actions of others as they do to their own experiences).

The left-hand graph in Figure 12.4 displays the aggregate dynamics of
a typical self-fulfilling process. Initially both alternatives are perceived to
be equally attractive. Through trial and error, actors realize that one of the
alternatives is indeed better than the other, and gradually the frequency
with which the better alternative is chosen increases.24 Because of the
simultaneous operation of the social-proof heuristic and the gradual trans-
formation of the true values associated with the alternative courses of
action, the system rapidly approaches a state where all actors are acting
alike.

The right-hand graph in Figure 12.4 is based on the same set-up, except
for the fact that the values of the alternatives here decrease proportionately
with the number of actors choosing the alternative. The aggregate dynam-
ics of the system are dramatically different. Whereas the previous simu-
lation generated a stable and homogeneous outcome, this simulation
displays the erratic and cyclical time trajectory that characterizes so many
fads and fashions. A particular act is valuable as long as it is practiced by
a minority. Others will be attracted by the alternative, however. But the
more popular the alternative becomes, the less its value. Sooner or later
therefore, the tide will change and other alternatives will appear more at-
tractive. The mechanism often generates paradoxical social situations such
as the one described in the following statement of the American baseball
player Yogi Berra: "That restaurant is so crowded that no one ever goes
there anymore."

23 In this case, the values are divided by the proportions, and these new values then are
normalized so that they add up to 1.0.

24 The true values associated with the two alternative courses of action are initially set
equal to .66 and .33. But, as in the previous simulations, the actors initially are unaware
of these values. It should also be emphasized that other simulations, not reported here,
show that the same pattern can arise when the two alternatives are indistinguishable to start
with.
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Concluding remarks

As argued in the first chapter of this book, we believe that the generality
of sociological theory is to be found at the level of mechanisms, and that
the future of explanatory sociological theory hinges on our ability to spec-
ify and to systematize these sorts of mechanisms. In this chapter, I have
focused on one mechanism believed to be particularly important for ob-
served interdependencies in the behavior of actors. This is the mechanism
of social proof that systematically links the beliefs of one actor to the
actions of others.

The social-proof mechanism results in a form of rational imitation.
Through their actions, actors give off signals to other actors, and other
actors pay attention to these signals because they provide information
about the likely payoffs of different action alternatives. By relying upon
the social-proof heuristic and following the lead of others, actors arrive at
better decisions than they otherwise would have, and, in addition, they
reduce whatever cognitive dissonance might be stemming from adopting
an unconventional minority position.

The system of interaction that results from these behavioral principles
has an intricate structure in which actors mutually observe, imitate, and
influence each other's choices. A simulation model has been used to an-
alyze this structure of interaction. These simulations have underscored that
the aggregate outcomes of these types of action systems can vary widely
depending upon specific characteristics, such as how much attention actors
pay to the actions of others, and whether or not the payoffs are related to
the aggregate choices of the actors.

The analyses also underscore the importance of making a clear distinc-
tion between ex post and ex ante rationality. Economizing on decision
costs by relying upon the social-proof heuristic is a reasonable and useful
strategy in most circumstances. In the type of stable environments consid-
ered here, for example, imitation clearly is superior to atomistic self-reliant
behavior. But as emphasized previously, the strategy is not infallible. In
unstable environments that change through unexpected and externally gen-
erated shocks to the system, being tied to established and inert actors
reduces the likelihood that actions will be sufficiently modified in the light
of new information. Also, in so-called self-defeating systems, imitation is
less successful, because the rewards in those systems accrue to those who
deviate from normal behavior, either by being leaders who perform un-



RATIONAL IMITATION 325

conventional acts way ahead of the crowd, or by being laggards who

follow far behind the crowd. That even the most rational decision-making

strategies can produce actions that are far off the target should not surprise

anyone who is even the slightest bit familiar with inferential statistics,

however: Even efficient and unbiased strategies often produce actions that

deviate considerably from the optimal course of action, ex post.

In real-life situations, the strategies being adopted often are likely to be

the result of a social evolutionary process (i.e., actors will realize when a

particular strategy is no longer successful and change strategy accord-

ingly). Prevalence and utility, therefore, will be intimately connected, the

strategies that flourish in a certain environment - like pure imitation in

stable environments - will become more prevalent, and the unsuccessful

strategies will gradually vanish.
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dominated by, 61; of past
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systems of opportunities, 301

fields, competitive: modeling of, 267-
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human capital theory: mechanism for
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10; importance of, 308; rational,
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127n4; reputational, 152

individualism, methodological, 11-13,
32, 47, 94

individuals: decision mechanisms of,
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92; action-formation mechanism,
23-4; actor- and structure-oriented,
93-7; aggregate-based, 131;
appropriation of going-concern
value as, 301; cognitive, 116;
concatenations of, 105-10; concept
of, 2-3; definitions of, 45, 74, 78,
240, 267; explanatory, 7-13; filter-
based, 130; in game theory, 141-3;
Habermas's systematic, 209, 211—
12; hedonic manipulation of, 66;
individual-level, 102-4; as intended
or unintended consequence, 134;
interaction among, 105; invisible
hand, 125, 127n4, 135; to lighten
moral dissonance, 158-66; of
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values of, 169

neofunctionalism (Alexander), 224
network: corporate group as, 281;
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opponent-process effect, 66
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reduction, 109; of mechanisms
from outcomes, 63-6; in
neoclassical economics, 169; RCM,
193; related to mechanisms
triggered, 66-9; of resolution of
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preference falsification: conditions for,
166; consequences of, 149-50;
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operation of, 151; protecting
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correcting, 151
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prisoner's dilemma: defection strategy,
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game, 138; Markov perfection in
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quantitative analysis in sociology, 256

rational choice: defined, 129; rational-
choice analysis, 121; social
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Rational-Choice Model (RCM) (see
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advantages and shortcomings of,
192-3; challenges to, 180-1;
interpretation in neoclassical
economics, 177; MIP and
rationality in, 173; Smith's lack of
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importance of, 175, 176-82;
weaknesses of, 182-3
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cognitive dimension of, 188, 196;
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of Rational-Choice Model, 173,
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reduction: or avoidance of dissonance,
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scientific law, as antonym of
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segregation, as account of social

mechanism, 126-7
self-defeating process: defined, 321;

in imitation simulation model,
321-4

self-fulfilling prophecy: in imitation
simulation model, 321-3; Merton's
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simplification, moral (see also
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uniform, 164-5; variable, 164

situational mechanism, 23
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SMs, see social mechanisms
social action, Coleman's model of

collective, 21-2
social change: models and

mechanisms of, 97-100; questions
asked in models of, 98

socialization, as black box, 173
social mechanisms: analyzed in terms

of MIP, 172-3, 177; chains of
causation in, 128; concept of, 125;
definitions of, 95, 128, 172;
distinct from other phenomena, 92-
3; examples of, 17-21; families of,
37-40; formal definition, 24-5;
function and requirement of, 127-8;
identification and analysis of, 7; as
interpretation, 33^4; interpretation
of, 125; of Merton, 6; network
diffusion, 18-21; as plausible
hypothesis, 32-3; self-fulfilling
prophecy, 18-21; Small's
conception, 5; social revolt, 152^-;
threshold theory of behavior, 19-
21; typology of, 21-3

social order: collective macro level
(Alexander), 225; individuals at
micro level of (Alexander), 225

social phenomena, explaining, 104,
172

social pressure, 68-9
social processes, mathematical models

mirroring, 254-5, 264
social proof principle, 314,317,322,324
social revolt, 152-4
social sciences: difference from

natural sciences, 75; laws in, 8, 40-
1; mechanism-based explanations,
3-4; mechanisms in, 75, 92; search
for mechanisms, 47; two worlds of,
87-8, 100; use of mechanisms,
74-5

social system, of imitation simulation
model, 315-17

social theory: mechanism-based
approach, 2; modern, 1; use of
variables in analysis, 15

society: Habermas's theory of modern,
206-12; as lifeworld (Habermas),
207-11

sociology: black-box explanations, 9-
10; challenges to RCM model, 180-
1; current theory, 14; explanations
in terms of mechanisms, 125;
explanatory, 2; mathematical, 254,
256-7; methodological
individualism in, 11-13; midrange,
24; quantitative data analysis, 238-
9, 2 6 3 ^ ; rational-choice, 129n6,
131, 144; rationality defined in
context of, 173; revolution in
quantitative, 240-1; testing dual
labor market theory, 253; theory
in, 205-6; use of mechanisms
concept in, 4-7; use of
methodological individualism in,
13; use of quantitative analysis in,
256

sovereignty, as set of liberties, 293-4
spillover effect: described, 54-5; in

Tocqueville effect, 61
statistical analysis: for explanation, 69;

used to generate theories, 17
statistical analysis, multivariate: data

sets used by, 240-1; with
independent variables, 243-4;
relative importance of variables in,
245

statistics {see also data): discipline of,
239; used by sociologists, 239

status: meanings of term, 292-3;
relation to reputation, 292-3

status attainment: models, 247-50;
research linked to human capital
theory, 251

structural functionalism (Parsons),
224

structuration theory (Giddens), 22\-A
structure: assumptions related to, 94-5;

changes by actors, 97-100; as
determinant of individual-level
variables, 253-4; duality of
(Giddens), 222-3; effect in linear
models, 252-3; lack in black-box
explanations, 9; normative
approach to social (Alexander),
226-1; structural models with path
models, 247

sure-thing principle, 65
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tabular analysis: relationships among
variables in, 243; relative
importance of variables in, 245;
use of simple, 264

threshold, concept of individual's, 19
Tocqueville effect, dynamic and static,

58-60
transaction costs: Coase's approach,

134-5; concept of, 134; general
equilibrium model, 135

transformational mechanism,

utility: expected, 199; expressive, 149-
50; intrinsic, 149; reputational,
149

vacancy competition model, 259-63
values (see also going-concern value):

causing moral overload, 164;
choices of, 165; conflict in moral
reconstruction over, 162-3;
generating moral dissonance, 156—
7; impractical or infeasible, 148,
154; as metapreferences and judges

of behavior, 155; with moral
compartmentalization, 164-5; of
neoclassical economics, 169;
relation to moral overload, 155;
role in generation of moral
dissonance, 156-9; role in
preference formation, 154-5;
satisfied through rationalization and
redemption, 161

variables: assessing importance of,
245-6; in causal modeling, 16;
human capital, 251; individual, 257;
interaction effects, 253 ^ ;
structural, 257; theories linked to
structural, 251-2; theory as, 249-
54; used in status attainment
research, 250; using computing
power with, 244-5; vacancy
competition model, 260-1

visible hand concept, 136

X-efficiency (Leibenstein), 273

zero-sum effect, 54


