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#### Abstract

A novel approach is proposed for medical analysis and clinical decision support of the Electrocardiogram (ECG) signals based on the deterministic finite automata (DFA) with the addition of some requirements. This paper proves regular grammar is effective in the extraction of QRS complex and interpretation of ECG signals. The DFA will be used to represent a normalized QRS complex as a sequence of negative and positive peaks. A QRS is considered as a set of adjacent peaks that satisfy certain criteria of standard deviation and duration. The proposed method is applied on several kinds of ECG signals collected from the standard MIT-BIH arrhythmia database. Several metrics are calculated including QRS durations, RR distances and peak amplitudes. Furthermore, $\sigma$ RR and $\sigma Q R S$ metrics were added to quantify RR distances regularity and QRS durations, respectively. Regular grammar with the addition of some requirements and deterministic automata proved functional for both biomedical signals and ECG signal diagnosis. The suggested method provided a sensitivity rate of $99.74 \%$ and the positive predictivity rate of $99.86 \%$. The algorithm was compared to other works in the literature and the quality performance detection was compared with several algorithms tested and validated on the MIT-BIH database. A head-to-head comparison in terms of sensitivity and CPU runtime was provided with the wavelet method.
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## 1. Introduction

Understanding the medical signal information has been a fundamental issue in the field of biomedical signal processing. Several approaches have tried to overcome this difficulty using syntactic and grammatical methods. The syntactic methods can represent different lesions in medical signals such us ElectroEncephaloGraphy (EEG) and ElectroCardioGraphy (ECG) signals. Various ECG signal analysis methods, including the Support Vector Machine (SVM) [1-6], the fuzzy neural networks [7-10] and the wavelets [11-19], have been used. Sahambi et al. [20,21] used the first order derivative of the Gaussian function as a wavelet for the characterization of ECG beats. The author used the dyadic wavelet transform to detect and measure the different parts of a signal, especially the location of the beginning and end of the QRS complex. Sahambi et al. showed the robustness of the algorithm in the presence of a high frequency noise added to the signal. In [22], a dyadic wavelet transform was used to extract the characteristics of the ECG signal. The algorithm detected the QRS complex and the T wave, and then the P wave. Gramatikov et al. [23] focused on the morphology of the

[^0]QRS complex and utilized the Morlet wavelet transform for the ECG recordings analysis in patients with left or right coronary stenosis.

The QRS complex detection is a key step to achieve an automatic analysis of ECG signals [24-28]. QRS complexes detection can be performed by a simple thresholding of the signal in terms of amplitude as the R peaks are generally larger than the other waves. Occasionally, the amplitude of the T wave is similar to that of the R peak. Indeed, this can cause errors in the final result and the detection rate. In addition, the R peak can sometimes have a variable morphology and low amplitude from one cardiac cycle to another. As a result, a good detection of the QRS complex is essential. This task requires a very adequate signal processing, taking into account the encountered difficulties. The evolution of the robustness of the digital processing software tools assures the design and implementation of the various versions of algorithms intended for the automatic detection of the QRS complexes. Therefore, QRS complex detection has been the target of many works and continues to be an axis of active research $[29,30]$.

Several QRS-complex-research algorithms have been used based to a great extent on the proportionately high amount of QRS energy [31]. Most algorithms are based on the application of neural networks, hidden Markov model, syntactic methods, etc. [32-43]. However, they have been seldom used in low-cost computing applications. More details about the complex QRS detection techniques,
comparing their effectiveness and their calculation complexities, can be found in the presence of noise. QRS detection algorithms are generally based on one of the temporal derivatives of methods, wavelets, filter banks and mathematical morphology [44-48]. Based on a literature review, the complex methods for detecting the QRS are discussed in the following sections. These approaches are robust and allow a high accuracy rate that exceeds $99 \%$. Kohler et al. [49] presented a detailed study summarizing the different techniques for QRS detection. The above mentioned methods are sorted by categories with a comparison of their performance.

However, very few approaches were based on grammatical formalism [50]. Kokai et al. [51] used grammar to classify QRS complexes and distinguish between QRS and the non-QRS patterns. Panagiotis et al. [52] opted for a syntactic method aimed at ECG recognition and measurement of the associated parameters. Yet, these methods were very sensitive to noise. Several morphologies produced erroneous peaks and thus impeded the grammatical description of the signal. Moreover, the authors did not use grammar formalism during the extraction phase of the peaks. Peak recognition was carried out using another method regardless of grammar. Hamdi et al. [53] presented a context-free grammar to describe an entire ECG signal. Nevertheless, this could not represent all the various types of ECG signals. The author focused only on normal cases and the method was applied on short signal durations. Besides, the author compared his approach with the old techniques adopted by Holsinger [54] and Fraden and Neuman [55]. Hanieh et al. [56] proposed to detect atrial arrhythmia by a regular expression. The input signal is considered as a string where each character represents an ECG signal element. Different experiments on MIT-BIH arrhythmia database show the efficacy of the method compared with conventional approaches. However, this algorithm has a sensitivity rate below $96.3 \%$

The syntactic approaches can represent the pattern structures efficiently and facilitate data retrieval by means of their structures. The main advantage of these methods is that the representation is conspicuous. The syntactic approaches can powerfully represent the pattern structures and therefore make information recovery easier. The input data seem to be a structured scene having a hierarchical order as grammar clearly represents hierarchical structures using non-terminal and terminal nodes. The syntactic approaches can describe a large set of complex patterns using small sets of simple primitives and grammatical rules. Besides, Gao et al. [57] affirmed that the use of grammar, compared to statistical methods, provides more flexibility in applications.

It is in this context that this work is put forward. The learning automata have been exploited to recognize rest phases, negative and positive peaks. The QRS complex has been described using deterministic automata. Several metrics were determined, namely the number of QRS complexes, the QRS durations, the RR distances, and the peak amplitudes. The proposed method is performing in terms of sensitivity rate, positive predictivity rate, R peak accuracy detection and CPU runtime.

The rest of the paper is organized as follows. Section 2 sheds the light on the material and the suggested method. Section 3 presents and discusses the results, and a comparative study provides several statistical methods in terms of sensitivity rates. A head-to-head comparison in terms of sensitivity and CPU runtime is provided with wavelet method. We conclude in Section 4.

## 2. Materials and methods

### 2.1. ECG signal presentation

The ECG is the measure of the electrical activity during the contraction of the heart. It is characterized by waves called $P$ and $T$. The


Fig. 1. One cardiac cycle of an ECG signal.
Q, R and S peaks form the QRS complex [58]. The potential difference between each electrode pair represents the electrical activity of the heart from several points of view where the sampling frequency is generally between 200 Hz and 500 Hz . In an ECG signal, the phenomena of contraction and relaxation of the myocardium are shown in the form of a sequence of superposed negative and positive deflections on a base line of zero potential that suits the absence of cardiac events.

Fig. 1 represents one cardiac cycle of an ECG. The letters P, Q, R, S and $T$ waves successively assign the ECG signal. The repolarization phase of the atria explains the QRS complex. When this pulse is much stronger than the first, the repolarization wave will become hidden. The QRS com-plex is the set of positive and negative deflections that are suitable for the contractions of both ventricles. It is often made up of three waves. First, the Q wave is the first negative deflection. Second, the R wave is the first positive deflection. Finally, the $S$ wave is the second negative defec-tion following the $R$ peak. The shape of the QRS complex is variable depending on the positions of the electrodes and also on the used derivations. The QRS represents the ventricular depolarization curve. All these three peaks are the QRS complex having durations between 0.06 and 0.1 s . In a resting state, heartbeat is between 60 and 80 beats per minute. An accelerated number of beats is called tachycardia. A slowdown in the number of beats is called bradycardia. An irregular heart rhythm is called an irregular rhythm. All such forms are basic forms of arrhythmia.

### 2.2. Method outline

Fig. 2 summarizes all the method's steps. The ECG is filtered, centralized and normalized. Then, the lexical analysis step recognizes the tokens including positive and negative peaks. A QRS complex is considered as a set of adjacent peaks which satisfy also certain criteria of standard deviation and duration. It is described by means of deterministic automata and regular expressions. Eventually, the analyzer determines the RR distances, the complex-QRS durations, the standard deviation of RR distances, the standard deviation of QRS durations, and a report is generated according to sampling frequency, time and amplitude values.

### 2.3. Preprocessing

An ECG signal $\mathrm{S}[\mathrm{n}]$ is actually too noisy, hence some preprocessing phases are needed to reduce noise and then facilitate lexical analysis. The desirable pass-band is approximately $5-15 \mathrm{~Hz}$ [33] to reduce the influence of muscle noise, 60 Hz interference, base line wander, and T wave interference.

The following mathematical equations describe the different steps of the preprocessing phase. An example is displayed later in Fig. 3 where a normalized and centered ECG signal is filtered by a band-pass filter.

Step 1: Filtering the signal where $\mathrm{H}[\mathrm{n}]$ is a 2 nd order band-pass filter and the cutoff frequency is $5-15 \mathrm{~Hz}$.
$S 1[n]=S[n] * H[n]$


Fig. 2. An outline of the method.
Step 2: Centralizing the signal where the $m$ parameter is the signal length.
$S 2[n]=S 1[n]-\frac{\sum_{i=1}^{m} S 1[i]}{m}$
Step 3: Normalizing the signal amplitude:
$S 3[n]=\frac{S 2[n]-\operatorname{Mean}(S 2[n])}{\operatorname{Max}(S 2[n]-\operatorname{Mean}(S 2[n]))}$
Fig. 3 illustrates an example of a real ECG signal before and after preprocessing. Preprocessing reduced noise, centralized and normalized the signal.

### 2.4. Standard deviation and duration variation

Mathematically, a positive or negative peak must have a higher standard deviation $\sigma$ greater than a threshold $\sigma 1$ and a low duration $\Delta$ less than a threshold $\Delta 1$.

Given the sampling frequency Fe , a signal component is made up of a sequence of $n$ normalized amplitudes $\{a 1, a 2, \ldots, a n\}$. The equations below calculate the standard deviation $\sigma$ and the duration $\Delta$ is as follows:
$\sigma=\sqrt{\sum_{i=1}^{n} \frac{\left(a i-\sum_{i=1}^{n} \frac{a i}{n}\right)^{2}}{n}}$
$\Delta=\frac{n}{F e}$
Fig. 4 plots the standard deviations variation of $\mathrm{Q}, \mathrm{R}$ and S peaks as well as $P$ and $T$ waves. Both $R$ and $S$ peaks show very important standard deviations that are higher than 0.2 . The Q peak has standard deviations higher than 0.1 whereas $P$ and $T$ waves have much lower values of standard deviations below 0.05. According to Fig. 4, starting at $\sigma 1=0.1$, we can distinguish between the peaks and the waves.

Fig. 5 plots the duration variation of $\mathrm{Q}, \mathrm{R}$ and S peaks as well as $P$ and $T$ waves. The peaks $Q, R$ and $S$ show very small durations lower than 0.1 s . while both P and T waves have higher values of durations more than 0.1 s . According to Fig. 5, starting at $\Delta 1=0.1 \mathrm{~s}$, we can distinguish between the peaks and the waves. A QRS complex is actually considered as a set of adjacent peaks that meet the requirements of standard deviation and duration.

### 2.5. Lexical analysis of the ECG signal

In this section, the signal amplitude is considered as a sequence of values belonging to the interval $[-1,1]$. The normalized amplitude is referred to as a sequence of almost nil, negative and positive values; i.e., the signal is considered as a language where the QRS complex represents a suite of words. Therefore, the alphabet $\sum=\{0,1,2,3,4,5,6,7,8,9,-,$.$\} is enough to represent a normal-$ ized amplitude belonging to the interval $[-1,1]$. Then, the regular expressions perform the lexical analysis of the signal to represent the rest phase, the positive peak and the negative peak, and make up the QRS complex.

Based on an alphabet $\Sigma$, a deterministic finite automaton, referred to as DFA, is a quadruple ( $\mathrm{Q}, \delta, \mathrm{i}, \mathrm{F}$ ) where:


Fig. 3. (a) An input ECG signal before preprocessing; (b) The output signal after preprocessing.


Fig. 4. Peak and wave standard deviation.


Fig. 5. Peak and wave duration.


Fig. 6. A DFA illustrating a normalized positive peak (R).

- Q: a finite set of states.
- $\delta$ : a transition function $\mathrm{Q} \times \Sigma$ in Q .
- i: a symbol of $\Sigma$ alphabet.
- F : the final states $; \mathrm{F} \subseteq \mathrm{Q}$.
- q0: the start state; $\mathrm{q} 0 \in \mathrm{Q}$.

The following DFA (Fig. 6) and the regular expression describe a normalized positive peak where the ' $€$ ' character is an empty word having zero length, "*' means 'zero or more times', ‘+' means 'one or more times', and '?' means 'zero or one time':
$R=\{0[1-9] .[0-9] * \mid 1.0\}+$
$\sigma R>\sigma 1$
$\Delta R<\Delta 1$
The start sate $\mathrm{q} 0=\{0\}$.
The finite set of states $Q=\{0,1,2,3,4,5,6\}$.
The final set of states $\mathrm{F}=\{3,6\}$.
The transition functions are:
$\delta(0,0)=1 \quad \delta(1,)=.2 \quad \delta(2,1-9)=3 \quad \delta(3,0-9)=3$
$\delta(3, \varepsilon)=0 \quad \delta(0,1)=4 \quad \delta(4,)=.5 \quad \delta(5,0)=6$
$\delta(6, \varepsilon)=0$
Fig. 7 and the regular expression below show the DFA describing a normalized negative peak:
$Q=\{-0[1-9] .[0-9] * \mid-1.0\}+$


Fig. 7. A DFA illustrating a normalized negative peak ( Q or S ).


Fig. 8. A DFA illustrating a normalized and short rest phase separating the peak.
$\sigma Q>\frac{\sigma 1}{2}$
$\Delta \mathrm{Q}<\Delta 1$
$S=\{-0[1-9] \cdot[0-9] * \mid-1.0\}+$
$\sigma S>\sigma 1$
$\Delta S<\Delta 1$
The start sate $\mathrm{q} 0=\{0\}$.
The finite set of states $Q=\{0,1,2,3,4,5,6,7\}$.
The final set of states $\mathrm{F}=\{4,7\}$.
The transition functions are:
$\delta(0,-)=1 \quad \delta(1,0)=2 \quad \delta(2,)=.3 \quad \delta(3,1-9)=4$
$\delta(4,0-9)=4 \quad \delta(4, \varepsilon)=0 \quad \delta(1,1)=5 \quad \delta(5,)=$.
$\delta(6,0)=7 \quad \delta(7, \varepsilon)=0$
Fig. 8 and the regular expression below show a normalized and short rest phase separating the peaks:

The start sate $\mathrm{q} 0=\{0\}$.
The finite set of states $Q=\{0,1,2,3,4\}$.
The final state $\mathrm{F}=\{4\}$.
The transition functions are:
$\delta(0,-)=1 \quad \delta(0, \varepsilon)=1 \quad \delta(1,0)=2 \quad \delta(2,)=.3 \quad \delta(3,0)=4$
$\delta(4,0-9)=4 \quad \delta(4, \varepsilon)=0$
rest $=\{\{-\} ? 0.0[0-9] *\}+$
$\Delta r e s t<\frac{\Delta 1}{2}$
Fig. 9 and the regular expression below describe a normalized QRS complex. Please note that the regular expression and the deter-


Fig. 9. A simplified DFA representing an entire normalized QRS complex.
ministic automaton below presume that the Q peaks and the rest phases may be absent.
$Q R S=\{Q\} ?\{$ rest $\} ?\{R\}\}\{$ rest $\} ?\{S\}$

The start sate $\mathrm{q} 0=\{0\}$.
The finite set of states $Q=\{0,1,2,3, ., 27,28\}$.
The final set of states $\mathrm{F}=\{27,28\}$.
The transition functions are:
$\delta(0,)=.1 \quad \delta(1,0)=2 \quad \delta(2,)=.3 \quad \delta(3,1-9)=4$
$\delta(4,0-9)=4 \quad \delta(4, \varepsilon)=6 \quad \delta(1,1)=5 \quad \delta(4, \varepsilon)=0$
$\delta(5, \varepsilon)=6 \quad \delta(5, \varepsilon)=0 \quad \delta(6,0)=7 \quad \delta(7,)=$.
$\delta(8,0)=9 \quad \delta(6,)=.10 \quad \delta(10,0)=11 \quad \delta(11,)=$.
$\delta(9,0-9)=9 \quad \delta(9, \varepsilon)=6 \quad \delta(6, \varepsilon)=12 \quad \delta(0, \varepsilon)=12$
$\delta(9, \varepsilon)=12 \quad \delta(12,0)=13 \quad \delta(13,)=.14 \quad \delta(14,1-9)=15$
$\delta(15, \varepsilon)=17 \quad \delta(15, \varepsilon)=12 \quad \delta(12,1)=16 \quad \delta(16, \varepsilon)=12$
$\delta(16, \varepsilon)=17 \quad \delta(17,0)=18 \quad \delta(18,)=.19 \quad \delta(19,0)=20$
$\delta(20,0-9)=20 \quad \delta(17,)=.21 \quad \delta(21,0)=22 \quad \delta(22,)=$.
$\delta(20, \varepsilon)=17 \quad \delta(17, \varepsilon)=23 \quad \delta(20, \varepsilon)=23 \quad \delta(23,)=$.
$\delta(24,0)=25 \quad \delta(25,)=.26 \quad \delta(26,1-9)=27 \quad \delta(27, \varepsilon)=23$
$\delta(27,0-9)=27 \quad \delta(24,1)=28 \quad \delta(28, \varepsilon)=23$
The transition functions above and the associate DFA are simplified into the following automaton:

The start sate $\mathrm{q} 0=\{0\}$.
The finite set of states $Q=\{0,1,2,3,4,5\}$.
The final set of states $\mathrm{F}=\{5\}$.
The transition functions are:
$\delta(0, Q)=1 \quad \delta(0$, Rest $)=2 \quad \delta(0, R)=3$
$\delta(1$, Rest $)=2 \quad \delta(1, R)=3 \quad \delta(2, R)=3$
$\delta(3$, Rest $)=4 \quad \delta(3, S)=5 \quad \delta(4, S)=5$
In the following section, the method described above will be applied on the standard MIT-BIH database. The MIT-BIH arrhythmia database contains 48 excerpts of two-channel ambulatory ECG recordings. A total of 23 recordings were randomly chosen from a set of 4000. 24-h ambulatory ECG recordings were collected from a mixed population of patients (about 60\%) and outpatients (about $40 \%$ ). The sampling frequency was 360 Hz , the gain was 200 and the base was 1024 mv .

The True Positive (TP), the False Positive (FP), the False Negative (FN), Sensitivity (Se), and Positive Predictivity ( +P ) metrics will be computed where:

TP: the correctly detected QRS.
FP: the incorrectly detected QRS.
FN: the incorrectly rejected QRS.
$\operatorname{Sensitivity}(\%)=\frac{T P}{T P+F N} * 100$

PositivePredictivity $(\%)=\frac{T P}{T P+F P} * 100$
Moreover, two metrics are suggested: $\sigma R R$ and $\sigma Q R S$ to quantify the regularity of $n R R$ distances and ( $n+1$ ) QRS durations respectively.
$\sigma R R=\sqrt{\sum_{i=1}^{n} \frac{\left(R R i-\sum_{i=1}^{n} \frac{R R i}{n}\right)^{2}}{n}}$
$\sigma Q R S=\sqrt{\sum_{i=1}^{n+1} \frac{\left(Q R S i-\sum_{i=1}^{n+1} \frac{Q R S i}{n+1}\right)^{2}}{n+1}}$
An almost nil $\sigma R R$ means that all the $R R$ distances are regular. But, a $\sigma R R$ more than 0.1 means that the obtained values of the $R R$ distances are irregular. Uniformly, an almost nil $\sigma Q R S$ means that all the QRS durations are regular. Nevertheless, a $\sigma Q R S$ more than 0.1 implies the obtained values of the QRS durations are irregular.

## 3. Results and discussion

### 3.1. Results

Table 1 demonstrates an application of the proposed method on several kinds of ECG signals issued from the MIT-BIH arrhythmia database in order to extract the QRS complex. For an input signal, several parameters were determined, such as the number of the QRS, the average RR distance $\overline{R R}$ and the average QRS duration $\overline{Q R S}$, $\sigma R R, \sigma Q R S, \mathrm{TP}, \mathrm{FP}, \mathrm{FN}, \mathrm{Se}$, and +P .

Practically, the average sensitivity ( Se ) rate of the proposed method is $99.74 \%$ and the average positive predictivity ( +P ) rate is $99.86 \%$. The average RR distance is about 0.82 s and the QRS duration is about 0.07 s. Some records such as 108 and 119 represent an irregular beat rate. In fact $\sigma R R$ is 0.21 and 0.25 respectively.

Figs. 10 and 11 show an application on a portion of record 119 representing an irregular beat rate. The various indicators of the signal (RR distance; QRS complex duration; $\mathrm{Q}, \mathrm{R}$ and S amplitudes) are displayed. The average value of $R R$ and $Q R S$ are 0.91 s and 0.06 s respectively. However, the RR distances are irregular. In fact $\sigma R R=0.20$. This more or less high value proves that the RR distance is not stable.

The QRS complexes have normal durations of less than 0.1 s . In addition, they are regular. Indeed $\sigma Q R S=0.02$. This low value shows the QRS duration is stable.

The R peak amplitude is often about 2 mv except that in three cases it decreases to 1 mv whereas Q and S amplitudes are always about -1 mv .

Figs. 12 and 13 illustrate an application on recording portion 100 representing a regular beat rate. Principally, the average value of $R R$ and QRS are 0.81 s and 0.05 s respectively. Besides, the RR distances are regular and $\sigma R R=0.05$. This low value shows that the $R R$ distance is stable. Also $\sigma \mathrm{QRS}=0.01$; this almost nil value indicates that the QRS duration is stable.

The $R$ peak amplitude is often about 1 mv whereas Q and S amplitudes are about -0.5 mv .

### 3.2. Noise sensitivity

Table 2 shows the variation of sensitivity (Se) and positive predictivity ( +P ) rates according to Signal-to-Noise Ratio (SNR). The method is applied on different ECG recordings $100,101,102,103$ and 105 collected from the MIT-BIH database.

According to Table 2, when the SNR values are greater than 40 dB , the method provides higher sensitivity and positive pre-
dictivity values that exceed $99 \%$. When greater than 30 dB , the sensitivity and positive predictivity values exceed $97 \%$. However, with SNR values lower than 25 dB , the sensitivity and positive predictivity values decrease up to $90 \%$.

Fig. 15 shows the variation of average sensitivity (Se) and positive predictivity ( +P ) rates depending on the SNR. Usually, the sensitivity and the positive predictivity become increasingly important where SNR values are greater than 30 dB . For the SNR values less than 25 dB , the method offers low rates that are less than 90\%.

## 3.3. $R$ peak detection accuracy

In this section, we studied the method performance in terms of accuracy of $R$ peaks detection and RR distance calculation. For this, the exact time of the first and the second $R$ peaks from the recording 100 to recordings 110 are determined. Thus, for each peak, the accuracy value was determined. According to the values presented in Table 3, the accuracy values are greatly reduced and vary between 0.000 s and 0.010 s . On average, the accuracy value of $R$ peak detection is 0.002 s while the accuracy value of $R R$ distance calculation is 0.003 s. Fig. 14 illustrates the variation of $R$ peak detection accuracy.

### 3.4. Head-to-head comparison

In this section, the method described above is applied on several real ECG signals representing different patients and collected from the Functional Exploration and Nervous System Department at Sahloul Hospital in Tunisia.

For all the input signals, the $\mathrm{Q}, \mathrm{R}$ and S peaks, the RR distances, the QRS complex, are detected. Moreover, a head-to-head comparison with the wavelet method [19] is provided in terms of sensitivity (Se) rates.

Table 4 shows an application on several real ECG signals to extract the QRS where:

TP: the correctly identified QRS;
FP: the incorrectly identified QRS;
FN: the incorrectly rejected QRS.
The average sensitivity rate of the proposed method is $99.42 \%$ and the average sensitivity rate of wavelet method [19] is $98.50 \%$.

Table 5 demonstrates several applications on very long ECG signals representing different patients in order to extract QRS and measure the average values of the RR distances and the QRS durations. Moreover, a comparative study with the wavelet method [19] in terms of execution-time process was conducted. Please note that the used machine has the following characteristics: Core (TM) i7-2600 CPU, frequency $=3.40 \mathrm{GHZ}$ and $\mathrm{RAM}=4 \mathrm{~GB}$.

The average RR distance is about 0.671 s . The QRS duration is about 0.101 s . Moreover, the execution time of the proposed method is about 66.04 s on average whereas the wavelet method [19] shows 69.96 s .

### 3.5. Discussion

To situate our method in relation to taking into account other works in the literature, the quality performance detection was compared with several approaches that were tested and validated on the same MIT-BIH data base in terms of sensitivity rates. They vary and each one is based on an appropriate technique [34,40,41,48,59-67].

Based on the results presented in Table 6, all these algorithms have good QRS complex detection capacity with sensitivity rates that exceed $99 \%$. Similarly, the proposed method provides satisfactory and competitive results with $99.74 \%$ sensitivity and can be considered a powerful tool for the detection of the QRS complex in the ECG signal.

Table 1
Application on the MIT-BIH standard database: extraction of QRS complex, sensitivity and calculation of precision rates.

| Record | Record length (sec) | Real number of QRS | TP | FN | FP | Se (\%) | +P (\%) | $\overline{\mathrm{RR}}(\mathrm{sec})$ | $\sigma R \mathrm{R}$ | $\overline{\mathrm{QRS}}$ (sec) | $\sigma$ QRS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 100 | 1805 | 2273 | 2272 | 1 | 0 | 99.96 | 100.00 | 0.79 | 0.05 | 0.05 | 0.00 |
| 101 | 1805 | 1865 | 1864 | 1 | 0 | 99.95 | 100.00 | 0.96 | 0.07 | 0.06 | 0.00 |
| 102 | 1805 | 2187 | 2183 | 4 | 2 | 99.82 | 99.91 | 0.83 | 0.09 | 0.14 | 0.01 |
| 103 | 1805 | 2084 | 2082 | 2 | 2 | 99.90 | 99.90 | 0.86 | 0.05 | 0.05 | 0.00 |
| 104 | 1805 | 2230 | 2211 | 19 | 24 | 99.15 | 98.93 | 0.81 | 0.08 | 0.04 | 0.04 |
| 105 | 1805 | 2572 | 2571 | 1 | 0 | 99.96 | 100.00 | 0.70 | 0.11 | 0.07 | 0.00 |
| 106 | 60 | 67 | 67 | 0 | 0 | 100.00 | 100.00 | 0.88 | 0.09 | 0.06 | 0.00 |
| 107 | 60 | 70 | 70 | 0 | 2 | 100.00 | 97.22 | 0.82 | 0.12 | 0.12 | 0.02 |
| 108 | 1805 | 1763 | 1761 | 2 | 0 | 99.89 | 100.00 | 1.02 | 0.21 | 0.09 | 0.08 |
| 109 | 1805 | 2532 | 2526 | 6 | 2 | 99.76 | 99.92 | 0.71 | 0.05 | 0.09 | 0.00 |
| 111 | 60 | 69 | 69 | 0 | 0 | 100.00 | 100.00 | 0.89 | 0.15 | 0.05 | 0.01 |
| 112 | 1805 | 2539 | 2537 | 2 | 6 | 99.92 | 99.76 | 0.71 | 0.03 | 0.06 | 0.00 |
| 113 | 1805 | 1794 | 1794 | 0 | 1 | 100.00 | 99.94 | 1.00 | 0.09 | 0.05 | 0.00 |
| 114 | 60 | 54 | 54 | 0 | 0 | 100.00 | 100.00 | 1.10 | 0.04 | 0.03 | 0.00 |
| 115 | 1805 | 1953 | 1953 | 0 | 0 | 100.00 | 100.00 | 0.92 | 0.08 | 0.05 | 0.00 |
| 116 | 60 | 78 | 78 | 0 | 0 | 100.00 | 100.00 | 0.76 | 0.01 | 0.06 | 0.00 |
| 117 | 1805 | 1535 | 1534 | 1 | 1 | 99.93 | 99.93 | 1.17 | 0.05 | 0.06 | 0.00 |
| 118 | 1805 | 2275 | 2275 | 0 | 12 | 100.00 | 99.48 | 0.78 | 0.10 | 0.07 | 0.00 |
| 119 | 1805 | 1987 | 1987 | 0 | 0 | 100.00 | 100.00 | 0.90 | 0.25 | 0.07 | 0.02 |
| 121 | 1805 | 1863 | 1861 | 2 | 3 | 99.89 | 99.84 | 0.96 | 0.09 | 0.08 | 0.00 |
| 122 | 1805 | 2476 | 2475 | 1 | 2 | 99.96 | 99.92 | 0.72 | 0.04 | 0.07 | 0.00 |
| 123 | 1805 | 1518 | 1517 | 1 | 4 | 99.93 | 99.74 | 1.18 | 0.12 | 0.06 | 0.00 |
| 124 | 60 | 49 | 49 | 0 | 0 | 100.00 | 100.00 | 1.21 | 0.02 | 0.07 | 0.01 |
| 200 | 60 | 87 | 87 | 0 | 0 | 100.00 | 100.00 | 0.72 | 0.40 | 0.09 | 0.01 |
| 201 | 60 | 90 | 90 | 0 | 0 | 100.00 | 100.00 | 0.66 | 0.13 | 0.06 | 0.00 |
| 202 | 1805 | 2136 | 2111 | 25 | 0 | 98.83 | 100.00 | 0.85 | 0.30 | 0.07 | 0.00 |
| 203 | 60 | 97 | 97 | 0 | 0 | 100.00 | 100.00 | 0.61 | 0.24 | 0.08 | 0.01 |
| 205 | 60 | 89 | 89 | 0 | 0 | 100.00 | 100.00 | 0.66 | 0.01 | 0.05 | 0.00 |
| 207 | 1805 | 1862 | 1859 | 3 | 0 | 99.84 | 100.00 | 0.96 | 0.21 | 0.07 | 0.09 |
| 208 | 60 | 87 | 87 | 0 | 0 | 100.00 | 100.00 | 0.69 | 0.26 | 0.07 | 0.02 |
| 209 | 1805 | 3004 | 3002 | 2 | 7 | 99.93 | 99.77 | 0.59 | 0.08 | 0.05 | 0.00 |
| 210 | 1805 | 2647 | 2606 | 41 | 9 | 98.45 | 99.66 | 0.69 | 0.13 | 0.07 | 0.01 |
| 212 | 1805 | 2748 | 2748 | 0 | 5 | 100.00 | 99.82 | 0.65 | 0.04 | 0.06 | 0.00 |
| 213 | 1805 | 3251 | 3243 | 8 | 2 | 99.75 | 99.94 | 0.55 | 0.04 | 0.06 | 0.01 |
| 214 | 1805 | 2262 | 2229 | 33 | 0 | 98.54 | 100.00 | 0.81 | 0.22 | 0.07 | 0.00 |
| 215 | 1805 | 3363 | 3337 | 26 | 0 | 99.23 | 100.00 | 0.54 | 0.09 | 0.06 | 0.00 |
| 217 | 1805 | 2208 | 2206 | 2 | 0 | 99.91 | 100.00 | 0.88 | 0.25 | 0.10 | 0.01 |
| 219 | 1805 | 2154 | 2152 | 2 | 0 | 99.91 | 100.00 | 0.83 | 0.22 | 0.06 | 0.00 |
| 220 | 1805 | 2048 | 2047 | 1 | 4 | 99.95 | 99.80 | 0.88 | 0.09 | 0.05 | 0.00 |
| 221 | 1805 | 2427 | 2400 | 27 | 0 | 98.89 | 100.00 | 0.75 | 0.20 | 0.06 | 0.01 |
| 222 | 60 | 75 | 75 | 0 | 0 | 100.00 | 100.00 | 0.81 | 0.12 | 0.05 | 0.00 |
| 223 | 60 | 80 | 80 | 0 | 0 | 100.00 | 100.00 | 0.75 | 0.08 | 0.07 | 0.00 |
| 228 | 60 | 68 | 68 | 0 | 0 | 100.00 | 100.00 | 0.86 | 0.27 | 0.07 | 0.01 |
| 230 | 1805 | 2256 | 2219 | 37 | 0 | 98.36 | 100.00 | 0.81 | 0.18 | 0.06 | 0.00 |
| 231 | 60 | 63 | 63 | 0 | 0 | 100.00 | 100.00 | 0.94 | 0.11 | 0.06 | 0.00 |
| 232 | 1805 | 1780 | 1747 | 33 | 4 | 98.15 | 99.77 | 1.03 | 0.65 | 0.06 | 0.00 |
| 233 | 60 | 94 | 94 | 0 | 0 | 100.00 | 100.00 | 0.58 | 0.13 | 0.07 | 0.01 |
| 234 | 1805 | 2753 | 2752 | 1 | 0 | 99.96 | 100.00 | 0.65 | 0.03 | 0.06 | 0.00 |
| Total | 58720 | 73562 | 73278 | 284 | 92 | 99.74 | 99.86 | 0.82 | 0.13 | 0.07 | 0.01 |



Fig. 10. A portion of a normalized recording 119 representing an irregular beat rate.


Fig. 11. (a) $R R$ distances variation: $\overline{R R}=0.91 \mathrm{~s}, \sigma R R=0.20$; (b) $Q R S$ durations variation: $\overline{Q R S}=0.06 \mathrm{~s}, \sigma \mathrm{QRS}=0.02$; (c) Peaks amplitudes variation.


Fig. 12. A portion of a normalized recording 100 representing a regular beat rate.


Fig. 13. (a) $R R$ distances variation: $\overline{R R}=0.81 \mathrm{~s}, \sigma R \mathrm{R}=0.05$; (b) QRS durations variation: $\overline{\mathrm{QRS}}=0.05 \mathrm{~s}, \sigma \mathrm{QRS}=0.01$; (c) Peaks amplitudes variation.

The suggested approach was tested using entire recordings from the MIT-BIH Arrhythmia database and from the Functional Exploration and Nervous System Department at Sahloul Hospital in Tunisia. From this database, a set of ECG waveform signals containing mechanical and electrical artifacts were chosen to test the performance of the new algorithm. A beat-by-beat comparison was performed and the results were shown in Tables 1 and 4 . A false negative (FN) occurs when the algorithm fails to detect a true QRS and
a false positive (FP) represents a false QRS detection. A true positive (TP) is the total number of QRS correctly located by the detector. Sensitivity (Se) and positive prediction (+P) were calculated.

Furthermore, the method shows a good performance for signals with noise even in the presence of pronounced muscular noise and baseline artifacts and the results are shown in Table 2. The accuracy of the proposed method on R peak time detection and RR distance calculation is given in Table 3. A head-to-head compari-

Table 2
Variation of sensitivity and positive predictivity rates.

| Record | SNR (dB) | 90 | 80 | 70 | 60 | 50 | 40 | 30 | 25 | 20 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 100 | Se (\%) | 99.96 | 99.96 | 99.96 | 99.96 | 99.96 | 99.96 | 99.96 | 93.27 | 55.52 |
|  | +P(\%) | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 99.91 | 83.73 | 57.52 |
| 101 | Se (\%) | 99.95 | 99.95 | 99.95 | 99.95 | 99.95 | 99.95 | 99.79 | 95.28 | 48.04 |
|  | +P (\%) | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 99.95 | 84.86 | 39.54 |
| 102 | Se (\%) | 99.82 | 99.82 | 99.82 | 99.82 | 99.82 | 97.49 | 91.13 | 83.36 | 43.80 |
|  | +P (\%) | 99.91 | 99.91 | 99.91 | 99.91 | 99.91 | 96.22 | 88.90 | 83.51 | 40.47 |
| 103 | Se (\%) | 99.90 | 99.90 | 99.90 | 99.90 | 99.90 | 99.90 | 99.86 | 97.46 | 54.89 |
|  | +P (\%) | 99.90 | 99.90 | 99.90 | 99.90 | 99.90 | 99.90 | 99.90 | 95.85 | 45.52 |
| 105 | Se (\%) | 99.96 | 99.96 | 99.96 | 99.96 | 99.96 | 98.41 | 97.51 | 93.58 | 53.30 |
|  | +P(\%) | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 99.10 | 99.09 | 95.90 | 61.01 |
| Total | Se (\%) | 99.92 | 99.92 | 99.92 | 99.92 | 99.92 | 99.14 | 97.65 | 92.59 | 51.11 |
|  | +P(\%) | 99.97 | 99.97 | 99.97 | 99.97 | 99.97 | 99.20 | 97.95 | 88.12 | 47.27 |



Fig. 14. Accuracy variation of $R$ peak detection.


Fig. 15. Average sensitivity (Se) and positive predictivity (+P) variation according to SNR.
son with wavelet method was presented in Tables 4 and 5 in terms of Sensitivity (Se) and CPU runtime. The reliability of the proposed detector compares very favorably with published results for other QRS detectors and the results were given in Table 6.

## 4. Conclusion

In this paper, the DFA proved useful for the recognition of the QRS complexes and the interpretation of the ECG signals. A QRS complex is considered as a set of adjacent peaks that meet certain criteria of standard deviation and duration. This method recognizes the QRS complex in an ECG waveform. The QRS complex was
described using deterministic finite automata and regular expressions. For an input signal, all the various indicators such as the complex-QRS durations, the RR distances, the standard deviation of RR distances, and the standard deviation of QRS durations next to $\mathrm{Q}, \mathrm{R}$ and S amplitudes, were deduced. Moreover, $\sigma R \mathrm{R}$ and $\sigma$ QRS parameters were added to quantify the regularity of RR distances and QRS durations, respectively. The proposed method was performed in terms of sensitivity and positive predictivity rates, R peak detection accuracy, RR distance accuracy and CPU runtime.

The present approach affirmed that, compared with statistical methods, the use of grammar can represent the QRS structures efficiently and therefore facilitate data retrieval. The QRS complex

Table 3
Accuracy of the proposed method on $R$ peak time detection and RR distance calculation.

| Record | R peak order | Exact R peak time (sec) | R peak time (sec) | Accuracy (sec) | Exact RR disatnce (sec) | RR distance (sec) | Accuracy (sec) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 100 | 1 | 0.171 | 0.172 | 0.001 | - | - | - |
|  | 2 | 0.985 | 0.986 | 0.001 | 0.814 | 0.814 | 0.000 |
| 101 | 1 | 0.189 | 0.186 | 0.003 | - | - | - |
|  | 2 | 1.060 | 1.050 | 0.010 | 0.871 | 0.864 | 0.007 |
| 102 | 1 | 0.269 | 0.269 | 0.000 | - | - | - |
|  | 2 | 1.090 | 1.088 | 0.002 | 0.821 | 0.819 | 0.002 |
| 103 | 1 | 0.693 | 0.694 | 0.001 | - | - | - |
|  | 2 | 1.56 | 1.555 | 0.005 | 0.867 | 0.861 | 0.006 |
| 105 | 1 | 0.502 | 0.502 | 0.000 | - | - | - |
|  | 2 | 1.230 | 1.230 | 0.000 | 0.728 | 0.728 | 0.000 |
| 106 | 1 | 0.933 | 0.933 | 0.000 | - | - | - |
|  | 2 | 1.970 | 1.972 | 0.002 | 1.037 | 1.039 | 0.002 |
| 107 | 1 | 0.712 | 0.708 | 0.004 | - | - | - |
|  | 2 | 1.530 | 1.533 | 0.003 | 0.818 | 0.825 | 0.007 |
| 108 | 1 | 0.140 | 0.141 | 0.001 | - | - | - |
|  | 2 | 0.978 | 0.977 | 0.001 | 0.838 | 0.836 | 0.002 |
| 109 | 1 | 0.261 | 0.261 | 0.000 | - | - | - |
|  | 2 | 0.906 | 0.905 | 0.001 | 0.645 | 0.644 | 0.001 |
| 110 | 1 | 0.507 | 0.507 | 0.000 | - | - | - |
|  | 2 | 1.320 | 1.317 | 0.003 | 0.813 | 0.810 | 0.003 |
| Average |  |  |  | 0.002 | - | - | 0.003 |

Table 4
A Head-to-head performance comparison for QRS detection with wavelet method [19] in term of sensitivity rate.

| ECG | Signal length (sec) | Real number of QRS | TP | FP | FN | Se (\%) | Se using wavelet [19] (\%) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ECG8 | 60 | 55 | 55 | 0 | 0 | 100.00 | 100.00 |
| ECG9 | 90 | 87 | 87 | 1 | 0 | 100.00 | 96.55 |
| ECG10 | 120 | 116 | 116 | 1 | 0 | 100.00 | 99.13 |
| ECG11 | 150 | 145 | 144 | 1 | 1 | 99.31 | 96.55 |
| ECG12 | 180 | 173 | 171 | 1 | 2 | 98.84 | 98.26 |
| ECG13 | 210 | 202 | 201 | 2 | 1 | 99.50 | 97.52 |
| ECG14 | 240 | 231 | 228 | 0 | 3 | 98.70 | 98.26 |
| ECG15 | 270 | 260 | 258 | 0 | 2 | 99.23 | 98.07 |
| ECG16 | 300 | 289 | 287 | 4 | 2 | 99.31 | 100.00 |
| ECG17 | 400 | 391 | 388 | 5 | 3 | 99.23 | 99.74 |
| ECG18 | 500 | 488 | 485 | 5 | 3 | 99.39 | 98.61 |
| ECG19 | 600 | 585 | 582 | 5 | 3 | 99.49 | 99.31 |
| Total | 3120 | 3022 | 3002 | 25 | 20 | 99.42 | 98.50 |

Table 5
A Head-to-head performance comparison for QRS detection with wavelet method [19] in term of CPU runtime.

| ECG | Signal length (hour) | Detected QRS | $\overline{R R}(\mathrm{sec})$ | $\overline{Q R S}(\mathrm{sec})$ | CPU runtime $(\mathrm{sec})$ | CPU runtime using wavelet $[19]$ (sec) |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| ECG30 | 1 | 4836 | 0.743 | 0.101 | 11.26 | 14.05 |
| ECG31 | 2 | 9969 | 0.721 | 0.100 | 23.24 | 29.91 |
| ECG32 | 3 | 16465 | 0.655 | 0.104 | 37.28 | 43.14 |
| ECG33 | 4 | 22037 | 0.653 | 0.103 | 54.46 | 74.37 |
| ECG34 | 5 | 27357 | 0.657 | 0.102 | 72.36 | 92.57 |
| ECG35 | 6 | 33127 | 0.651 | 0.101 | 90.87 | 112.84 |
| ECG36 | 7 | 38728 | 0.650 | 0.101 | 109.78 | 134.71 |
| ECG37 | 8 | 45019 | 0.639 | 0.101 | 129.08 | 69.96 |
| Total | 36 | 197538 | 0.671 | 0.102 | 66.04 |  |

Table 6
Comparison of performance of several QRS detection algorithms in the literature.

| Method | Description | Sensitivity rate (\%) |
| :--- | :--- | :--- |
| Pan et al. [33] | Derivative approach and analyzing the slope | 99.30 |
| Szu et al. [39] | Neural network and adaptive filtering | 99.50 |
| Sai et al. [40] | Euclidean distance metric and KNN algorithm | 99.81 |
| Ben et al. [47] | Discrete wavelet decomposition and energy calculation | 99.39 |
| Ham et al. [59] | Derivative approach and optimized process of rule decision | 99.46 |
| Cho et al. [60] | Multi wavelet packet decomposition | 99.14 |
| Had et al. [61] | Empirical modal decomposition (EMD) | 99.92 |
| Chr et al. [62] | Adaptive thresholding | 99.65 |
| Gha et al. [63] | Mathematical model and continuous wavelet transform (CWT) | 99.91 |
| Kry et al. [64] | Recursive temporal prediction | 99.00 |
| Meh et al. [65] | Approach based on Support Vector Machine | 99.75 |
| Gri et al. [66] | Duration and energy transformation | 99.26 |
| Tra et al. [67] | Mathematical morphology | 99.38 |
| The suggested approach | Regular grammar, standard deviation and duration calculation | 99.74 |

seems to be a structured scene having a hierarchical order as grammar clearly can represents hierarchical structures and describe a large set of ECG signals.
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