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5.6 Series Solutions Near a Regular Singular Point, Part II 229

Theorem 5.6.1

Consider the differential equation (1)
x2y′′ + x( xp( x) ) y′ +

(
x2q( x)

)
y = 0,

where x = 0 is a regular singular point. Then xp( x) and x2q( x) are analytic at x = 0with convergent
power series expansions

xp( x) =
∞∑

n=0
pnxn , x2q( x) =

∞∑

n=0
qnxn

for |x | < ρ , where ρ > 0 is the minimum of the radii of convergence of the power series for xp( x)
and x2q( x) . Let r1 and r2 be the roots of the indicial equation

F(r ) = r (r − 1) + p0r + q0 = 0,
with r1 ≥ r2 if r1 and r2 are real. Then in either the interval −ρ < x < 0 or the interval 0 < x < ρ ,
there exists a solution of the form

y1( x) = |x |r1



1+
∞∑

n=1
an(r1) xn



, (21)

where the an(r1) are given by the recurrence relation (8) with a0 = 1 and r = r1.
CASE 1 If r1 − r2 is not zero or a positive integer, then in either the interval −ρ < x < 0 or the

interval 0 < x < ρ , there exists a second solution of the form

y2( x) = |x |r2



1+
∞∑

n=1
an(r2) xn



. (22)

The an(r2) are also determined by the recurrence relation (8) with a0 = 1 and r = r2. The
power series in equations (21) and (22) converge at least for |x | < ρ .

CASE 2 If r1 = r2, then the second solution is

y2( x) = y1( x) ln |x | + |x |r1
∞∑

n=1
bn(r1) xn . (23)

CASE 3 If r1 − r2 = N , a positive integer, then

y2( x) = ay1( x) ln |x | + |x |r2



1+
∞∑

n=1
cn(r2) xn



. (24)

The coefficients an(r1) , bn(r1) , and cn(r2) and the constant a can be determined by
substituting the form of the series solutions for y in equation (1). The constant a may turn
out to be zero, in which case there is no logarithmic term in the solution (24). Each of the
series in equations (23) and (24) converges at least for |x | < ρ and defines a function that is
analytic in some neighborhood of x = 0.
In all three cases, the two solutions y1( x) and y2( x) form a fundamental set of solutions
of the given differential equation.

Problems
In each of Problems 1 through 8:

a. Find all the regular singular points of the given differential
equation.
b. Determine the indicial equation and the exponents at the
singularity for each regular singular point.

1. xy′′ + 2xy′ + 6ex y = 0
2. x2y′′ − x(2+ x) y′ + (2+ x2) y = 0
3. y′′ + 4xy′ + 6y = 0
4. 2x( x + 2) y′′ + y′ − xy = 0
5. x2y′′ + 12 ( x + sin x) y′ + y = 0

6. x2(1− x) y′′ − (1+ x) y′ + 2xy = 0
7. ( x − 2)2( x + 2) y′′ + 2xy′ + 3( x − 2) y = 0
8. (4− x2) y′′ + 2xy′ + 3y = 0
In each of Problems 9 through 12:

a. Show that x = 0 is a regular singular point of the given
differential equation.
b. Find the exponents at the singular point x = 0.
c. Find the first three nonzero terms in each of two solutions
(not multiples of each other) about x = 0.

9. xy′′ + y′ − y = 0
10. xy′′ + 2xy′ + 6ex y = 0 (see Problem 1)
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11. xy′′ + y = 0
12. x2y′′ + ( sin x) y′ − (cos x) y = 0
13. a. Show that

( ln x) y′′ + 12 y
′ + y = 0

has a regular singular point at x = 1.
b. Determine the roots of the indicial equation at x = 1.
c. Determine the first three nonzero terms in the series
∞∑
n=0

an( x − 1) r+n corresponding to the larger root.

You can assume x − 1 > 0.
d. What would you expect the radius of convergence of the
series to be?

14. In several problems in mathematical physics, it is necessary to
study the differential equation

x(1− x) y′′ + (γ − (1+ α + β ) x) y′ − αβ y = 0, (25)

where α , β , and γ are constants. This equation is known as the
hypergeometric equation.

a. Show that x = 0 is a regular singular point and that the roots
of the indicial equation are 0 and 1− γ .
b. Show that x = 1 is a regular singular point and that the roots
of the indicial equation are 0 and γ − α − β .
c. Assuming that 1 − γ is not a positive integer, show that, in
the neighborhood of x = 0, one solution of equation (25) is

y1( x) = 1+ αβ

γ · 1! x + α (α + 1)β (β + 1)
γ (γ + 1)2! x2 + · · · .

What would you expect the radius of convergence of this series
to be?
d. Assuming that 1 − γ is not an integer or zero, show that a
second solution for 0 < x < 1 is

y2( x) = x1−γ

(
1+ (α − γ + 1) (β − γ + 1)

(2− γ )1! x+

(α − γ + 1) (α − γ + 2) (β − γ + 1) (β − γ + 2)
(2− γ ) (3− γ )2! x2+· · ·

)
.

e. Show that the point at infinity is a regular singular point and
that the roots of the indicial equation are α and β . See Problem
32 of Section 5.4.

15. Consider the differential equation
x3y′′ + α xy′ + β y = 0,

where α and β are real constants and α $= 0.
a. Show that x = 0 is an irregular singular point.
b. By attempting to determine a solution of the form

∞∑
n=0

anxr+n ,

show that the indicial equation for r is linear and that,
consequently, there is only one formal solution of the assumed
form.
c. Show that if β/α = −1, 0, 1, 2, . . . , then the formal series
solution terminates and therefore is an actual solution. For other
values of β/α , show that the formal series solution has a zero
radius of convergence and so does not represent an actual solution
in any interval.

16. Consider the differential equation

y′′ + α

xs
y′ + β

xt
y = 0, (26)

where α $= 0 and β $= 0 are real numbers, and s and t are positive
integers that for the moment are arbitrary.

a. Show that if s > 1 or t > 2, then the point x = 0 is an
irregular singular point.
b. Try to find a solution of equation (26) of the form

y =
∞∑

n=0
anxr+n , x > 0. (27)

Show that if s = 2 and t = 2, then there is only one possible
value of r for which there is a formal solution of equation (26) of
the form (27).
c. Show that if s = 1 and t = 3, then there are no solutions of
equation (26) of the form (27).
d. Show that the maximum values of s and t for which the
indicial equation is quadratic in r [and hence we can hope to find
two solutions of the form (27)] are s = 1 and t = 2. These are
precisely the conditions that distinguish a “weak singularity,” or
a regular singular point, from an irregular singular point, as we
defined them in Section 5.4.

As a note of caution, we point out that although it is sometimes
possible to obtain a formal series solution of the form (27) at an
irregular singular point, the series may not have a positive radius of
convergence. See Problem 15 for an example.

5.7 Bessel’s Equation
In this section we illustrate the discussion in Section 5.6 by considering three special cases of
Bessel’s14 equation,

x2y′′ + xy′ + ( x2 − ν 2) y = 0, (1)

.........................................................................................................................................................................
14Friedrich Wilhelm Bessel (1784--1846) left school at the age of 14 to embark on a career in the import-export
business but soon became interested in astronomy and mathematics. He was appointed director of the observatory
at Königsberg in 1810 and held this position until his death. His study of planetary perturbations led him in 1824 to
make the first systematic analysis of the solutions, known as Bessel functions, of equation (1). He is also famous for
making, in 1838, the first accurate determination of the distance from the earth to a star.


