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The sounds of language can be divided into consonants, vowels and tones — the
use of pitch to convey word meaning. As many as seventy per cent of the world’s
languages may use pitch in this way.

Assuming little or no prior knowledge of the topic, this textbook provides a
clearly organized introduction to tone and tonal phonology. Comprehensive in
scope, it examines the main types of tonal systems found in Africa, the Americas
and Asia, using examples from the widest possible range of tone languages. It
provides students with a basic grasp of the simple phonetics of tone, and covers
key topics such as the distinctive feature systems suitable for tonal contrasts,
allophonic and morphophonological tonal alterations, and how to analyse them
within Optimality Theory. The book also examines the perception and acquisi-
tion of tone, as well as the interface between tonal phonology and the mor-
phosyntax.

MOIRA YIP is Professor in the Department of Phonetics and Linguistics at
University College London. Prior to this she was Professor of Linguistics at the
University of California, Irvine. She has published extensively on tone and is the
author of The Tonal Phonology of Chinese (1991).
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Preface

This book is designed for students of linguistics who want to learn more
about tone. It assumes a basic knowledge of phonological theory such as might be
acquired in a year-long phonology course, but it does not assume any particular
prior exposure to work on tone. The theoretical chapters of the book are framed in
Optimality Theory (OT), but should be intelligible to students with no previous
background in OT.

The book is suitable for a semester-long course on tonal phonology at the ad-
vanced undergraduate or graduate level. The theoretical chapters include some
simple exercises, and the answers are given at the end of each chapter. It is also
hoped that the book will be a useful reference work on the fundamentals of tone,
and to this end it includes extensive references to both primary fieldwork sources
and to theoretical works. An effort has been made to give broad coverage of tone
languages, both typologically and geographically.

XV
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Law
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default tones
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extrametricality

gradient
assessment

Ballistically stressed syllables have post-vocalic aspiration,
and are articulated more forcefully than controlled stressed syl-
lables. They often rise slightly in pitch at the end, whereas con-
trolled stressed syllables show a gradual decrease. The last part
of a ballistically stressed syllable shows aperiodic noise, char-
acteristic of aspiration.

A high-velocity airstream passing through a narrow opening
exerts a sucking effect on the walls of the opening, drawing
them together.

A tone that changes pitch during its duration, either rising or
falling.

Loss of all oral articulations, leaving only a laryngeal such as
[h] or [?].

An overall fall in pitch as an utterance proceeds, possibly due
to a drop in sub-glottal pressure.

A tone inserted on a toneless syllable at the end of the phonol-
ogy. Usually a low tone.

The association of a floating tone to a tone-bearing unit (TBU).
The lowering of a H tone after an overt L tone. Sometimes
called automatic downstep.

The lowering of H in the absence of an overt L tone, but usu-
ally caused by a floating L. Sometimes called non-automatic
downstep. Used in this book on occasions as a cover term for
both downdrift and downstep.

The exclusion of a peripheral element (syllable, mora, TBU)
from some process, such as tone association or stress calcula-
tions.

Calculation of the extent to which a constraint is violated,
instead of a pass/no pass approach. Used especially in assess-
ing alignment, so that the greater the misalignment, the more
violations are counted.
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modal voice
mora

non-automatic
OCP

PF
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prosodic

register

rhyme

Richness of
the Base

sandhi

secret language

SPE

Right-prominent binary feet, usually weight-sensitive.

Term used by syntacticians, short for Logical Form.

Normal phonation, no breathiness or creakiness.

A weight unit: a light syllable has one, a heavy syllable has
two. Long vowels always have two. Coda consonants may or
may not count for weight i.e. may or may not have a mora.
See ‘downstep’ above.

Obligatory Contour Principle: Adjacent identical elements are
prohibited.

Term used by syntacticians, short for Phonetic Form. Always
used in its abbreviated form. Could more appropriately be
called Phonological Form.

Choice of the opposite tone to the adjacent tone, so that H roots
take L suffixes, and vice-versa.

Relating to the phonological constituent structure in which syl-
lables are grouped into feet, feet into prosodic words, prosodic
words into phonological phrases, and phrases into intonational
phrases. Domains in which prominence is assigned. Often syn-
tactically conditioned.

Three different senses:

(1) Tonal range of the voice is divided into two registers,
[+Upper] and [—Upper]. Refers only to pitch. Most common
usage in this book.

(2) Voice quality distinctions, such as modal register vs.
creaky register.

(3) Frequency at which a tone is realized at that point in an
utterance. In this usage, downstep lowers the register on which
H tones are realized.

The part of the syllable starting with the nuclear vowel, and
including all post-nuclear material.

An OT term, arising from the impossibility of restricting inputs
in an output-based theory. All possible inputs must thus be
considered.

Phonological process which happen between words. In this
book, usually tonal changes.

Language disguise games used by children (or sometimes
teenagers or criminals!), in which the language is distorted in a
regular way unintelligible to the outsider.

Sound Pattern of English (Chomsky and Halle 1968)
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trochaic

UG
ultima
UR
VOT

Glossary XX1

Tone-Bearing Unit. Syllable or mora, and perhaps vowel. The
entity to which tones associate.

A left-headed binary foot, usually evenly weighted. May be
two moras, or two syllables.

Universal Grammar.

The final syllable/mora.

Underlying Representation.

Voice onset time.
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Introduction

Among the sounds of languages, consonants and vowels need no expla-
nation to the lay person, but tones are another matter entirely. Tell someone you
are writing a book about “Tone’, and they look blank, and yet by some estimates
as much as 60-70 per cent of the world’s languages are tonal. Begin to explain
that you are interested in languages that use the pitch of the voice to convey mean-
ing, and more often than not you will be interrupted with a remark such as ‘Oh,
that must be really interesting: those emotions and nuances and subtleties are so
important when we’re speaking!” Politely explain that actually you are interested
in languages that use pitch to distinguish one word from another, not just to con-
vey subtleties, and most people will assume that such languages are rare, and
probably spoken only by isolated communities in less developed countries — until
you point out that Mandarin Chinese (885,000,000 speakers), Yoruba
(20,000,000) and Swedish (9,000,000) are all tonal.

Perhaps because of these misapprehensions (particularly prevalent in Western
cultures), even among linguists tone is sometimes seen as a specialized topic that
the general linguist can largely ignore. Undergraduate courses often pay it only
cursory attention, and even graduate courses may devote no more than a class or
two to the topic. The goal of this book is to fill that gap. It assumes a basic knowl-
edge of phonological theory, but no prior acquaintance with the phonology of
tone.

1.1 What is a tone language?

In all languages vowel height and consonantal place of articulation are
central to conveying the meanings of words, and so we do not usually categorize
languages as being ‘vowel-height languages’ or ‘place-of-articulation lan-
guages’. Tone is different in that only a subset of languages (albeit a rather large
subset!) make use of it in this way. For a linguist, then, tone has a very specific
meaning. A language is a ‘tone language’ if the pitch of the word can change the
meaning of the word. Not just its nuances, but its core meaning. In Cantonese,
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for example, the syllable [yau] (which we might spell ‘yow’ to rhyme with
‘how’ in English), can be said with one of six different pitches, and has six dif-
ferent meanings:

(1) [yau] in Cantonese
high level ‘worry’
high rising “paint (noun)’
mid level ‘thin’
low level ‘again’
very low level ‘oil’
low rising ‘have’

In longer words, it matters where the tones go. For example, in Dagaare, a Gur
language spoken in Ghana, a bisyllabic word can be first low then high, or the re-
verse, and the meaning changes completely; the acute accents show high tone, and
the grave accents show low tone.

?2) LH yuor] ‘penis’

HL yaori ‘name’
In other languages, the only thing that matters is that the lexical tone of a word ap-
pear somewhere in that word, but its exact location may change depending on the
morphology of the complex word, and the surrounding phonological context. In
Chizigula, a Bantu language spoken in Tanzania, some words have all syllables
low-toned, like the various forms of the verb /damany/ ‘to do’, whereas others
have one or more syllables with a hightone, as in the syllables marked with acute
accents in the forms of the verb /lombéz/ ‘to request’:

3) Toneless verbs: H-tone verbs:
ku-damany-a ‘to do’ ku-lombéz-a ‘to request’
ku-damany-iz-a ‘to do for’ ku-lombez-€z-a ‘to request for’
ku-damany-iz-an-a ‘to do for ku-lombez-ez-an-a ‘to request for
each other’ each other’

The high tones are part of the lexical entry of certain verb roots, like /lombéz/ ‘re-
quest’, but they show up on the penultimate syllable of the complex verb form,
and not necessarily on the verb root itself. Nonetheless, the tone is always there
somewhere, and distinguishes high tone verbs from toneless verbs like /damany/
‘do’. This book is about languages like Cantonese, Dagaare and Chizigula, which
are called ‘tone languages’, or more precisely ‘lexical tone languages’.

It is not entirely straightforward to decide when a language is a tone language
and when it is not. Many languages have occasional uses of pitch to change mean-
ing. In American English, if one says ‘Uh-huh’ with high pitch on the first syllable
and low pitch on the second, it means ‘No’. If one says it with low on the first syl-
lable and high on the second, it means “Yes’. The only other difference between the
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two words is whether the second syllable begins with a glottal stop in [?A?A] ‘No’
or an [h]in [?A hA] ‘Yes’, so these words are close to a minimal pair distinguished
only by tone. Nonetheless, we would not want to call American English a tone
language, because in the overwhelming majority of cases pitch does not change
the core meaning of a word, so that ‘butter’ means ‘butter’ whether it has a high-
low or a low-high pattern. It is true that at the level of the sentence, or, more pre-
cisely, utterance, pitch can denote such things as statements, questions, orders,
lists, and so on, but we reserve the word ‘intonation’ for this use of pitch, and it
seems to be found in all languages, whether or not they have lexical tone, as we
shall see in chapter nine. Using pitch like this ‘to convey “postlexical” or sen-
tence-level pragmatic meanings in a linguistically structured way’ (Ladd 1997) is
not enough to earn a language membership in the class of tone languages.

A subtler question is how we distinguish between what are called stress lan-
guages and tone languages. In English, the words ‘guitar’ and ‘glitter’ are pro-
nounced with different pitches. In normal statement intonation, ‘guitar’ has high
falling pitch on its last syllable, but ‘glitter’ starts the fall on the first syllable.
Should we then conclude that these words have high falling tones on different
syllables in the lexicon? The answer is no, because it turns out that the actual pitch
of these syllables depends entirely on the intonation pattern of the utterance into
which they are put. Suppose we say the following two dialogues:

4) A. Tom’s just bought himself a guitar.
B. A guitar? I thought he played the drums.

5) A. Ithought I'd sprinkle glitter on her birthday cake.
B. Glitter? You can’t eat glitter.

If the second speaker in each case is incredulous about the first speaker’s state-
ment, she can say the words ‘guitar’ and ‘glitter’ with a quite different pitch
pattern. ‘Guitar’ will have a very low then rising pitch on the last syllable, and
‘glitter’ will have a very low pitch on the first syllable, rising into the second
syllable. There is no truly high pitch anywhere in either word in this context.
So pitch does not stay in any way constant for these words. Instead, what is
held constant is that in each word one of the two syllables is more prominent
than the other, and attracts the intonational pitch, whether it is the statement‘s
high fall, or the incredulous response’s extra low-rise. In ‘guitar’, this is always
on the second syllable, whereas in ‘glitter’ it is always on the first. English then
is what is termed a stress language, not a tone language. Stress languages have
one other common property, not illustrated by our sample words so far. The
stressed syllable does not usually have to be identified in the lexicon, but is
generally picked by a counting algorithm that starts from one end of the word,
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and selects, for example, the second-to-last syllable, or the first syllable, as the
stressed one. Other factors, such as syllable size and morphological structure,
may also affect stress placement, but in the typical stress language it is not lex-
ically marked.

This simple typology of tone languages versus stress languages is blurred by
the existence of a large group of languages called accentual languages. Such lan-
guages, which include, for example, Japanese, Serbo-Croatian, and some types of
Dutch, have lexical tones, but what makes them special is that these languages
have only a small number of contrasting tones (usually only one or two), and these
are sparsely distributed or even absent on some words and usually belong to spe-
cific syllables, from which they are inseparable. There is no absolute division be-
tween accent languages and tone languages, just a continuum from ‘accent’ to
‘tone’ as the number and denseness of tones increase, and they become freer to
move around. I shall follow many previous authors in taking the position that the
so-called accentual languages are just a subclass of tone languages, and adopt a
definition of a tone language from Hyman (in press) that is designed to include the
accentual languages under its umbrella:

(6) Definition of a tone language:
‘A language with tone is one in which an indication of pitch enters into the lexi-
cal realization of at least some morphemes.’

Although accentual languages as a subtype of tone language fall under the
purview of this book, most of my examples will be drawn from those languages
that everyone calls tonal, and the term accentual will still be used from time to
time for convenience. For further discussion see chapters six and especially nine.

Before we look at actual tone languages, there are some important background
issues that we need to discuss. First, it is essential that we understand something
of the phonetics of tone, the basic mechanisms that underlie our ability to pro-
duce different pitches. Second, we need to discuss where the work of the phonol-
ogy ends and that of the phonetics begins. Third, we need to think about the place
of the tonal phonology in the larger grammar, including how phonology, syntax,
and semantics communicate so that tonal information originating in any of these
components is integrated into the larger whole. In this introduction I will give a
brief overview of each of these issues, but they will arise again at various points
in the book. The discussion is necessarily technical at times, and assumes a solid
prior background in general linguistic theory. Some readers may prefer to skip
one or more of these sections for now and return to them later. In that case the
reader can proceed to chapter two, which jumps right in to the subject matter of
this book, beginning with an overview of the range of tonal contrasts found in
languages.
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1.2 How is tone produced?

This book is a book on phonology, not phonetics, but it is still important
to have some idea of how tones might be produced and perceived. An understand-
ing of the phonetics of tone sheds light on the relationship between tone and other
aspects of the phonology, such as voicing in obstruents, and also helps our under-
standing of the tonal phonology itself, for example in understanding some phono-
logical processes as the phonologization of phonetic processes. In this chapter I
will discuss mainly the production side of the picture, and leave perception for
chapter ten, where it leads naturally into first-language acquisition. I start with a
discussion of the larynx, and how pitch differences are produced. I then move on
to discuss some consequences of the physiological constraints on the realization
of pitch — peak delay and declination; these are important here because they have
been phonologized in many languages.

There are three terms that need to be distinguished in any discussion of tone:
fundamental frequency (F,), pitch and tone. In this order, the terms move from a
purely phonetic term, Fy, to a truly linguistic one, tone. F, is an acoustic term re-
ferring to the signal itself: how many pulses per second does the signal contain,
where, in the case of the speech signal, each pulse is produced by a single vibration
of the vocal folds. The frequency of these pulses is measured in Hertz (Hz) where
one Hertz is one cycle per second. The next term, pitch, is a perceptual term. What
is the hearer’s perception of this signal: is it heard as high in pitch or low in pitch,
the same pitch as the previous portion of the signal, or different? The mere exis-
tence of F, differences may not be enough to result in the perception of pitch dif-
ferences. The F, changes could be too small, or be the result of segmental or other
factors for which the hearer unconsciously compensates. Pitch can be a property of
speech or non-speech signals. For example, music varies in pitch constantly, and
we talk of a high-pitched scream, bird-call, or squeal of tyres. Tone, on the other
hand, is a linguistic term. It refers to a phonological category that distinguishes two
words or utterances, and is thus only a term relevant for language, and only for lan-
guages in which pitch plays some sort of linguistic role.

1.2.1  The larynx

The perception of tone is dependent in whole or in part on pitch percep-
tion, and thence on fundamental frequency, or F,. For distinct tones to be per-
ceived, the signal must contain F, fluctuations, and these must in turn be large
enough to be perceptible as pitch differences. The fundamental frequency of a
sound, which we perceive as pitch, is primarily determined by the frequency of
vibration of the vocal folds inside the larynx. The following explanation of the
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Figure 1.1  The larynx, from Ohala 1978 (a) An exploded schematic
representation of laryngeal cartilages and their movements.

(b) Cartilages as they are normally joined. (c¢) Manner of rotation of
thyroid and cricoid cartilages which cause vocal cords, AB, to
increase in length, A'B. (d) Adducted position of the vocal cords
when arytenoid cartilages are tilted inward. (e) Abducted position of
the vocal cords when arytenoid cartilages are tilted outwards.

laryngeal mechanisms responsible for regulation of pitch is taken mainly from
Ohala 1978 and Hirose 1997.

The larynx is composed of two rings of cartilage, the cricoid cartilage, and the thy-
roid cartilage; the latter is an open ring, sitting on top of the former. There are also
two smaller pieces of cartilage, called the arytenoid cartilages, sitting on top of the
rear rim of the cricoid cartilage. Figure 1.1, particularly (a-b), should help to visual-
ize the anatomy. The vocal folds (often wrongly called the vocal ‘cords’) are two
bands of muscle, the vocalis muscle, that join the thyroid cartilage and the two ary-
tenoid cartilages. They can be seen clearly in Figure 1.1 (d). The space between them
is the glottal opening (the glottis) that allows air to pass from the lungs into the
mouth. Rotation of the arytenoid cartilages brings the vocal folds closer together or
further apart, thus opening or closing the glottis. This can be seen in Figure 1.1 (d—e).

We are now ready to understand why the vocal folds vibrate at all. First, the vo-
cal folds are brought rather close together by the adductor muscles. Air is forced
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through the narrow glottal opening from the lungs, and Bernoulli’s Law exerts a
sucking effect that draws the vocal folds closed. Pressure from the lungs then
builds up behind the closure, and eventually bursts through, releasing a puff of air
and reducing the sub-glottal pressure again. The cycle re-starts. Each burst of air is
one cycle of vocal fold vibration, and this may happen from a low of around eighty
times per second in normal male speech to a high of around 400 times per second
for a female voice. Note that, because the vibration is caused by the pressure drop
across the glottis, it will only take place if the pressure in the lungs and the oral
pressure are different. If there is complete oral closure, as in a stop consonant, the
oral pressure may not be sufficiently different from the sub-glottal pressure for
vibration to take place, whereas during sonorants air flows out of the mouth, keep-
ing the oral pressure low and the pressure drop high. This creates ideal conditions
for vibration, and the ensuing voicing is known as spontaneous voicing.

In a stop consonant, keeping the voicing going requires particular conditions. If
the vocal folds are stiff, they will only vibrate if there is a large pressure difference
across the glottis. As a result stop consonants produced with stiff vocal folds are
voiceless. Since the vocal folds are stiff, the following vowel is produced with
raised pitch. If the vocal folds are slackened, they vibrate more readily, and thus it
is possible to keep voicing going. Because the vocal folds are slack, the following
vowel has lower pitch (Halle and Stevens 1971). A striking example in which this
effect has become phonological is found in Songjiang, a Wu dialect of Chinese.
The numbers are a way of showing pitch. 5 means highest pitch, 1 means lowest
pitch, and so on. Where there are two digits they refer to the pitch at the start and
the end of the syllable respectively

(@) Songjiang tones:
ti 53 ‘low’ di 31 qift
ti 44 ‘bottom’ di 22 ‘younger brother’
ti 35 ‘emperor’ di 13 ‘“field’

What you can see is that the words in the right-hand column, which begin with a
voiced obstruent, have lowered versions of the pitches of the words in the left-hand
column, which begin with a voiceless obstruent. This connection between voiceless
obstruents and high pitch, and voiced obstruents and low pitch, is widely attested in
natural languages, and in many cases it is possible to trace the origins of tonal contrasts
back to a prior contrast in voicing on obstruents, in a process known as tonogenesis.

In vowels and sonorant consonants the rate of vibration of the vocal folds is
controlled by a number of factors. Rotation of the thyroid and cricoid cartilages
with respect to each other causes changes in the length of the vocal folds. By these
means, the vocal folds can be deformed in several ways, and as a result they may
or may not vibrate, and the frequency of vibration may be controlled.
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For those readers interested in a little more detail, we know that pitch differ-
ences come from adjusting the mass and stiffness of the vocal folds (Hirose 1997).
The crico-thyroid muscle contracts, and this elongates the vocal folds, decreasing
their effective mass and increasing their stiffness. This increases the frequency of
vibration, and raises pitch. In tone languages, it can be shown very clearly that it
is the activity of the crico-thyroid muscle that is primarily responsible for raising
pitch. An increase in the activity level of this muscle precedes each pitch peak by
a few milliseconds. Pitch lowering has slightly more complex causes. The activity
of the crico-thyroid muscle is reduced, while the thyro-arytenoid muscle con-
tracts, thickening the vocal folds and increasing their effective mass.

Apart from internal changes to the larynx, there are some other articulatory
mechanisms that have been implicated in pitch control. The main one is larynx
lowering. There is some reason to think that lowering the larynx may play quite an
important role in lowering pitch, presumably because it stretches and thins the vo-
cal folds somewhat (see Ohala 1978 for discussion). One way or another, then, vo-
cal fold vibrations are the primary source of pitch differences, although other
noise sources, such as the turbulent noise produced at the narrow constriction of
the fricatives [s] and [[], may also differ in pitch. Nonetheless, controlled pitch
differences (as opposed to ones that are automatic concomitants of other aspects
of articulation) are always produced at the larynx in speech.

This very brief and over-simplified explanation of the production of tone is suf-
ficient for our purposes. For more details, the interested reader can consult Lade-
foged 1975, Ohala 1978, Stevens 1997, Hirose 1997.

1.2.2  Performance factors that affect pitch

The physiology of speech production has further effects on the speech sig-
nal, and two of these effects deserve mention here. When the brain sends a signal to
produce high tone, instructions go to the appropriate muscles. The muscles config-
ure the vocal folds suitably, and the rate of vibration then increases, resulting in high
pitch. All this takes a small but finite amount of time, and as a result the full flower-
ing of high pitch is somewhat delayed. The delay is enough that the peak is typically
at the end of the tone-bearing segment, or indeed often not reached until early in the
following syllable. The term ‘peak delay’ is usually used for the latter case. This ef-
fect has been well documented in languages as diverse as Mandarin Chinese (Xu
1998, 1999b), Chichewa (Kim 1998, Myers 1999b) and Yoruba (Akinlabi and
Liberman 1995). The schematic pitch trace in Figure 1.2 from Xu 1999b shows how
three different tones on a medial syllable — high (H), falling (F) and rising (R) — are
realized between two low tones. First, look at the heavy dashed line, which shows
the realization of a high-toned syllable in between two lows. It can be seen that the
high peak is not reached until the very end of the syllable. Now look at the solid line,
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syllable 1 syllable 2 syllable 3

Time —>

Figure 1.2 Peak delay, from Xu 1999b. Schematic peak
alignments in F, H, and R at normal speaking rate (upper
panel), and in H and R at fast speaking rate (lower panel).

which shows a rising tone between two lows. The culmination of the rise is delayed
all the way into the following syllable. Finally, look at the light dashed line. The fall
of the falling tone does not begin until more than half-way through the syllable. Al-
though most of the data focusses on the delay of high peaks, it is probably true for
any change in pitch movement, so that a low trough can also be delayed.

A second physiologically based phenomenon is declination, by which the pitch of
an utterance falls as the utterance proceeds. This has been observed in tonal and
non-tonal languages alike, but the mechanism is not fully agreed upon. One possi-
bility is as follows. As an utterance proceeds, assuming the speaker has not paused
for breath in the middle, the amount of air in the lungs decreases, and the sub-glottal
pressure drops. As a result, the pressure difference across the larynx decreases, and
the rate of vibration of the vocal folds slows, so the pitch lowers. This means that the
same amount of muscular effort aimed at producing a high tone produces a lower-
pitched version of this high tone later in the utterance than it does at the beginning.
Of course, if additional effort is exerted, the pitch can be raised back up, but the
overall trend is downwards. The problem with this plausible-sounding explanation
for declination is that sub-glottal pressure has been measured, and it is clear that it
drops very little during an utterance, and probably not enough to account for the size
of the declination. See Ohala 1978 for some other possible mechanisms.

These two phenomena — peak delay and declination — are of interest here be-
cause they have been phonologized in many languages. For example, in Yoruba
(Akinlabi and Liberman 2000b), peak delay has developed into a phonological
process that turns a high-low sequence into a high-falling sequence by spreading
the high tone. An acute accent shows high tone, a grave accent shows a low tone,
and a circumflex shows a fall.

8) rara (HL) —> rara (HHL) ‘elegy’
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More generally, tone spread or shift to the right is very common, but tone shift or
spread to the left is much rarer. Our second phenomenon is extremely widespread,
especially in Africa, where declination has apparently given rise to a phonological
process called downdrift or downstep by which high tones are drastically lowered
after low tones. See chapter six for details.

I end this section with a rather obvious point. Just like segmental contrasts, tonal
contrasts can be affected by co-articulation effects (Peng 1997, Xu 1994). The laryn-
geal articulators, as has already been observed, have their own inertia, and it takes
time for change to take place. Hearers seem well able to compensate for these effects,
and continue to recognize the tones, but nonetheless caution must be observed in de-
ciding whether some particular tonal effect is phonetic or phonological, and indeed
the answer is not always clear. One relatively uncontroversial diagnostic is whether
the effect in question is dependent on speech rate, and is variable in extent. If it is, it
is usually classified as phonetic. If, on the other hand, it takes place at all speech rates,
and is an all-or-nothing categorical affair, then it is usually classified as phonological.

1.3 The structure of the grammar: Phonetics and phonology

So far we have been discussing phonetics, but the main topic of this book is
the phonology of tone. It is not always easy to know where phonology ends and pho-
netics begins, nor to understand the nature of the relationship between the two. In
order to keep things clear, in this section I shall spell out what I am taking to be the
division of labour between phonology and phonetics, and how they communicate
with each other. In recent years there has been much discussion of these questions,
but it would be beyond the scope of this book to go deeply into the issues. The inter-
ested reader is referred to any of the volumes in the Papers in Laboratory Phonology
series, particularly the introduction to Beckman and Kingston 1990. In what follows
I articulate issues that arise again later in the book. Some readers may find it hard to
grasp their significance at this point, and may wish to (re-)read this section later.

I shall assume a rather traditional model with the following properties. Phono-
logical representations are categorical, using either binary or unary features. It is
the business of the phonology to generate an output out of these elements, in
which most segments are specified for most features, but some may lack specifi-
cations for certain features. In particular, some syllables may lack tones at the end
of the phonology. The phonetics then interprets this phonological output, making
use of all phonological information: featural, structural, phrasal, and so on. This
phonetic component ultimately produces instructions to the articulators; these
instructions may or may not be binary, but in any case they result in a continuous
signal in which every syllable is pronounced at some fundamental frequency. In
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the final acoustic output, the pitch values of the successive syllables will not be
limited to a few binary distinctions, but will cover the range of the speaker’s voice.
The phonetic output is thus often termed ‘gradient’.

The interpretation may be rather simple, or quite complex. At the simpler end,
suppose a syllable [ta] is specified with H tone. The phonetics must decide how to
interpret [H]. It will have at least two components: the overall available pitch
range for that particular speaker at that particular time and place, and where in the
pitch range the tone should be produced. Since the tone is [H], the pitch will be at
or close to the upper edge of the pitch range, which in my case might be about
350Hz. A third decision that must be made by the phonetics is when to realize this
pitch. It cannot be realized on the [t], since the main characteristic of a voiceless
stop is silence! It will thus be realized on the vowel, and there is usually a slight
lag (peak delay, see previous section), so that the maximum frequency is not
reached immediately, presumably because implementation of any instruction
takes time: the articulators do not move instantaneously. See Xu and Wang 2001
for examples from Mandarin. A fourth component seems necessary in some
languages, where tones have concomitant voice-quality distinctions. For example,
suppose the [L] tone is always predictably breathy, and that the breathiness plays
no apparent role in the phonology. The simplest assumption is then that the breath-
iness is supplied by the phonetic interpretation of [L], much as in some languages
the phonetic interpretation of voicelessness in stops may supply aspiration.

In some cases the phonology itself will have nothing significant to say about the
pitch range itself, which will be determined by extra-linguistic factors such as the
speaker’s sex and mood. In other cases the phonological representation may also
affect the pitch range. For example, in many languages the pitch range is lowered
after a L tone, so that a subsequent H tone is lower in pitch than the Hs preceding
the L. This is called downdrift or downstep, and is discussed later in this book. In
such cases the phonological representation of a sequence like /H L H/ remains un-
changed, but at the interface with the phonetics the L has two effects. First, it
causes its own syllable to have a pitch at the low end of the pitch range. Second,
it causes the whole pitch range to move down. This in turn means that the second
H has a lower phonetic pitch than the first H, so that phonetically we get some-
thing like [H L M]. Although downdrift is very common, it does not seem to be
universal. This means that the pitch-lowering effect of the L tone must be lan-
guage specific, and that the phonetic component may be divided into language-
specific and universal subparts. For further discussion, see chapter six.

A more complex case arises if some syllables have no tones of their own at the
end of the phonology. They are, nonetheless, pronounced with some particular
pitch, but a pitch that is dependent on the immediate surroundings. A number of
studies have shown that such syllables derive their surface pitch by interpolation
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from the surrounding tones, so that a toneless syllable between two Hs will have
a fairly high pitch, one between two Ls will have a fairly L pitch and one between
a H and a L will have a mid pitch. Phonologically, though, these syllables are all
toneless: their pitch is an automatic by-product of the transition between the spec-
ified tonal targets, combined with a tendency to return to the mid-level pitch pro-
duced when the articulators are at rest. A good illustration is the treatment of
Japanese in Pierrehumbert and Beckman 1988. They look at Japanese phrases
with a phrasal H accent on some syllable, and a final boundary L tone. They show
that the pitch of the intervening syllables is best explained by simple interpolation
between these two targets, so that if only a small number of syllables separate the
accent from the end, there is a steady steep fall across those syllables. If a large
number of syllables intervene, there is still a steady fall, but with a gentler
gradient because of the length of the phrase. There is no way to assign discrete
phonological tones to each of these intervening syllables and derive the actual sur-
face pitches. Instead, their pitch must be purely a surface phonetic phenomenon.

As phonologists, we have to make decisions about how much detail we can
account for in the phonology, and how much is a matter for the phonetic imple-
mentation of a phonological output. On some aspects there is wide agreement.
No-one would expect the phonological representation to be different for a male
speaker and a female speaker just because one of them produces high tones at fre-
quencies of around 170 Hz, and the other at frequencies of around 370Hz. Other
areas are less clearly understood. Downdrift, for example, is taken by some re-
searchers to be a matter of a change in the phonological representation, and by
others to be a matter of phonetic implementation. It is entirely possible, indeed
likely, that such matters vary from language to language. Downdrift is related to
declination, a probably universal and clearly phonetic tendency to gradually lower
pitch across an utterance. Just as phonetic co-articulation can be phonologized as
rules of assimilation, applying only under certain conditions, so declination could
be phonologized as downdrift, occurring only after a L tone trigger. The final
stage is downstep, in which the trigger may be a phonologically present but pho-
netically absent floating low tone, with no phonetic realization of its own except
in so far as it causes lowering of the pitch register.

1.4 The place of phonology in the larger grammar

The relationship between phonetics and phonology is not the only link
that tonal phonology has to the rest of the language faculty. It also must be linked
in some way to the rest of the grammar, since tone can be used to signal lexical,
morphological, syntactic, semantic and pragmatic information.
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Obviously, tone can signal lexical information via lexical tones (Cantonese
yauH ‘worry’ vs. yauLL ‘again’); it can signal syntactic information through the use
of boundary tones (Yoruba signals subjects by adding a high tone to the end of the
NP: 0ko 10 — 0k 1o “The car went’); it can signal semantic information such as fo-
cus through tonal focus markers (Bengali puts a LH accent on focussed words);
and it can signal pragmatic information through intonational melodies (Mazahua,
an Otomi language of Mexico, adds a H to form a question: th(is?3 ‘a cigar’, th(is?3
‘a cigar, you say?’). Somehow, then, information must get passed from other com-
ponents of the grammar to the phonology. How this works is clearer in some areas
than in others, and here I merely touch on some of the observed interactions. For
the purposes of this book what matters is that the phonological representation may
contain tones that have a variety of sources. Some of them originate from the lexi-
cal entry of the morphemes themselves, some may originate from tones that are in-
serted at prosodic boundaries, some may be the only PF manifestation of syntactic
markers such as case, tense, or [+WH], and some may come from sentence-level in-
tonational melodies with pragmatic sources. At the end of the day we arrive at a
phonological representation rich in tones, and subject to the general principles of the
phonology in the language in question.

Let us start with the least controversial area, lexical information. Lexical tones are
part of the phonological portion of a lexical entry, and thus part of the underlying
form that is presented to the phonology. Their route to the surface is clear enough.

Secondly, let us look at syntactic information, which seems to enter the phonol-
ogy by a heavily restricted route. Lexical syntactic categories and their projections
can influence the proper construction of prosodic phrasing (see chapter five), and the
prosodic phrasing is part of the phonological representation, and thus affects the
phonology in a variety of ways. In the case of tone, for example, it may trigger the in-
sertion of a boundary tone, or define the domain within which tonal rules apply. It
seems, however, that not all syntactic information can influence prosodic structure.
The presence or absence of a category or its projection can be noted by the algo-
rithms that construct prosodic phrases, but not which type of lexical category one is
dealing with. For example, Xiamen Chinese starts a new phonological phrase after
the end of every XP, whether that is an NP, VP, or AP (see chapter five for details).
Empty categories are also ignored. See Truckenbrodt 1999 for recent discussion.

Thirdly, let us look at semantic information. This seems to be the least studied,
and yet the interactions between anaphora, scope and focus, and the prosodic phras-
ing, stress and intonational patterns are very striking. For example, if the question
‘Do you like him?’ is said with the third person pronoun unstressed it must be refer-
ring to someone in the previous discourse. However, if the third person pronoun is
stressed, typically with a falling-rising pitch contour, it is usually not co-referent
(unless contrastively stressed) and instead refers to a new individual, such as that
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smartly dressed man across the room at the crowded party. Some of the transfer of
semantic information can arguably be mediated through the syntax, and thence to
the prosody. Scope distinctions, for example, may be associated with different syn-
tactic structures. Some focussed elements, most obviously those involving move-
ment, can also be handled via structural distinctions in the overt syntax, but others
such as contrastive focus may need an abstract focus marker, with stress and tonal
consequences. There may be a residue of phenomena that seem to require direct
communication between LF and the phonology. [+WH], for example, may have
particular tonal consequences. One possibility for many cases is to assume that the
lexicon has functional morphemes whose only manifestation in PF is tonal. Explor-
ing this would take us well beyond the scope of this book, since our main concern
here is lexical tone, so I leave this for future research. The interested reader can con-
sult Blakemore 1992, Kriftka 1998, Sperber and Wilson 1982 and Steedman 2000.

Lastly, the sort of information most often conveyed by sentence-level tones, or
intonation, is pragmatic information. This includes contrastive stress, focus, in-
formation structure, declarative, continuation, list, astonishment, and any number
of other ‘tunes’. It is usually assumed that there is some sort of intonational lexi-
con that collects together all these tunes, and from which the most appropriate one
for the situation may be selected. See chapter nine for discussion.

The overall picture that emerges is that the tonal phonology must accept input
direct from the lexicon, and from the utterance after lexical insertion. At this
stage, in addition to lexical items, the representation may include certain abstract
markers such as focus, and also syntactic structure, which in turn influences
prosodic structure. The lexical entries that contribute tones to the phonology in-
clude not only the traditional lexical items such as nouns, verbs, roots, and affixes,
but also functional elements and operators such as [WH], prosodic phrases such
as Phonological Phrase or Intonational Phrase, and intonational tunes such as De-
clarative. The phonology takes all this as input, perhaps in one go, or perhaps step-
by-step, with word-level phonology preceding phrase-level phonology. I will take
this as the working model for the rest of this book, without commitment to any
particular formal development of how these interactions take place.

1.5  The organization of this book

In the remainder of this book I offer an overview of tonal phonology. I
begin in chapter two with a descriptive summary of the distribution of tone lan-
guages, including the sorts of tonal inventories that are known and how they are
recorded by field workers. The notational systems in use will be introduced next,
since they are a necessary prelude to what follows. Some attention will be devoted
to the dangers and difficulties inherent in relying on other people’s often excellent
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but sometimes hard-to-interpret fieldwork, and the issue of disagreement between
sources. The discussion of inventories will include the numbers of level tones that
may contrast, why downstep is not an extra tone, the types of contour (rising and
falling) tones, the upper bound on complexity (apparently rise-fall, or fall-rise),
and whether contours are found on short vowels as well as long. The chapter will
end with a section on the interaction between tone and segmental properties, con-
tinuing into a short section on tonogenesis — how tone arose historically.

Chapter three will propose a feature system for capturing all and only the
observed systems. Since the clearly described systems have no more than a four-
way contrast, it will propose two binary features, Register and Pitch. How to han-
dle five-tone systems will also be covered. Contour tones will be analysed as
sequences of level tones, and the reasons for choosing this over a unitary contour
alternative will be explained and discussed. This will be followed by a section on
the geometric relation between Register and Pitch and what sort of data bear on
the choice. I will also discuss whether tonal features are entirely disjoint from seg-
mental features, focussing mainly on Laryngeal features, but with some discus-
sion of Pharyngeal and Tongue Root features. The last part of this chapter will
introduce toneless syllables and whether they receive default tones.

From chapter four onwards, the bulk of the book concerns the phonology of
tone. Chapter four itself will lay the groundwork by summarizing the arguments
in favour of an autosegmental treatment of tone, particularly the mobility, stabil-
ity, and one-to-many and many-to-one arguments. Next I will discuss the most
common association patterns (left-to-right, one-to-one, right-edge spreading to
form plateaux, right-edge clustering to form contours). I then introduce Optimal-
ity Theory (OT), and analyse the common phenomena introduced earlier within
OT. No prior knowledge of OT is assumed. This chapter also includes a discussion
of what is the Tone Bearing Unit (TBU). Having set the scene, these tools will
then be used to look at a range of common tonal alternations: spreading, deletion,
insertion, flop, dissimilation, and downstep. Final sections deal with the relation-
ship between tone and stress, and with the Obligatory Contour Principle (OCP).

Chapter five will look at the role played by tone in morphology and syntax. It
will begin with topics in word-level morphology, including tonal morphemes, and
the role of morphological structure in conditioning tonal processes. I then look at
tonal morphemes associated with units larger than the word, particularly the
phonological phrase. The last, longest, part of the chapter discusses the influence
of syntax on prosodic phrasal structure, and the role played by this prosodic struc-
ture in forming the domains for tonal processes.

Each of the next three chapters deals with a different geographical area: Africa,
Asia, and the Americas respectively. Although the tonal systems of a particular area
have some common characteristics, they also show very wide variation, and it is dan-
gerous to assume that all African languages behave one way and all Asian ones
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another way. Nonetheless, so long as this caution is borne in mind the areal organiza-
tion is useful. Chapter six, on African systems, builds on the extensive analytical work
done on these systems by Clements, Goldsmith, Hyman, Kenstowicz, Kisseberth,
Leben, Meeussen, Myers, Newman, Odden, Snider, and many others. It includes data
from Bantu languages from different parts of Africa, and from West African families
such as Chadic and Kwa. It then looks in some detail at downstep and downdrift, and
also depressor consonants. I end with a more extended discussion of Igbo.

Chapter seven on Asian systems includes extensive Chinese data from the work
of Bao, Chen, Duanmu, Yip, and others, as well as data from Vietnamese, Mon-
Khmer, Thai, Burmese, and Tibetan. I will begin with sketches of the tonology of
four very different Chinese languages from different families. Between them
these sketches will illustrate left prominent systems, right prominent systems, sys-
tems with virtually no sandhi, and systems with local dissimilation. They will also
bear on the relationship between syllable structure and tone, the relationship be-
tween voicing, register and tone, and the structure of tonal inventories. I will end
with a selection of typologically different systems from South-East Asia.

Chapter eight on American systems devotes most attention to the relatively
well-documented languages of Mexico, followed by data from North American
systems like Navajo, and ending with South American languages like Bora. Here
there is less generative literature but nonetheless some languages show interesting
interactions between tone and stress, and tone and laryngeal features.

Chapter nine addresses the relationship between tone and intonation, pulling
together issues that will inevitably have been touched on earlier. I start with a dis-
cussion of stress languages, accentual languages, and tone languages, arguing that
accentual languages are just a special kind of tone language. Then I spend the bulk
of the chapter on intonation, beginning with the basic mechanisms, then looking
at how they are used in non-tone languages, and then in tone languages. Lastly, |
look at the interaction of speech rate and tone.

Chapter ten looks at the perception and acquisition of tones. Successful per-
ception is the first prerequisite for tonal acquisition, and that is the reason for com-
bining in this chapter two apparently unrelated topics, perception and acquisition.
I will begin with adult perception, and then move on to the child. We know de-
pressingly little about the acquisition of tone, so this portion of this chapter will
summarize our current understanding, and raise questions for future research. It is
divided into five main sections. Section one discusses the earliest evidence for in-
fants’ perception of tonal distinctions. Section two looks at early production data.
Section three looks at the tonal phonology proper, including tone sandhi rules and
other tonal alternations. Sections four and five look briefly at child-specific
phonology, and at second-language acquisition.
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The goal of this chapter is a descriptive summary of the types of tones
and tonal inventories found around the world. It begins with a discussion of no-
tational and fieldwork issues, then moves on to consider level tones and con-
tour tones, the interaction of tone with segmental phenomena, and the origins
of tonal systems (tonogenesis). It lays the groundwork for the following chap-
ter, in which I will develop a theory of distinctive features for the analysis of
tonal systems.

2.1 Which languages are tonal?

Although those of us whose first language is English think of tone as
exotic, it is in fact extremely widespread. At a very rough estimate as many as
60-70 per cent of the world’s languages may be tonal. Three areas of the world have
so many tone languages that I have given them a chapter each later in this book:
Africa (chapter six), East and South-East Asia and the Pacific (chapter seven), and
the Americas (chapter eight). In parts of these areas (such as Meso-America), tonal
languages are so common that they can almost be considered the norm. The vast
majority of the world’s tone languages are found in these areas. Conversely, there
are parts of the world where tone languages are rare or perhaps non-existent, most
notably Australia and New Zealand. Many other parts of the world show a more
mixed picture. Let me go into a little more detail. In what follows, bear in mind that,
as explained in chapter one, languages termed ‘accentual’ are often analysed as a
sub-type of tone language having a small number of sparsely distributed tones. They
are marginal to the main focus of this book, but will occasionally feature in our dis-
cussions, particularly in chapters six and nine. Sub-Saharan Africa is the home of
perhaps the largest concentration of tonal languages in the world. Many of the ma-
jor language families, such as Niger-Congo, are virtually entirely tonal, although
some are described as accentual in character (see Downing forthcoming for a sur-
vey). It is only when we move north of the Sahara that we find a preponderance of
non-tonal languages. Moving eastwards, in the Near and Middle East, the Semitic
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languages, Turkic, and the Caucasian languages are not reported to be tonal. Then
we reach the Indian sub-continent, where the two largest language families are Indo-
Aryan and Dravidian. The former includes a few tone languages, although the ma-
jority of languages of this family are not tonal. Among the tonal ones are Punjabi
(Bahl 1957, Bhatia 1993), Kalam Kohistani (Dardic branch of Indo-Aryan, Baart
1997), and Meitiri. Dravidian languages are generally not tonal.

East and South-East Asia abound in tone languages, which are pervasive through-
out the Sino-Tibetan and Mon-Khmer families. Elsewhere in East Asia, Japanese is
often described as accentual rather than tonal (although, as we have seen, the dis-
tinction is apparent rather than real), and Korean has pitch differences determined
by the laryngeal properties (such as voicing, aspiration, and glottalization) of onset
consonants, rather than lexical tones (Jun 1998). Elsewhere in the Pacific, Papua
New Guinea and Irian Jaya include a number of tone languages. One of the better
reported ones is Siane (James 1981), also Golin (Bunn and Bunn 1970, Hayes 1995)
and Tau (Edmondson et al. 1992). Melanesia also has some tonal languages, such as
the languages of New Caledonia (Rivierre 1980) and Jabem (Poser 1981).

Crossing the Pacific to the Americas, Central America hosts large numbers of
tone languages, especially the Otomanguean family. In North America they are
fairly rare, and South America has a few languages believed to be tonal (for details
see chapter eight), but the area is still under-studied, and it is possible that more
languages will turn out to be tonal after more extensive research.

Finally, crossing back over the Atlantic, even Europe has a scattering of tonal or
accentual languages. Serbo-Croatian (Zec 2000) and Lithuanian (Kenstowicz
1972, Young 1991, Blevins 1993) are both tonal, as are some Basque dialects
(Hualde 1999), some of the Scandinavian languages, such as Swedish and Nor-
wegian (see Riad 1996 for a good summary), and the Limburgian or Franconian
dialects of Dutch (Gussenhoven and van der Vliet 1999). Like Japanese, these are
tonal in the broad sense of the word, but are often termed accentual instead. Typi-
cally there are either one or two tones, and each word has only zero or one tone or
tonal sequence which shows up on the stressed syllable. Certain tones bear a
diacritic (*), marking them as subject to alignment with the primary stress, so that
H*L differs from HL* in which tone appears in stressed position. Because of this
marginal status as tone languages, they will mostly be considered beyond the
scope of this book.

2.2 Tonal notations

In order to publish linguistic data, it first has to be translated into visual form.
In the case of tone, the phonetic facts are plots of fundamental frequency over time, but
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for phonological purposes a transcription is needed. In the segmental domain, the In-
ternational Phonetic Alphabet provides a common set of symbols for consonants and
vowels (although American linguists often use a somewhat different system), but un-
fortunately in the case of tone there is much less consensus. Over time linguists work-
ing in different geographical areas have developed different traditions, each well
suited for the languages in question, but quite different from each other. One of the few
commonalities is that tone is nearly always transcribed on the syllable nucleus, which
is usually a vowel. This convention masks the fact that the tone may be phonetically
realized on any voiced sonorant segments in the syllable.

I will describe the three main traditions below. Systems other than these are
sometimes used, but if so they are usually clearly explained. In each case I will
also discuss the orthographic traditions, if any. Many tone languages either do not
write the tones at all (such as the character-based Chinese script), or have only re-
cently developed a writing system, in which case it may or may not use the same
conventions as those used by linguists.

2.2.1 Africa

Africanists have traditionally used a set of accent marks to convey tone.

(1) High tone acute accent 4
Low tone grave accent a or unmarked a
Mid tone level accent a or unmarked a

Thus a word with a sequence of HLM tones would be shown as either ddama or
adama, and in a two-tone language a word with a HL sequence would be shown
as either add or ama. In systems with more tones, such as extra-high or extra-low,
the symbols are usually explained, but a common system uses two acute accents
for extra-high, [4], and two grave accents for extra-low.

Contour tones are shown by combinations of levels:

[N

2) Fall from high to low acute plus grave
Rise from low to high grave plus acute

¢

Lastly, downstep (see § 2.4) is traditionally shown by an exclamation point before

the downstepped syllable or its vowel, often but not always superscripted, denoting

that the following tone is downstepped. In &'dé the second high is downstepped.
This system is used by linguists, but also orthographically in many cases.

222 Asia

The Asian tradition is quite different. I first look at Chinese, then other
language families. Among linguists, tones are shown numerically in a system
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known as the ‘Chao tone letters’, based on work by Chao (1930). These are in
fact numbers, not letters, and they divide the natural pitch range of the normal
speaking voice into five levels, with 1 as the lowest and 5 as the highest. Five
levels seems to be the maximum used by any language, with anything beyond
four being exceedingly rare. Each syllable is given zero to three digits, usually
written after the segmental transcription and often, but not always super-
scripted. Zero digits means the syllable has no phonological tone of its own.
Most syllables are given two digits, one for the starting pitch and one for the
ending pitch. This is true even for level tones, unless the syllable is very short,
in which case only one digit is usually used. Three digits are used for tones
which change direction in the middle of the syllable, so that the pitch of the peak
or trough must be indicated.

3) Sample level tones: high ta® tak’
mid ta® tak?
Sample contour tones: high rising ta®
low falling ta®!
Sample complex tones:  low falling-rising ~ ta®!

low rising-falling ta®!

These digits may be accompanied by small diagrams of the tonal shape, drawn
next to a vertical stave showing the range of the voice, so that [-|] shows a mid
level tone. In primary sources published in China, such as the journal Fangyan,
one may see a syllable followed by two of these diagrams, in which case the first
denotes the underlying tone, and the second the surface tone.

This system works well for the linguist, especially when dealing with lan-
guages with contour tones and large numbers of levels, which would need com-
plex combinations of accents in an African-style notation. It is less well suited to
orthography, but the traditional Chinese writing system uses characters, and does
not necessarily show any phonemic information even of a segmental nature, so
representing the tones is not considered necessary. Pinyin, the alphabetic writing
system used on mainland China, shows the tones of standard Putonghua with a set
of accents quite different from the African ones. The chart below shows the tones
in numerical form as well:

“4) ma 55 ma 21(4) ma toneless
ma 35 ma 41

In this book, Chinese data will normally be given with numerical tones.
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2.2.3 The Americas

Central Americanists have a strong tradition of their own not unlike the
Chinese one, but with a twist: the digits are reversed, so that 5 shows low tone and
1 shows high tone. For level tones only one digit is used, and contours are often
shown with a hyphen between the two digits, although I will usually omit the
hyphen in this book:

(5) Level: high si!
low si

Contour: high rising:  si*?

high falling s

==

2.3 Field-work issues

Having a notation system in hand does not solve all data-related prob-
lems. The chief among them is caused by the relative nature of tone. A high tone
does not have a fixed F;, — it will vary from speaker to speaker, and even for a sin-
gle speaker, depending on such factors as whether the speaker is male or female,
young or old, calm or agitated, whether the word occurs at the start or the end of
the utterance, and so on. It thus cannot be identified in isolation by pitch alone.
This is not true for vowel quality. A vowel can be accurately identified in isolation
because it is distinguished from other vowels by the relative frequencies of its var-
ious formants. As a set, they may be higher or lower depending on the size and
shape of the speaker’s vocal tract, but so long as their relative frequencies remain
constant, the same vowel will be perceived. For the trained field linguist, tran-
scribing vowels is relatively straightforward, and the degree of agreement among
different researchers is very high. For tones, the problem is more serious. For ex-
ample, consider a two-tone language. All workers may agree that there are two
contrasting tones, and even that they should be called high and low, but beyond
that there may well be disagreement. Using the Asian system, this contrast may be
given as 55 vs. 11, or 44 vs. 11, or 55 vs. 22, for example. Even calling the con-
trast one of high vs. low is, if one thinks about it, an unmotivated leap. The low
tone may well not be at the lowest point of the speaker’s range, so that one might
just as well be justified in calling it a high vs. mid contrast. Data in Maddieson
1978: 339 support this view. He gives data from which Example (6) is extracted,
suggesting that the distance between the highest and lowest tones is smaller in a
two-tone language than in a three- or a four-tone language, and that what stays
roughly constant across languages is the distance between adjacent tones. The fre-
quencies are given in Hertz (Hz), where one Hz is one cycle per second.
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(6) Difference in Hz between each tone and the lowest tone in the system: sample
languages only. Extracted from Maddieson 1978.
Two levels: Siswati Three levels: Thai Four levels: Toura
+50
+32 +30
+18 +16 +10
+0 +0 +0

From (6) we can see that the ‘high’ and ‘low’ of a two-tone language are in the same
relationship as the high and the mid, or the mid and the low, of a three-tone lan-
guage, and not the same as the high vs. low relationship in the three-tone language.
Indeed, speakers of a three-tone language will often identify the higher tone of a
two-tone language as mid rather than high. (A. Akinlabi personal communication).

Many of these divergences in the reports of a single language do not matter to
the theoretician. If two level tones are reported in any of the three ways mentioned
in the last paragraph, most phonologists would not hesitate to say that the crucial
fact is that there is a two-way contrast between a higher tone and a lower tone, and
take that as the starting point for analysis. In other cases it can have real conse-
quences for the analysis, as we shall see when we look at the features of tone in
chapter three. Looking ahead a little, in many Asian languages the tonal range can
be divided into two pitch registers (which sometimes but not always also differ
in their phonation type, such as breathiness vs. modal (i.e. normal) voice), and
contours typically belong to one register or the other, with 3, the mid pitch, falling
on the boundary between the two. Thus a 35 is an upper register rising tone,
whereas a 13 is a lower register rising tone. Now suppose that one field worker re-
ports that a language has a 24 rising tone. We do not know which register to assign
this to, but if we then uncover a report by a second field worker, who calls the
same tone 13, we can then feel comfortable assigning it to the lower register.

A different sort of field-work problem relates to the level of detail transcribed,
and here there are parallels in the segmental domain as to whether broad or nar-
row transcription is what matters. In tones, the most common confusion occurs in
deciding whether a tone is level or falling. Low tones in Chinese, in particular,
may be given as 21 by many workers, but 22 or 11 by another. The 21 transcrip-
tion pays attention to the small fall that begins many such tones, but it may not
be phonologically relevant, since when producing a very low tone it may take a lit-
tle time for the voice to drop to the lowest pitch. Maddieson (1978) suggests that
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the definition of a level tone is ‘one for which a level pitch is an acceptable vari-
ant’, and this will be my working definition. As a rule of thumb, any contour with
a two-digit difference between starting and ending points, such as 13 or 53, is
probably phonologically a contour, but the ones with only a one digit difference,
like 21 or 45, should be greeted with a degree of caution. By this logic, a 213 tone
may be phonologically a rise, and the initial fall may be a production effect. Given
these concerns, statements such as ‘This language contrasts three falling tones’
should be carefully examined. Consider the following data (adapted from
Edmondson et al. 1992; I have re-numbered the tones to make the point clearer):

(@) Tau ‘falling’ tones 52 53 32

The F, plots for Iau confirm that the 52 and 53 tones have a considerable fall,
whereas the 32 tone falls much less, and is in fact level for most of its duration,
with the fall condensed in a short initial portion, and a short final downdrift. I
would thus conclude that the 32 tone is not phonologically falling, and that the
language contrasts two, not three, falling tones.

The last fieldwork-related issue that must be guarded against is to do with the
number and location of tones. For many languages, reports tend to give a tonal tran-
scription for each syllable. The temptation is then to turn this into a phonological rep-
resentation that does the same. In a simple case, consider a word pronounced on high
pitch throughout. It will be described, for an Africanist, like this: adama. Phonolog-
ically, however, it is a mistake to assume that such a word has three H tones. It could
have three, two, or only one. Below I give phonological representations in which tone
is shown on a separate tier, associated by vertical lines with the vowels on which it is
pronounced. Such representations are explained and justified in chapter four.
® adami 4dama adama

e
HHH HH H

A more insidious case is encountered quite often in working on Chinese. Underly-
ingly, each syllable is a morpheme with its own tone. In combination, tones may be
deleted, but nonetheless the tradition is to transcribe a tone on every surface sylla-
ble. So we see things for a quadri-syllabic word in Shanghai like [pg33 jia55
se33 ka21] ‘pre-dawn’, when in fact what has happened is that a /35/ rise originat-
ing on the first syllable /pg35/ ‘half” has spread over onto the second syllable and
the last two syllables are phonologically toneless, falling gradually down from the
high pitch of the second syllable. Figure 2.1 illustrates the impression left by the
syllable-by-syllable numerical notation, in (a), vs. the actual envelope over the
four-syllable word, in (b). Data simplified from Zee and Maddieson 1980: 65.

This syllable-by-syllable notation biases the researcher into looking at syllable-
sized windows of the utterance, instead of at the overall pitch envelope.



24

24

Contrastive tone

200 —

150

100 ~—

po jia se ka
()
200
150
100
po jia se ka
(b)

Figure 2.1 Syllable-tone representation compared to word-tone
representation. Data from Zee and Maddieson 1980.

Contrasting level tones

The published data on a language give us an approximation of the

phonetics, and inspection of the available data suggests that the preferred type of
lexical tone seems to be level, or nearly so. True contour tones seem to be added
to tonal inventories only in languages with large numbers of tonal contrasts.
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Two-tone languages, for example, usually contrast two level tones, rather than a
rise and a fall (although Maddieson 1978 gives a couple of exceptions, including
Amahuaca, which contrasts a rise and a fall). The number of level tones can be
quite large: there is no question that languages may have up to four level tones,
and quite possibly five, even excluding downstep (see below). As for the lower
bound, two contrasting surface tones is the minimum necessary to earn the name
‘tone language’ in the first place!

One of the first tasks for the phonologist is to establish the underlying inventory
of level tones. This is not always as easy as it sounds. First, one must make deci-
sions as to which tones are truly level, as discussed in the previous section. Then
one must decide which of these levels are contrastive. In Tiv (Clements 1979), the
following sentence shows three phonetic pitch heights, with the final word, kwa,
having a mid pitch:

) ilwkwa ~ _ - ‘It wasaring of huts’

One might therefore, quite reasonably, posit three contrastive level tones. Now
consider the following sentence:

(10 ilukwaga ~— T T 7 ‘It was not a ring of huts’

The same morpheme kwa here has a high pitch. Further investigation of Tiv shows
that the high pitch is its underlyingly true pitch, and its lowered manifestation in
(9) is fully predictable, happening after a low tone. Furthermore, all high-toned
morphemes lower after low tones, and the lowering is iterative. This is known by
a number of names, including downdrift, downstep, or catathesis, and will be dis-
cussed in chapter six. For our present purposes, the point is that a phonetic pitch
distinction does not necessarily translate into an underlying phonological tone
contrast.

The smallest possible underlying tonal inventory has only one specified tone,
and the surface contrast necessary for us to call the language a tone language
comes from the option of leaving syllables phonologically toneless. This is a very
common situation, and indeed many Bantu languages have been analysed in this
way. See Hyman 2000 for an excellent recent summary. In the classic cases, such
as Haya (Hyman and Byarushengo 1984), there is an underlying H tone, and any
syllable that is not specified as H by the end of the phonology either receives a L
tone by default, or stays toneless and surfaces with a pitch determined by phonetic
interpolation from one H tone target to the next. (See chapter one on the relation-
ship between phonology and phonetics.) The reason for taking H tone to be spec-
ified and low to be absent is that H is active in a variety of ways in the phonology,
whereas low is largely inert, as one expects if it is not actually there at all! There
are also a smaller number of languages where L has been suggested to be the
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specified tone, and H the default, for example Huave (Noyer 1992), Ruwund
(Nash 1992-4), and Mandinka (Creissels and Grégoire 1993). When there are
zero or one Hs (or Ls) per word, and the location of this H is what matters, these
languages are often called accentual, since the tonal contrast is reduced to a min-
imum: the presence or absence of H (or L) on a particular syllable.

Given a two-way surface contrast, there is an obvious alternative to analysing it
as an underlying contrast between high and zero. Instead, we can propose that
every syllable has a phonological tone, and the inventory contrasts two tones, let
us assume H and L. In such a language both tones would be phonologically active,
for example engaging in spreading. There are many languages of this type,
including many African ones, such as Aghem (Hyman 1987), Bambara (Rialland
and Badjime 1989, Clements 2000), Dagaare (Gur: Antilla and Bodomo 1996),
and of course languages from other areas, such as Songjiang (Chen 2000). For
some languages, there is no consensus on whether the contrast is one of H/L, or
H/@. See Hyman 2000 for discussion.

Of course, if we add to an underlying H vs. L system the possibility of syllables
being unspecified, and a default process that provides a mid tone, then we have
three phonetic tones, but only two phonological tones. In general, (n) phonological
tones may produce (n + 1) surface tones, assuming that toneless syllables persist
throughout the phonology, and that when the default rule eventually inserts a tone
it is distinct from the underlying tones. Thus in some languages mid is the default,
so we have a /H/ vs. /L/ vs. zero underlying system, as in Yoruba (Benue-Congo;
Akinlabi 1985, Pulleyblank 1986).

True underlying three-tone systems are also very common, and found in all re-
gions, such as Huajuapan Mixtec (Pike and Cowan 1967), Nupe (Benue-Congo,
Smith 1967), and Kunama (Nilo-Saharan, Connell et al. 2000). Punjabi (Bhatia 1993)
contrasts three tones on stressed syllables. On unstressed syllables L is not found.

(11 koRaa ‘horse’
koRaa ‘whip’
koRaa ‘leper’

Four surface tone levels are much rarer, but they are reported for a number of
languages, including Grebo and other Kru languages (Kaye and Koopman 1982,
Newman 1986), Igede (Stahlke 1977), Mambila (Connell, 1999, 2000), Mazateco
(Pike 1948), Chatino (Pride 1963), Jianyang (Chen 2000), and Cantonese (Yip
1990, under certain analytical assumptions). Ngamambo (along with other W.
Grassfields languages) has four phonetic levels, but Hyman (1986) analyses it as
having only a two-way underlying contrast. In most cases of a phonological four-
way contrast known to me, all four tones are analysed as phonological tones, rather
than the logical alternative of H, M, L, and zero. However, Hyman and Magaji
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(1970) analyse Gwari as a four-tone system derived from only three underlying
tones, and Hyman (1972) offers a similar analysis for Fe’fe’. In both cases one of the
four tones is derived from a combination of two of the underlying three tones.

After this, we enter relatively unknown territory. There are quite a number of
reports of languages that contrast five level tones, but most are known only from
fairly brief reports, with not enough detail to determine unequivocally whether
there are actually five underlying level tones, or whether one or more are derived
in some way. Hei-Miao (Miao-Yao; Chang 1953), Gaoba Dong (Shi et al. 1987),
Dan (Bearth and Zemp 1967), Trique (Longacre 1952), and Ngamambo Bamileke
(Asongwed and Hyman 1976) are some of the best-known cases. In all except Hei
Miao and Gaoba Dong, it has been argued that only four level tones contrast un-
derlyingly. See Yip 1980a for discussion.

2.5  Location, number and type of rising and falling tones

In addition to level tones, many languages have tones that change their
pitch during the syllable, either rising or falling. In the next chapter I will suggest
that these are best understood as sequences of level tones, but in this section I limit
myself to the basic observations.

2.5.1 Location of contour tones

If a language places a heavy information load on its tonal contrasts, level
tones do not suffice. There are many languages that contrast four or more tones,
and, as we have seen, this number of contrasting levels is rare. Instead, a smaller
number of level tones is supplemented by the addition of one or more contours.
These may be simple rises or falls, or tones which first rise and then fall (convex
tones) or first fall and then rise (concave, or dipping, tones). The existence of the
more complex tones usually implies the existence of simple rises and falls. Falls
are much more common than rises (Zhang 2000, 2001).

When a language is reported to have a contour tone, for example a falling tone,
one must first ask where this contour is found. There are three main possibilities.
It may be found only on polysyllables, so that each syllable is essentially level,
with the first high and the second low, but the word as a whole has a fall. In such
cases the language can be straightforwardly described with level tones only, as-
signing tone to syllables, and need not be treated as a contour tone language.

The second possibility is that a contour may occur within a single syllable, but
only if that syllable is heavy (a long vowel or closed syllable). Hausa, for example,
allows falling tones only on heavy syllables. The usual analytical step here is again
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to assume that contour tones are sequences of level tones, that tones are pro-
perties of weight units (moras), and that therefore only if a syllable has two
moras can it bear two tones, giving rise to a surface contour. The need for two
moras imposed by contour tones can cause vowel lengthening. In Chiang Rai
(N. Thai, Gandour 1977) non-low vowels with rising tones have lengthened histor-
ically, and those with non-rising tones have shortened. Synchronically, then, we find
rising tones only on long non-low vowels. A particularly interesting example of this
type is Rongxian Chinese (Zhou 1987). In Rongxian syllables may end in long vow-
els, diphthongs, nasals, or unreleased oral stops. Syllables ending in sonorants may
bear level or contour tones, presumably because the nucleus and the following sono-
rant each have their own mora. Stop-final syllables may only have level tones, sug-
gesting that non-sonorants cannot be moraic. Reduplication imposes a [35] rising
tone on the second syllable, as shown in (12a). In order to realize this contour, syl-
lables must be bi-moraic, so stop-final syllables change the final stop to the corre-
sponding nasal, which can be moraic, and thus can now bear a tone, as in (12b):

(12) a. ta:33 ta:33 ta:35 ‘hit’
liu55 liu55 liu35 ‘slide, glide’
b. wat33 wat33 wan35 ‘dig, excavate’

The third possibility is that contours may occur on any syllable, light or heavy.
Such languages are less common, but many descriptions are found in the literature.
Two analytical options are open to the phonologist. First, these contours too could
be sequences of levels, and the language allows a syllable or mora to have more
than one tone attached to it. Second, these contours are single phonological ob-
jects, and thus can show up on any vowel, mora, or syllable. Both options will be
considered in the next chapter. This last class of languages are what one might call
‘true contour tone languages’.

In addition to restrictions on the type of syllable on which they occur, contours
are quite often restricted as to where in the word the syllable must be located. Lan-
guage after language allows contours only on the word-final syllable, with Mende
(Leben 1973, 1978, Goldsmith 1976, Zoll 1997b) being the classic example. We
find words like mbd ‘rice’ or nylhd ‘woman’, but no words like *nydha. As a fur-
ther example, in Kunama (Connell er al. 2000) there are three level tones, H, M,
L; three falls, HM, ML, HL; and one rise, MH. The contours are found medially,
but always on heavy syllables. However, they may occur on short vowels, pro-
vided those vowels are word-final:

(13) géeré ‘tall (pl.)’ a'’kkibé ‘camels’

Word-final syllables are, of course, often lengthened cross-linguistically, and it is
highly likely that this accounts for their greater propensity to bear contour tones.
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Zhang (2000) shows that rising tones in particular are usually found on longer syl-
lables, and even for African languages often claimed to have short contours, the
phonetic data shows lengthening (Ward 1944).

2.5.2 Number and type of contrasting contours

Just as with level tones, languages with a small number of contrasting
contours are more common than languages with a large number of contrasts.
Since the presence of contours implies the presence of level tones, it is
perfectly possible for a language to have only one contour tone, in which case
it is usually a fall, as in Hausa. Zhang (2000, 2001) in his sample of 198 tone
languages finds 39 with no surface rising tones but only 3 with no surface
falling tones. Languages with surface rises but no falls include Bamileke-
Dschang (Hyman 1985). See Manfredi 1993 for a summary. It is also very
common to find that a language has one rise and one fall. Among such lan-
guages are many African languages, such as Bambara, Mende and Ibibio, and
Gao’an Chinese (Bao 1999). If the contours are composed of levels, and if the
language has only two levels, then the maximum number of contours is a HL
fall and a LH rise.

Languages may also contrast more than one contour of the same shape: two
rises or two falls, for example. Cantonese has two rises and one fall. Grebo (Kru,
Newman 1986) has two rises, Bai (Bao 1999) has two falls and one rise.

If the contours are composed of levels, the existence of two falls implies at
least three levels, and then in fact we might expect to find up to three contours of
the same shape. For example, from H, M, and L we can compose the falls HM,
HL, and ML. However, such systems are rather rare. Reports include San Juan
Copala Trique (Hollenbach 1977), Chatino (Pride 1963), and LianYunGang
(Iwata and Imagawa 1982). As discussed in section 2.3, some reported contours
may in fact be phonologically level. In Trique, for example, the three-way rising
contrast is given by Hollenbach as [21] vs. [32] vs. [53] (1 is high, 5 is low) but
at least one of the apparent rises 21 and 32 may actually be 1 and 2 level tones,
since otherwise the level-tone inventory has only 3, 4, and 5, with gaps for the
two highest levels. Systems with more than three contrasting contours of the
same shape are extremely rare: one of the richest examples is another Trique di-
alect, discussed in chapter eight, which is claimed, quite convincingly, to have
six falls and seven rises!

Lastly it is worth noting that contrasting contours tend to be fairly far apart in
the pitch space. If there are two falls, they are more likely to be 53 and 31 rather
than 53 and 52. This is hardly surprising: the perceptual advantages should be
clear. See chapter seven on Min for further discussion.
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2.5.3 More complex tones

Tones that fall and then rise (concave) or rise and then fall (convex) are
rare in African languages, but quite common in Asia. Nonetheless, they are much
rarer than levels or simple contours. C.-C. Cheng (1973) in a cross-dialect count
of Chinese tones found the numbers shown in (14).

(14) Type of shape Number found
Level 1086
Simple contour: Fall 1125
Rise 790
Complex contour: Concave 352
Convex 80

These numbers should be treated with caution, especially the high number of
falling tones, many of which are probably level tones with an utterance-final fall
since they are usually listed in their isolation forms. Still, they clearly show the
lower frequency of the complex contours, and especially of the convex ones.

In many cases one portion of the contour is more dramatic than the other, and
they can be analysed as a simple rise or fall, preceded or followed by a phonetic
on- or off-glide. Among the concave tones, a very large number fall to the lowest
level, [1], in the middle, making the preceding fall quite plausibly phonetic, and
parallel to the initial fall in many low level tones. For example, the Mandarin third
tone in its citation form [214] is arguably a rising tone with an initial phonetic fall.
See Bao 1999 for a detailed analysis of Xining along these lines. Nonetheless, not
all concave or convex tones can be reduced to simple rises or falls. Bambara has
LHL on words like baLHL ‘goat’ (Rialland and Badjime 1989). Changzhi has
[535] as well as [213], and although Bao tries to derive both these from simpler
forms, the attempt is not entirely successful. Convex tones seem to be less com-
mon than concave tones, but they are found. Pingyao, for example, has a surface
[423] tone phrase-finally, although the falling portion could be due to phrase-final
lowering.

Just as some languages allow level tones anywhere, but simple contours only
phrase-finally, languages with complex contours often allow simple contours any-
where, but complex contours only phrase-finally. This is true of both Mandarin
[214] and Pingyao [423], but not of Changzhi, which has nouns composed of root
+ suffix like these, with complex contours copied from the root on both syllables:

(15) ts’o-to 213-213 ‘cart’
i-to 535-535 ‘chair’

In many languages syllables bearing these contours are lengthened. Again, this is
true in Mandarin, but for many languages the relevant data are not available.
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2.6  Tone and vowel quality

Tones cannot be considered in complete isolation from the segments on
which they are realized. In some languages they are indeed fully independent, so
that any vowel may bear any tone, and the quality or phonation of the vowel is in
no way affected. In some languages, however, different tones are associated with
different laryngeal properties, such as breathiness or glottalization. In yet others
there are relationships between tone and pharyngeal qualities such as the width
of the pharyngeal cavity, usually characterized by the feature Advanced Tongue
Root (ATR). Finally, in a few cases there are little understood relationships be-
tween tone and cavity features, primarily vowel height. Examples of each of
these are discussed in the remainder of this section. Note first that this is not a
random set of connections. We know that the articulatory mechanisms that pro-
duce pitch changes are not limited to laryngeal changes, but also include raising
and lowering of the larynx, which in turn may affect the pharynx and the tongue
root, and thence perhaps the tongue body (Trigo 1991). For further discussion,
see chapter one on phonetics. Unsurprisingly, we do not usually find connections
between phonetically unconnected gestures such as lip rounding, or retroflexion,
and tone.

For examples of laryngeal interactions with tone, we turn to East Asian and
Mexican tone languages. Jingpho (Maddieson and Hess 1986) has a contrast
in breathy versus plain vowels, and the breathy vowels are significantly lower
in pitch than the plain vowels. The contrast originated in a voicing contrast in
onsets, now lost. This phonation contrast is overlaid on the tonal system of the
language, so that the 33, 31, and 55 tones, for example, occur with both phona-
tion types. Shanghai (Zee and Maddieson 1980), on the other hand, has
retained its voiced onsets, and these induce breathy voice on the following
vowel, and a lower tone. Open syllables beginning with voiced obstruents
always have a LM rise, and the initial low pitch is too great, and extends too
long, to be attributed to the effect of the onset consonant, but must instead be
related to the vowel’s breathy quality and its phonologization as lowered tone.
A rather unusual interaction between voicing and tone can be found in Turkana
(Nilotic, Dimmendaal and Breedveld 1986). Word-final short vowels are
devoiced pre-pausally if they bear the opposite tone to the tone of the preced-
ing syllable:

(16) a. /a-1ép-v/ [aléphi] ‘it (she) has been milked’

b. /A-mot-i/ [A!mot"] ‘cooking pot’

If one thinks of the tonal sequence as a contour spread over two syllables, it is as
if the tonal load on the second part of the contour is relatively unimportant.
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Glottalization may also interact with tone: in many languages some degree of
glottalization is a crucial component of certain tones, particularly low tones. See
the discussion of Chinantec in chapter eight.

For examples of pharyngeal interactions with tone, we turn to East Asia again,
to the Mon-Khmer languages. Although the facts here are historical rather than
synchronic, they provide the clearest illustration of a pharyngeal/tonal relation-
ship known to me, which earns them their place in this section. Mon-Khmer has a
widespread distinction referred to as a ‘register’ difference. We have already en-
countered the term ‘register’ in connection with other Asian languages, and there
it referred mainly to a pitch difference. However, the register difference surfaces
in different languages in different ways, and Mon-Khmer shows a number of dif-
ferent manifestations in closely related languages, including vowel height differ-
ences, onset voicing distinctions, voice quality distinctions, and pitch contrasts.
Gregerson (1976) argues that the difference is pharyngeal: one register has an ad-
vanced tongue root [ATR], and the other has a retracted (or non-advanced) tongue
root [RTR]. The correlations are as follows; the specific vowel inventories are
those of Rengao:

(17) First Register Second Register
Voiceless onsets Voiced onsets
Modal voice ‘Breathy’ voice
Higher pitch Lower pitch

Open, RTR vowels [e;, 0, €, 9, a] Closed, ATR vowels [i, u, €, 0, 9]

Gregerson’s suggestion is that the action of retracting the tongue root ‘both low-
ers the vowel and creates conditions favorable for voicelessness’. Advancing the
tongue root enlarges the pharyngeal cavity, producing deep pharyngeal reso-
nances (sometimes misleadingly called ‘breathy’ voice). These resonances are
further enhanced by a lowered larynx (Stevens and Keyser 1989, Stevens et al.
1986), which in turn lowers pitch and encourages voicing. A language may then
phonologize any of these correlates of ATR, so that Vietnamese, for example, has
lost the vowel height differences but become tonal.

The previous discussion of pharnygeal/tonal interaction showed us a surprising
side effect: vowel height differences interacting with tone. However, more direct
and unequivocal interaction between vowel height and tone is extremely rare, and
the examples are controversial. If a connection exists, one would expect higher
vowels to be found with higher tones, since in many languages, including English,
studies have shown that higher vowels have an intrinsically higher fundamental
frequency than low vowels (see Maddieson 1997 for recent discussion and refer-
ences). The most studied case is Fuzhou, a Min dialect of Chinese, where there are
alternations involving both tone and vowel height. The data are complex, but a
simplified subset are given below (from Wright 1983; see also Jiang-King 1998):
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(18) If tone is 12, 242, 13? If tone is 44, 52, 22

€i(n), ou(n), aii(n) i(n), u(n), ti(n)
aip, aup, oin €in, oun, giip

Roughly speaking, the tones in the second column are higher, and so are the vow-
els. There is much controversy over how to understand this case. For a full ac-
count, see Wright 1983 and references therein. It seems clear that the tone change
must trigger the vowel change, rather than the reverse, since with other vowels the
tone change is found even when the vowels are invariant. However, synchroni-
cally the correspondence between pitch and vowel height is murky: the ‘low’
tones include 242 and the ‘high’ tones include 22.

A second case is to be found in Cantonese. In syllables closed by stop conso-
nants, there is a correlation between vowel quality and tone (Yue-Hashimoto
1972). The low [3] tone occurs with all vowel types, but the high [5] and mid [4]
tones occur with lax and tense vowels respectively. The distinction may be one of
tenseness or of length, since the lax vowels are shorter than the tense vowels:

(19) a. Higher tone, short lax vowel b. Lower tone, long tense vowel
sek5  ‘know’ yiip4  ‘leaf’
sapS  ‘wet’ saitd  “kill’

This sort of interaction between vowel tenseness and tone can be seen phoneti-
cally in languages like Madurese (Trigo 1991), where the so-called ‘chest
register’ vowels seem to be ATR (tense), and also lower in pitch. For further read-
ing on vowel quality and tone interactions, see Dimmendaal and Breedveld 1986.

2.7  Consonant types and tone

It is not only vowels that may interact with tone. The most common way
in which consonants interact is that voiced obstruents are often associated with
low tone. In some languages, such as Ewe, the connection extends at least to some
degree to all voiced consonants, even including sonorants (see Smith 1968 for full
details), whereas in others, such as historically in Punjabi, it involves only a sub-
set of the voiced obstruents, those with breathy voice.

We have seen that a connection between obstruent voicing and low tone is ar-
ticulatorily unsurprising, and in the next section we shall see that historically it
has been extremely common. Synchronically, too, it is not unusual. Nearly al-
ways, consonants affect tones rather than the reverse, and in African languages
this is quite common. Voiced consonants often cause lowering of neighbouring
tones. Such consonants are called depressor consonants. For example, in Suma

Ji

(Gbaya, Bradshaw 1999), imperfective verbs have H tone: é¢ ‘leave behind’ kiri
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‘look for’, but if the verb begins with a voiced obstruent it has a LH rising tone:
biist ‘be bland’. The lowering effects can show up in various ways in addition to
straightforward lowering. Sometimes depressors cause downstep (see chapter
six), or they may repel H tones, as in Siswati (Bradshaw 1999: 26ff.), where H
tones, which are usually in antepenultimate position as in (20a), shift rightwards
away from a depressor consonant, /z/, as in (20b).

(20) a. kulimisaana ‘to cause to plough for each other’

b. kucabuzeldana ‘to kiss each other for’

Depressors may also block H tone movement or spread. In Siswati, again, the right-
ward shift we have just seen cannot cross over another depressor, such as /d/, so the
H shifts over only locally within the syllable, creating a rise: lidddaana ‘little duck’.

Although rare, there seem to be some cases where tones affect consonant voic-
ing. In Wuyi, for example, higher tones have voiceless onsets and lower tones
have voiced onsets (Yip 1995, from Duanmu 1990, Bao 1990). If a higher tone
spreads across a voiced onset, it causes de-voicing: /sa24-vuo31/ — [sa24 fuo53]
‘raw meal’. This kind of example is especially striking because the effects of the
tone overwhelm the cross-linguistically more common phenomenon of intervo-
calic voicing. Perhaps the clearest example is that of Jabem (Melanesian, Poser
1981), where the person prefixes are underlyingly high toned, but in the second
conjugation a low-toned root spreads its tone leftwards into the prefixal syllable,
not only causing the vowel to become low, but also voicing the onset consonant:
/ka-win/ — [gawin] ‘accompany, 1sg. realis’.

Schuh (1978) gives a few other cases of tone affecting consonants, including
this interesting one from Jingpho. A morphological process of gemination is ac-
companied by voicing after a low tone, but not after a high tone:

21 yak  “difficult’ yaggai ‘it is difficult’
cat ‘tight’ cattai ‘it is tight’

However, the low-toned vowels in Jingpho are breathy, so the voicing may be
caused by the (possibly secondary) breathiness rather than by the low tone itself.
Thurgood (1980) argues that all cases of tones apparently affecting consonants are
actually cases where the vowels differ not only in tone but also in phonation type.

Apart from this widespread interaction between voicing and tone, we find some
interaction between other laryngeal properties such as aspiration and glottalization
and tone. In most such cases, the laryngeal qualities are located on the vowel, as
discussed in section 2.6. Cases in which truly consonantal aspiration or glottaliza-
tion interact with tone are largely limited to historical cases, and I will postpone
their discussion till the next section. One of the few synchronic cases is Seoul
Korean (Jun 1998). Korean is not a lexical tone language, but accentual phrases
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have their own tonal melody which is either (LHLH) or (HHLH). The choice of H
or L at the start of the phrase depends on the laryngeal features of the phrase-initial
segment. If it is either aspirated or tense, the phrase begins H. Otherwise, it begins
L. The class of H-inducing consonants is the [+ stiff vocal cords] class in the Halle
and Stevens system of laryngeal features, as we shall see in the next chapter.

2.8  Tonogenesis: the birth of tones

To speakers of a non-tonal language, tones seem to be a rather baroque
complication: why should speakers pay such close attention to the pitch of a
word? There are in fact well-understood phonetic underpinnings for the develop-
ment of tonal contrasts: see Hombert ez al. 1979 for an excellent review. However,
an understanding of the phonetic principles is not sufficient. When we study a
modern tone language it is not always possible to reconstruct its history, but there
are enough cases in which it can be done to enable us to make some general state-
ments about where tones come from. The usual source of evidence is comparative
data from closely related languages. For example, if a group of non-tonal
languages contrasts [ta] and [da], and one tonal language in their midst instead
contrasts [t4] and [ta] on the same pair of lexical items, we may suppose that the
tonal contrast on the vowels has arisen out of the loss of a prior voicing contrast
on the onsets. In the real world the data are not usually quite as clear cut, but
nonetheless general patterns can be discerned.

Pitch differences are of course present in all languages, but if the language is
non-tonal they are not contrastive, and not perceived by the speaker/listener.
When a language becomes tonal the pitch differences come to the fore, taking on
a contrastive role. The best-known source of tonal contrast is a voicing contrast
in obstruents. Voiced obstruents are known to lower the pitch of the following
vowel (Hombert 1978, Maddieson 1997), and voiceless obstruents may even
raise it. There are various reasons for this. Voicing in obstruents is associated
with slacker vocal folds, and a lowered larynx. Both these tend to lower pitch, at
least at the start of the following vowel. Voiceless obstruents seem to have tenser
vocal folds, and thus tend to raise the pitch on the following vowel. If the conso-
nants lose their voicing contrast over time, the pitch difference may persist, and
the burden of contrast is then shifted from a voicing contrast in the consonant to
a tone contrast in the vowel. In Kammu, a Mon-Khmer language of Cambodia
(Svantesson 1983, Dell 1985), the southern dialects have a contrast in onset voic-
ing on obstruents, but the northern dialects have lost the voiced set and instead
they contrast a H tone where the north has a voiceless onset, and a L tone where
the north has a voiced one:
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22) Kammu dialects
South North
klaan klaan ‘eagle’
glaag klaan ‘stone’

If a language is already tonal from some other source, such as final consonants
(see (23)), this change may double the number of tones. For example, in
Cantonese Chinese we see a six-tone system arising out of a three-tone system
as the result of the influence of the historically voiced onsets, all now voiceless.
Stop-final syllables underwent a secondary split probably related to vowel
tenseness, and are excluded from the following table. These examples are re-
constructed by Karlgren (1966) as having voiceless onsets (top row), and voiced
onsets (bottom row) respectively.

(23) Cantonese tonal split
Historically voiceless onsets  si53/55 si35 seid4
‘govern’ ‘excrement’ ‘four’
Historically voiced onsets ts"i21 ts"i24 si33
‘word’ ‘rely on’ ‘serve’

This type of change is extremely widespread throughout East and South-East Asia,
as documented in pioneering work by Haudricourt (1954) and Matisoff (1973).
The intermediate stages in the development of tone can often be observed in related
languages. For example, in Shanghai Chinese there is still a voicing contrast in the
obstruents, and these consonants are followed by breathy voiced vowels with lower
tones. The tonal contrasts have appeared, but the voicing contrast on the onsets has
not yet disappeared. Two further points should be made. First, cross-linguistically
the tonal effect is usually caused by the initial consonant (with Jingpho as a possi-
ble exception; see Hombert 1978), but the languages in question usually had no
voiced obstruent codas at the stage when tonogenesis is thought to have taken
place, so this apparent asymmetry may be less significant than at first appears. Sec-
ond, there are some languages that reverse the usual and phonetically expected
connection between voicing and low tone, having higher tones after historically
voiced consonants. For example, Shan has the following tones:

24) Shan tonal split
Historically voiceless or glottalized onsets 334 11 22
Historically voiced onsets 55 22 44

Kingston and Solnit (1989) discuss various possible explanations for this. One
option is that the original tonal split had lower tones after voiced stops, and the
inversion was a later development. They point out that the problem with this idea
is that some languages show the inversion at a stage when consonants still
preserve their original laryngeal contrasts. Their proposal instead requires a
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language-specific assignment of tonal features to consonants, itself a rather prob-
lematic idea, as we shall see when we discuss tonal features in the next chapter.

There is some reason to think that voicing alone may not be sufficient for the
emergence of a tonal contrast. If a language has more than one voiced series, they
do not necessarily all result in low tone reflexes. For example, in Punjabi (Bahl
1957, Chatterji 1969), only the historically voiced aspirates lowered the tone,
whereas plain voiced stops grouped with the voiceless stops. Interestingly, the ef-
fect is not only passed on to the following vowel, but also affects the preceding
one. In what follows reconstructed historical forms are shown with a preceding
asterisk. For example, *bfiukh > pukh24, where the pre-vocalic voiced aspirated
[bA] has depressed the start of the tone, creating a rise. Conversely, in *baddfa
> badda53, the post-vocalic voiced aspirate [dfi] has depressed the end of the
tone, creating a fall. Historically, in Thai (Li 1977) plain voiced stops caused
lowering, but pre-glottalized voiced stops did not. In many African languages to-
day, such as Zulu, voiced implosives (which are glottalized) do not lower pitch,
but plain voiced consonants do. A further area of variation is the behaviour of
voiced sonorants, which in some languages pattern with voiced obstruents but in
others with voiceless ones.

Tones have arisen from other laryngeal contrasts in consonants, but the
effects of voiceless aspiration and glottalization on obstruents are not nearly as
consistent as those of voicing. There is often claimed to be a tendency for voice-
less aspirated stops to give rise to higher tones than unaspirated stops, but while
this has happened in some languages in others the reverse is the case. Haudri-
court (1972) and Kingston and Solnit (1989) discuss languages which have
three-way tonal splits caused by onset laryngeal contrasts. Plain voiced stops
form one category, as discussed earlier, and the two other categories are typi-
cally voiceless aspirated stops and glottalized stops. The plain voiceless stops
usually group with the glottalized series. The picture is confused. In some cases
the aspirated series are higher (as in the Karen language Palaychi), in other
cases the glottalized series are higher (as in Renli Kam). In (25) I use the labi-
als to represent the entire laryngeal series.

(25) Palaychi: aspirates higher Renli Kam: glottalized higher

*ph 552 *p, b 55 324 53
*p, ¥ 227 *ph 35 213 453
*b 21 *b 11 21 31

The possible explanations here are parallel to those proposed for the behaviour of
voiced consonants in apparently raising or lowering tones. Finally, one relatively
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clear development is the influence of post-vocalic glottal stop and [h]. Glottal stop
raised the end of the tone, leaving a rise, whereas [h] lowered it, leaving a fall. See
Haudricourt 1954.

We have seen that tones may be not only level, but also contoured (rising or
falling), and one can also ask about the origins of these differences in shape. In
many ways one might expect the influence of consonants to be relatively local, in
which case they would create rising and falling tones by depressing or raising the
pitch only at the start of the following vowel. In fact, although the greatest pertur-
bation in pitch caused by onset voicing is certainly at the start of the vowel, in (as
yet!) non-tonal languages like English the pitch of the vowel after a voiced con-
sonant is still significantly lower 100 ms into the vowel (Hombert et al. 1979). In
languages with breathy voiced onsets, Edmondson (1992) finds that the breathy
phonation continues through up to 50 per cent of the following vowel. In tonal
languages like Thai, the perturbation is more local, which obviously aids in re-
taining contrastive tone on the remainder of the vowel. Historically, the effects of
a voiced consonant may either be to lower the entire tone (Cantonese), or to per-
turb only the start and thus create a contour (Punjabi).

Although the details are murky, the overall picture is clear enough: tonal con-
trasts developed from the loss of laryngeal distinctions, particularly voicing, in the
surrounding consonants. This does not mean that modern tone languages cannot
also have a voicing contrast, and indeed many do. There could be many reasons
for this: for example, the voicing contrast may have re-emerged after tonogenesis
took place, or tones may have arisen from an aspiration contrast instead. Often we
do not know: the tones developed too long ago for us to do more than speculate.
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Having described the range of tonal contrasts in the previous chapter, this
chapter proposes a feature system for capturing all and only the observed inven-
tories. A good feature system has several desiderata, which are outlined in section
3.1. The following sections deal first with how to represent the number of levels.
Since the clearly described systems have no more than a four-way contrast, the
system will be based on two binary features, Register and Pitch. How to handle
five-tone systems if they exist will also be covered. Next we move on to how to
deal with contour tones, and conclude that they should be analysed as sequences
of level tones. The reasons for choosing this over a unitary contour alternative will
be explained and discussed. This section will be followed by a section on the geo-
metric relation between Register and Pitch (comparing the approaches of, among
others, Bao, Clements, Duanmu, Hyman, and Yip), and what sort of data bear on
the choice. The penultimate section asks whether tonal features are entirely dis-
joint from segmental features, focussing mainly on Laryngeal features, but with
some discussion of Pharyngeal and Tongue Root features. The chapter will end
with the question of whether features are binary or unary, and how we deal with
unmarked tones.

3.1 Desiderata for a feature system

It has been known for years that the smallest units of phonological struc-
ture are not phonemes, or indeed ‘individual sounds’ (if such things exist), but the
properties that make up those sounds, stated in terms of distinctive features (or
elements in Government Phonology, see Harris 1990). The syllable [pa] is repre-
sented as two sounds [p] and [a], but [p] is just a symbol for a voiceless stop conso-
nant articulated with the lips, and [a] is just a symbol for a low, back, unrounded
vowel. In binary SPE feature terms, [p] is [+anterior, —coronal, —cont, —voice], and
[a] is [+]ow, +back, —round]. The properties themselves may need more than one
feature to pin them down. For example, labials are traditionally described by the two
features [+anterior, —coronal]. Mid vowels are described as [-high, —low]. If the
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contrast implicit in the description of the sound is a two-way contrast, such as
voiced vs. voiceless, then a single binary feature [+/—voice] will do the job. If the
contrast is multi-valued, such as vowel height, which must distinguish at least high
vs. mid vs. low, then two or more features will be needed. In the case of vowel
height, the usual practice is to assume the following system, with two features giv-
ing three heights.

(D) High vowels [+high], [-low]
Mid vowels: [-high], [-low]
Low vowels: [-high], [+1low]
impossible: [+high], [+low]

This system predicts a number of things. First, it limits the number of purely
height contrasts to three (although other features, such as ATR, can add to the
number of phonetic vowel heights). Second, it predicts certain natural classes of
vowels. The [-high] class includes mid and low vowels, and the [-low] class in-
cludes high and mid vowels. There is no class of high and low vowels only, ex-
cluding mid vowels (unless we allow statements such as [ high, —alow], the class
of vowels with opposite values of plus and minus for the features [high] and
[low]). The system also makes stating certain types of changes simple, and others
difficult or impossible. For example, one cannot easily state a rule which moves
each vowel up one notch, since when a low vowel raises to mid, the feature [low]
changes, whereas when a mid vowel raises to high, the feature [high] changes.
(This made formulating the Great English Vowel Shift very difficult!)

Tones, too, are properties of sounds, and we will need to discover the right sys-
tem of features to explain tonal inventories and tonal behaviour. There is no prima
facie reason why tone height and vowel height should have closely similar feature
systems, although they could. Note that the word ‘height’, used for both vowels
and tone, actually refers to quite different things. In the case of tones, it refers to
the acoustic entity, fundamental frequency, but in the case of vowels, it refers to
the articulatory position of the tongue body in the oral cavity. We can thus use the
vowel height analogy as a useful starting point, but not one that will necessarily
turn out to be suitable for tone.

The desiderata for a feature system for tone include the following:

2) Design criteria for a feature system for tone

. Characterize all and only the numbers of level tone contrasts.

. Characterize contour tones, and their relationship to level tones.

. Characterize all and only the numbers of contour tone contrasts.

. Allow for simple statements of common tonal alternations.

. Allow for simple statements about tonal markedness.
Characterize the relationship between tonal and non-tonal features, partic-
ularly laryngeal features, both synchronically and historically.

-0 o0 o
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Table 3.1. Some specific criteria for a tonal feature system

General criteria Specifics

a. Number of level tones e at least four, possibly five

b. Contour tones rising, falling, convex, concave

¢ sometimes result of combining two or more levels
c. Contour tone contrasts ® two, possibly three, of a given shape
d. Common alternations e assimilation, dissimilation, contour formation and
simplification, downstep
e. Tonal markedness ¢ In a two-tone system, low is usually unmarked

¢ In a three-tone system, mid is usually unmarked
Level tones are less marked than contours

f. Tonal and laryngeal features ¢ Low tone associated with voicing, and especially
breathiness
¢ High tone associated with voicelessness

As a reminder of the previous chapter’s more robust findings, and in some cases
as a preview of things to come in later chapters, we can make some of these goals
more explicit in Table 3.1.

There have been a number of attempts over the years at achieving these goals,
none of them as yet perfect, and I begin with a review of earlier proposals. The
majority have been based on research on Asian tonal systems, with African sys-
tems getting relatively little attention until the work of Hyman (1979, 1986,
1993). The reasons for this are clear. Just as we would not design a feature system
for vowel height on the basis of a language with only [i, u, a], we cannot design a
feature system for tone height on the basis of languages with only a two-way con-
trast such as we find in a large number of African languages. In such cases, there
are really only two options. Either there is a single binary feature for tone, such as
[+/-high], or there is one unary, privative feature, say High, and low syllables are
unspecified for tone. It is only when we look at systems with large numbers of
level and contour tones that we know that a single binary feature is not sufficient
for all languages. Languages with the requisite rich tonal inventories are much
more common in Asia and Central America, and of the two, Asia has been better
studied, at least until recently. There is one less obvious reason, too. African tone
languages tend to have rich morphology and very mobile tones, as we shall see, so
tonologists focussing on Africa devoted most of their attention to understanding
how tones ended up where they did, and kept very busy doing so. Asian tone
languages often show relatively static tones, so tonologists working on those
languages paid more attention to characterizing the dazzlingly complex tonal in-
ventories in featural terms. There was also a long tradition of historical work on
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tonogenesis that provided a rich array of data bearing on one of our criteria, the
relationship between tonal and laryngeal features.

I will start with the most basic question: what feature system do we need to
characterize the number of contrasting level tones?

3.2 Numbers of level tones

3.2.1 Four levels

We have seen that it is certainly necessary to distinguish four levels,
and perhaps five. Wang (1967) and Woo (1969) both propose systems for five
levels, using three binary features. Three features can in principle be combined
in eight ways, so the features had to be carefully defined. For example, Woo
used [high tone] and [low tone] in a way analogous to [high] and [low] for
vowel height to define three levels [55, 33, 11], then added a feature [modify]
which could regulate the extreme tones in the system, making them less ex-
treme [44, 22].

3) Woo's feature system:
55 44 33 22 11
high tone + + - - -
low tone - - - + +
modify - + - + -

One advantage of this system is that any language with less than four tones can
be assumed not to make use of the feature [modify]. On the other hand, the
many four-tone languages are slightly surprising, since they do require the fea-
ture [modify], but it apparently only combines with one of the two extreme
tones, not both.

Most later researchers have concentrated on four-tone languages as being the
upper limit most solidly motivated by the data. Four tones would suggest two fea-
tures, each binary, but this gives rise to a problem: the combination [+high tone,
+low tone] makes no sense, and thus the two binary features only define three
levels, just like the features for vowel height. But there is a way to use only two
features to define four tones, and this move was first made in Yip 1980a. In vari-
ous guises it is now the most widely used feature system for level tones. Yip pro-
poses that one feature, [+/-Upper], called a ‘Register’ feature, divides the pitch
range of the voice into two halves. A second feature, [+/-high], referred to some-
what confusingly as a “Tone’ feature, sub-divides each register into two again, cre-
ating four tones. All four combinations of these features are entirely interpretable,
as follows:
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) +Upper +high 55  extra-high
“high 44  high

-Upper +high 33 mid
-high 11 low

This system has some surprising qualities. One of the most striking is that it
defines discontinuous natural classes: the [+high] tones are non-adjacent in the
pitch space, as are the [-high] tones. Astonishingly, there is some evidence that
this is correct. Odden (1995) gives an Ewe example from Clements 1978, in
which a mid is claimed to become extra-high (not high) when surrounded by
high tones. If we have the tonal system in (4), where extra-high is [+ Upper,
+high], high is [+ Upper, —high], and mid is [-Upper, +high], then the change
from mid to extra-high is a change from [-Upper] to [+ Upper] as a result of
spreading the [+Upper] of the surrounding high tones onto the mid. The
[+high] feature of the underlying mid tone remains unaffected. The diagram be-
low shows this in action, with the centre syllable undergoing raising from mid
to extra-high.

) +U -U +U
M~z

o) c O HMH—HXHH

[
-h +h -h

A second interesting property of the system in (4) is that the treatment of the
middle tone in a three-tone system is often underdetermined. It could be either
[+ Upper, —high] or [-Upper, +high], on the assumption that [-high] means ‘at the
lowest pitch of the register’, and [+high] means ‘at the highest pitch of the regis-
ter’. This again seems to be correct, but the best cases depend on an understanding
of contour tones, so I will defer presentation of the data until section 3.3.1.

The register model has been widely adopted, with some refinements. Pulley-
blank (1986) renames the Tone feature [high] as [raised]. Clements (1981),
Snider (1990), and Hyman (1993) use unary H and L, not binary [+/-high].
Although these latter three authors differ in many details, some of them impor-
tant, they have in common the use of the same feature for both Register and
Tone, arranged in a hierarchical structure so that they are interpreted differ-
ently depending on whether they are on a superordinate node, called a Tonal
Root Node, in which case they denote Register, or on a subordinate node,
called a Tonal Node, in which case they denote Tone. We will return to this is-
sue in detail below in section 3.2.3 and again in section 3.4, when we discuss
the geometry of tonal features. Lastly, Duanmu (1990) and Bao (1990, 1999)



44 Tonal features

both identify the tonal features completely with particular laryngeal features.
We will return to this in section 3.5.

3.2.2 Afifth level

Some of these models can be more easily extended than others if it turns
out that five levels must be accommodated. One rather general move is available
to all theories: allow for the option of a completely unmarked tone in addition to
the four defined levels. This unmarked tone then either receives a different pho-
netic value from the other four tones, or its pitch is contextually determined (and
thus variable). If we want to define a featurally specified fifth level, the hierarchi-
cal models, such as Clements’ and Hyman’s, could add further levels of structure,
but the non-hierarchical models will need an additional feature along the lines of
Woo’s [modify]. Five or more phonetic levels are certainly needed, but this is not
necessarily a problem (any more than it is for vowel height). First, other features
could cross-cut the purely tonal ones and have consequences for phonetic pitch.
For example, if tonal features and laryngeal features are distinct, then a vowel
could be specified for both low tone and glottalization, and this vowel could be
phonetically lower than a low-toned vowel with no glottalization. The analogy
here would be the interaction of vowel height features and ATR, resulting in a
greater number of surface vowel height contrasts than that provided for by the
height features alone:

(6) [+high] [+ATR] i
[-ATR] 1

[~high, —low] [+ATR] e

[-ATR] €

[+1low] ®

Secondly, it is commonly suggested that, although phonological representa-
tions are binary, phonetic realizations are n-ary. It is entirely possible, then,
that a tonal specification could be translated into a different n-ary value de-
pending on context, such as the voicing of surrounding consonants. There has
been one recent attempt to make the phonological feature system n-ary, Tsay
1994. Tsay posits a single feature, called [P] for pitch, which may have any
value from one to infinity, constrained only by extra-linguistic factors. For ex-
ample, a three-tone system has [1P], [2P], and [3P], where 1 is the lowest. A
five-tone system is then [1P], [2P], [3P], [4P], [5P]. The first problem is that
there is no upper bound to the number of tones. The second problem with this
system is that it defines no natural classes defined solely in terms of tone.
Consider a simple assimilation in Yala (Nigeria; Bao 1999, using data from
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Armstrong 1968). In Yala, H becomes M after M or L. If M and L are both
[-Upper], this is simply explained as the spreading of [-Upper] in a binary
Register system, but for Tsay the conditioning environment of M and L must be
simply the list [1-2P].

3.2.3 An infinite number of levels?

Feature systems are usually assumed to assign absolute properties to a seg-
ment. For example, a vowel is a high vowel or a low vowel, and it may or may not
be higher or lower than the neighbouring vowels: it depends on the neighbouring
vowels’ own absolute specifications. For features that are articulatorily based, this is
inevitable; [+high] in vowels specifies the position of the tongue body. For tones,
things could be different. A lexically high-toned vowel has a tone that is greatly in-
fluenced by its surroundings, the particular speaker’s voice, and so on. One person’s
high tone could be another person’s low tone. In African languages the phenomenon
of downstep lowers high tones iteratively, and a high tone late in the utterance can
be as low as or lower than a low tone early in the utterance. Obviously a set of fea-
tures designed to distinguish exactly four levels cannot deal with the potentially
infinite number of levels in a series of downsteps like in this Igbo sentence from
Pulleyblank 1986, which shows six different levels. I have inserted down-arrows to
show where the register lowers under the influence of the preceding L tone.

@) o nwere akd na  Gcheé ‘she was clever and sensible’

H LLLJHL/HL

For this reason some people such as Clark (1978) have proposed features that
effect a change in pitch relative to the preceding pitch, rather than assigning an ab-
solute value. Hyman (1993) uses H and L tones at two levels in a geometric struc-
ture. At the higher structural level, called the Tonal Root node, H and L define
Register, but not in the same way as the [+ U] and [-U] of Yip. Instead, a L at the
Register level lowers the register relative to the previous tone, and if a second
Register-level L occurs later in the utterance it will further lower the register. This
is exactly what Hyman wants for downstep, and will provide for an infinite num-
ber of phonetic levels, but it does not provide for four invariant levels that can
occur in sequence without iterative lowering or raising. In comparing the two
models, keep in mind that Yip’s [+ U] and [-U] are roughly equivalent to Hyman’s
H and L on the Tonal Root Node, whereas Yip’s [+h] and [-h] are equivalent to
Hyman’s H and L on the Tonal Node.
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®) Sequence of H L L register syllables in two different models
a. Yip 1980a
+U -U -U Phonetic interpretation;
| | ] HML
[¢) g g
| [
+h +h +h
b. Hyman 1993
o o o Phonetic interpretation:
HIH H

I | |
0 o o Tonal Root Node
/) 0 o Tonal Node
I | |
HH L HLH
The low register syllables (with [-U] or L on the Tonal Root Node) are realized as
invariant in Yip’s model, but steadily declining in Hyman’s.
A further issue that arises with respect to downstep is whether a downstepped
high tone is to be identified with a mid tone. Hyman’s 1993 feature system al-
lows one to keep them distinct, because a L and H under the same Tonal Node

merge into Mid, whereas a L under the higher Tonal Root Node lowers the over-
all register.

) Mid: o
(l) Tonal Root Node

/‘0 Tonal Node

L H H

Hyman argues that Yala Ikom motivates this distinction, but other languages do
not; see Snider 1999 for evidence that in Bimoba (Gur) mid and downstepped H
are identical. For a more thorough discussion of some approaches to downstep,
see chapter six.

So where does this leave us? One possibility is that the interpretation of ‘regis-
ter’ is language specific, held constant in some languages but shifting steadily
downwards in others. Another possibility is that Yip’s and Hyman’s ‘registers’ are
quite different things, in which case they could co-exist, so that Yip’s features
could be used to denote four constant levels, and Hyman’s register could be over-
laid on this to achieve downstep. The rarity of downstep in languages with more
than two level tones could be attributed to some extra-linguistic perceptual
factors. In this book, I will often, in common with most phonologists, duck the
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issue of tonal features and couch my analyses in terms of atomic tones H, M, and
L, but ultimately the reader should bear in mind that these are shorthand for some
set of tonal features yet to be authoritatively determined.

We now move on to looking at contour tones, using Yip’s model for four levels
as our starting point.

3.3 Contours

The most fundamental question about contour tones is whether they are
single curves whose crucial feature is their rise or fall, or whether they are se-
quences of level tones realized on a single segment, and the contour is simply the
inevitable by-product of the transition from low to high or vice-versa. Both posi-
tions have been espoused by phonologists (see Wang 1967, Woo 1969, Yip 1980a,
Yip 1989), but a great weight of evidence has built up in favour of the latter posi-
tion. We begin by looking at some of this evidence.

3.3.1  Evidence for contours as sequences of level tones

It has been known for a long time that some contour tones have a very
transparent origin in sequences of level tones. Consider a language with vowel
deletion. In Hausa (Newman 1995, Jagger 2001), some words have two
variants, bisyllabic and monosyllabic. If the bisyllabic word is HL, then the
monosyllable has a fall. If the fall is simply a HL on a single vowel, then
we can understand this as vowel deletion, with retention and reassociation of
the remaining tone:

(10) maka ‘to you’

mata ‘to her’

/oy s .
masa tohim’ or mar
mini ‘tome’  or min

For a rather different sort of example, consider Yoruba (Akinlabi and Liberman
2000b). As in many Benue-Congo languages, bisyllabic words never surface with
H on one syllable and L on the other. Instead, the transition from one tone to the
other shifts to half-way through the second syllable, so that the surface pattern is
either [H HL] or [L LH], with a contour on the second syllable: /ala/ ‘dream’ —
[Al4]; /rard/ ‘elegy’ — [rara]. If the contour is viewed as a sequence of level tones,
this is simply tone spreading from the first syllable onto the second.

A similar case with an interesting twist is found in Gao’an Chinese (Chen 2000:
78). Here the tone of the second syllable spreads back onto the first, creating a
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contour, but we can clearly see that it is only the Tone feature [-high] that spreads,
and not the register feature [Upper]. This is because the result of spreading from a
low tone, [11], onto a preceding [55] is not [51], but [53], where the original reg-
ister of the first syllable, [+ Upper], is unchanged, and the syllable now has the
sequence of tone features [+high, —high], giving a fall. The data are as follows;
the Register feature [+Upper] is abbreviated as uppercase H, and the Tone fea-
tures are abbreviated as [h, 1].

(11) Gao’an leftward spreading of [-high]
song tei ‘bi-seasonal’ tei han ‘egg
55.33 —» 53.33 55.11 —» 53.11

s

In rule terms, these changes can be successively abbreviated as follows:

(12) a. 55 > 53 / 33 and 11
[H, h]  [H, hl] [H, 1] [L, 1]
b. [H, h] — [H, hl]/ 1
C. o o
™~
hoo1

These Gao’an data thus provide evidence both for contours as sequences of levels,
and for the particular feature system argued for above.

Some further evidence for contours as sequences comes from tonal affixes. Re-
turning to Hausa, the definite article is a suffixal nasal, with a low tone which sur-
faces on the preceding vowel. If this vowel is underlyingly high, a falling contour
results: /gidaa-h/ ‘house-the’ [gidan]. (The vowel shortening is required to avoid a
super-heavy syllable.)

For my last piece of evidence, I look at tones that cannot be shown to arise by
concatenation of level tones, but that nonetheless appear to be decomposable to
the native speaker. In modern Cantonese songs with several stanzas (Chan 1987),
each line has requirements on the tones that can occur on each syllable. The first
line of one song must have the following tones in each stanza: 13 and 33 are in-
terchangeable, as are 35 and 55.

(13) o, 0, O3 Oy a5 O g g
22 11 22 13/33 35/55 35/55 13/33 35/55

The pairs 13/33 and 35/55 are clearly paired because they share an end-point. In
other words, the speaker (or the singer!) is aware that the two contour tones 13 and
35 end with a tone that is the same as a level 33 or 55 respectively.

If contours are composed of levels, the representation of a tone would look some-
thing like this, with two (or more) tones associated with one syllable (or perhaps
vowel or mora).
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(14) 530 13 o
/\ VAN
HM LM

More precisely, the tones would be feature matrices:

(15) 53 o 13 o
VAN /\

[+U] [+U] [-U][-U]

[+h] [-h] [-h][+h]

Notice, interestingly, that the pitch of the endpoint of the [53] fall, featurally
[+Upper, —high], is the same as the pitch of the endpoint of the [13] rise, featu-
rally [-Upper, +high]. This is entirely typical, and confirms the speculation in
section 3.1 that mid-tones are featurally ambiguous, being either the lowest tone
of the upper register, or the highest tone of the lower register.

One striking fact about contour tones is that there aren’t as many of them as one
might expect there to be. If a feature system can distinguish four levels, and if con-
tours are the result of concatenating four levels, then one might expect to find six
underlying falls and six underlying rises, a point first made by Pike (1948). In
Chinese languages, underlying contours seem typically to remain within either
the upper or the lower half of the pitch range, so formally we may capture this by
suggesting that underlyingly a syllable may not have more than one occurrence of
the feature [Upper], but it may have more than one occurrence of the feature
[high]. Thus we can replace (15) with (16):

(16) 53 [+Upper] 13 [-Upper]
| |

g g

AN N\
(+h] [-h] (=h] [+h]

Derived contours, on the other hand, are clusters of two tones formed by reasso-
ciation of stranded tones. They may thus be composed of any two levels. In
African languages, in fact, contours tend to fall from the top to the bottom of the
pitch range (Akinlabi personal communication), as one might expect if they are
formed by the concatenation of the H and the L of a two-tone system.

The reasons for supposing that the tones are represented on their own separate
tier, linked to the syllable by association lines, will be discussed in the next chap-
ter. For now, note that a perfectly reasonable alternative would be to treat tonal
features on a par with segmental features like Place, or vowel height, so that high-
toned [4] would be:

(17) [+1low, +back, —round, +Upper, +high tone]
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However, when a vowel has two sets of tone features, as we need for contour tones,
this option starts to look a bit tricky, although there are segmental precedents, such
as the representation of affricates as being sequentially [-cont, +cont].

3.3.2 Evidence for contours as units

Given the extensive evidence for the view that contours are sequences of
levels, one might wonder why any voices would ever be raised in support of a uni-
tary analysis of contour. There are three reasons. Firstly, there are many languages
that lack clear evidence (or indeed any evidence at all!) for decomposing contours
into levels. Looked at in isolation, the question is thus an open one for the linguist
working on such languages, and this includes many Asian languages with rich
contour systems. However, for the theoretical linguist committed to universal
grammar, if contours in one language are sequences they are presumably
sequences in all languages, in the absence of evidence to the contrary. It is not that
a typological difference cannot exist, it is just that the burden of proof is on those
who wish to complicate universal grammar by allowing not just one but two sorts
of contour tones.

The second reason relates to the overall inventories. If contours are com-
posed of levels, we would expect that they would be composed of the exact
levels used on their own in that language. If a language has [H, L], we would
expect contours like [LH] and [HL], but not [MH] or [ML], since M is not part
of the level tone system in that language. Pike (1948) used this as a major di-
agnostic to distinguish between languages with contours that are composed of
levels, and ones where they are not. In the first category he put languages like
Mixteco. Mixteco has three levels, and long vowels may have level or contour
tones. The end-points of the contour tones can be clearly identified with the
three level tones of the system. Four of the six logical combinations occur in
monomorphemic forms:

(18) Mixteco contour tones
HM k&a ‘climbing’ MH -
ML koo ‘snake’ LM kaa ‘metal’
HL nia ‘mother’ LH -

In Pike’s second category of tone languages he puts those with contours whose
endpoints cannot be identified with the level tonemes of the system. For example,
Mandarin Chinese has a [35] rising tone, but no [33] level tone. He also points out
that ‘the basic tonemic unit is gliding instead of level’ I take this to mean that in
such languages a morpheme is at least as likely to have a contour as a level tone,
and indeed in many cases more likely. The Mandarin inventory, for example,
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includes only one clearly level tone, the high level tone, but it has a fall, a rise, and
falling-rising tone (although this last may be phonologically level). Lastly, Pike
says that in such languages the contours behave morphologically like units, being
monomorphemic.

The third reason for questioning whether all contours are composed of levels is
that in some languages contours really do seem to behave phonologically like in-
divisible units. Newman points out that contours are avoided in many languages,
and rising tones are particularly scarce — recall that Hausa has falls but no rises. If
contours are just sequences of level primitives, we can describe a level-tone-only
language as one that never allows two tones on a single syllable or vowel, but it is
harder to explain why HL (i.e. a fall) on one vowel should be fine, but LH (i.e. a
rise) on one vowel should be out. If we can refer explicitly to the notions ‘rise’ and
‘fall’, there is no particular problem, and we can then draw directly for our expla-
nation on our knowledge of phonetics, which tells us that rises are quite generally
harder to produce, and take longer than falls. The phonetic basis of this restriction
is confirmed by the fact that some languages rule out rises even on long vowels,
while allowing falls.

More strikingly, in some languages contours seem to copy or spread as units.
Changzhi has a diminutive suffix /ta(?)/, with no tone of its own. It acquires its
tone by the copying or spreading of the entire complex tone of the preceding root
(but see Duanmu 1994 for a dissenting view):

(19) Changzhi whole tone copying

ts9213 ta213 ‘cart’
pan535 ta535 ‘board’
x&e24 ta?24 ‘child’
cian53 to?53 “fillings’

Identity is also sometimes computed across the entire tone. In Tianjin (Yip
1989) sequences of two identical tones dissimilate. If both have the same contour,
the first one simplifies to level. If both are L, a H is inserted between them. (If both
are H, nothing changes, for reasons that are unclear.)

(20) Tianjin whole tone dissimilation
LH.LH — H.LH
HL.HL — L.HL
LL — LH.L

These data are interesting because they show the possibility not only of
perceiving the contour as a unit, but also of simultaneously accessing its compo-
nent tones. The outputs in (20) satisfy two conditions: (1) the two syllables do
not have identical tones, when viewed holistically, and (2) at the level of the com-
ponent tones, there are no sequences of identical tones either. The Obligatory
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Contour Principle (the OCP, see chapter four), which disallows sequences of
identical tones, is thus satisfied at both the level of the complete tonal contours,
and the level of their component tones.

How then can we explain this schizophrenic behaviour of contour tones? In the
following section we see how the internal feature geometry of the tonal features
can solve the conundrum.

3.4 Feature geometry

In the early 1980s it was suggested that distinctive features were not
just a list, but the terminal nodes in a structured tree. For example, the features
relating to place of articulation formed a constituent called Place, and this
constituent was a phonological entity which could spread, delete, or enter into
identity calculations. For an overview, see Kenstowicz 1994, and for specific
proposals see Halle 1983, Sagey 1986, McCarthy 1988, and Clements and
Hume 1995. In these early works tones were largely ignored. Yip’s original
feature proposal had explored the possibility that tonal features could spread
independently of each other, situating Upper and [high] on different autoseg-
mental tiers (see chapter four on autosegmental phonology), but this left no
way for them to spread as a unit, so that the complete tone spreads. There was
clearly a need for both options, and feature geometry provided the necessary
framework.

Let us start by looking at some possible models. The toughest testing ground is the
representation of contour tones, so I will use a high rising tone which is [+Upper]
Register, here for convenience shown by an upper-case H, and which has the Tone
features [-high][+high], shown here by [1, h].

(21) Models in which the features are entirely independent of each other, and there is
no tonal node dominating them both: Yip 1980a, also Hyman 1993: 81 (8a).
H
|
o
VAN
1 h
(22) Models in which the two features are sisters under a Tonal Node, and each half
of the contour tone is entirely independent: Duanmu 1990, 1994, Clements 1981,
Snider 1990.
o or p ou
VAN [
o o o o Tonal Node
VANAN VANIVAN

H1Hh HIHh
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(23) Models in which the Register feature is the Tonal Node, dominating the Tone fea-
tures: Yip 1989, also Hyman 1993:81 (8d).
o
I
H Tonal Node
VAN
1 h
(24) Models in which Tone features are dominated by a node of their own, called Con-

tour, which is a sister to the Register feature, and where both are dominated by a
Tonal Node: Bao 1990, Snider 1999.

o

I
0 Tonal Node
N\

H Contour
AN
Il h

These models make different predictions about which tonal features can spread in-
dependently, and which can spread together. In all cases the terminal features can
spread independently, but in Yip’s 1989 model in (23) register cannot spread with-
out bringing the contour tone features along with it. The whole tone can only
spread as a unit in the last two models in (23) and (24). The Contour — the property
of being rising or falling — can only spread as a whole, and independent of register,
in the last model, Bao’s model in (24). These differences are tabulated in (25).

(25)

Models Register free | Whole tone able to spread as | Contour able to spread
to spread a unit independent of register
alone
21
22
23
24 v 4 v

Clearly the most powerful model is Bao’s in (24), but it seems that it may well be
necessary. Although it is good analytic practice to adopt the most parsimonious
theory, we must never forget that, no matter how elegant and restrictive a theory
may be, if it cannot account for the range of natural language data it is either
wrong, or only partially right. Let us review some of the relevant evidence that
suggests Bao’s more permissive theory may be correct.
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3.4.1 Evidence for register spread

To find clear evidence of register spread, we must look for a language
with two rises or two falls, and where under the assimilatory influence of an adja-
cent register the rise/fall in one register changes to the rise/fall in the other regis-
ter, without its shape being affected. Clear instances of this are hard to find, and
until recently alternative explanations for the putative cases were available, throw-
ing doubt on the existence of the phenomenon. However, Bao (1999) gives a
persuasive case from Chaozhou Chinese, where the register of the final syllable
determines the register of the initial syllable. The focus here is on the first syllable
in these compounds. The words for ‘goods’ and ‘fire’ in (26) have the same seg-
mental content, but different tones: ‘goods’ is falling but “fire’ is rising. Their con-
tours remain invariant, but their register is determined by the register of the fol-
lowing syllable: in the (a) examples they are [+ Upper], and in the (b) examples
they are [-Upper], with the register spread from the second syllable. The shape of
the second syllable has no effect: in ‘torch’ the second syllable is falling, but the
first syllable persists in being rising.

(26) Inputs to register spreading, after earlier rules have applied

/hue, hl/ ‘goods’ /hue, 1h/ “fire’

a. goods ship fire handle
hue lung ‘cargo ship, freighter’ hue ba ‘torch’
HM.H MH.HM
[+U, hl] [+U, h] [+U, 1h] [+U, hi]

b. goods storage fire arrow
hue ts’ng hue tsi ‘rocket’
ML.L LM.LM
[-U, hl][-U, 1] [-U, 1h] [-U, 1h]

The model in (23), of Yip (1989), cannot accommodate register spreading, and
is thus out of the running. Note also that if, as most Africanists believe, down-
step is a kind of register spreading, it also constitutes counter-evidence to Yip
1989.

3.4.2 Whole tone spreading or copying

In section 3.2 we saw the example of Changzhi affixation, in which the
whole tone of the root was spread or copied onto the suffix, giving words like
[ts9213 t9213] “cart’. This is by no means the only example of a complete tone func-
tioning as a phonological unit. Danyang Chinese associates its tonal melodies to the
edges of longer words as units, and although details of the analyses vary (see Bao
1999 for a useful survey) this central point seems unassailable. I will give one
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further example, from Lalana Chinantec (data from Mugele 1982, analysis from Yip
1989). There is a Tonal Harmony rule which spreads the Low 2 tone and the Falling
31 tone onto a following syllable if the next syllable is stressed. In the following ex-
amples stress is on the final syllable.

27 a. ri31 gwimn2 ‘he goes to sleep’
mi2 ri2 gwiin2 ‘when he goes to sleep’
b. mi2 kin2 ‘he takes care of it’
ri31 mi31 kin2 ‘he will take care of it’

In the (a) examples, we see the spreading of a level [2] tone. The (b) example is
the telling one; here the entire [31] complex spreads, giving [31][31]. Delving a
little deeper here, this rule has more to tell us about features. The two tones that
spread are the two that end on a low tone, a [-high] featurally. All other tones in
the language are high level, or rising of some sort. However, it is not just the
[high] that spreads, and nor is it just the ‘contour’ portion in Bao’s sense. The
register feature must spread too, in order to ensure that the output is a low fall, not
a high fall. There is thus no question that this rule spreads the entire tone.

Only two of the models we started with can accommodate whole tone spread-
ing, and one of those has been eliminated because it fails to allow register spread-
ing. We are left with only one model that can do both, that of Bao (1990, 1999).
Before we conclude that this is the final truth, however, let us recall that Bao’s
model predicts one further possible type of spreading, that of a contour without its
register. In the next section I show that this indeed happens.

3.4.3 Contour spreading

The clearest example here comes from Zhenhai (Chen 2000). In Zhenhai
bisyllables, the tone of the first syllable determines the tone of the compound,
but it shows up not on its own syllable, but on the second syllable, because this
second syllable is stressed, and attracts the tone (a common phenomenon in tonal
languages, as we shall see later). The first syllable receives a default low tone,
[-high]. The interest of the data here lies in the fact that what is attracted to the
stress is not the entire tone, but exactly all and only the Tone features [+/~high],
which in Bao’s approach are dominated by the node Contour. Zhenhai contrasts
two rising tones on the final syllable, a relatively high [+Upper] [334], and a rel-
atively low [-Upper] [24]. Which of these surfaces depends on the register of the
final syllable, combined with a rise that originated on the first syllable. Crucially,
the register of the first syllable does not move with its contour, and is irrelevant to
the outcome on the final syllable, although it does control the pitch of the first
syllable, so that after default [-high] is inserted we get [33] if the first syllable is
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upper register, and [11] if it is lower register. Note that the linear order on the
paper of register and contour within the tonal complex is irrelevant, and the
arrangement here is simply the most typographically perspicuous.

(28) ‘bedroom’

fi kE — fia kE
| I

l
0 0
AN VAN SHAN

o o
Lo oH L o H
NN VAN
1 h hil 1 h = [11.334] after insertion of default [I]

on the first o

I conclude that the powerful model of feature structure suggested by Bao may well
be needed to account for the full range of spreading, copying, and association facts.

3.5  Relationship to laryngeal features

Thus far we have looked at tone features in isolation from segmental fea-
tures, but one of the desiderata for a feature system was that it should allow for a
statement of the known relationships between laryngeal properties and tone, such
as voicing and low tone. With this goal in mind, there have been various attempts
to identify tonal features with laryngeal features, usually by appealing to the
articulatory mechanisms involved. This was very much in line with the overall
bias towards articulatorily based features that strongly influenced distinctive fea-
ture theory from SPE until the end of the twentieth century. The following section
is quite technical, and can be skipped without detriment.

The best-known attempt (and one of the earliest, along with Maran 1971) to
combine tonal and laryngeal features is that of Halle and Stevens 1971. One of the
major physiological correlates of pitch change is variation in the tension in the vo-
cal folds. Increased tension raises pitch, just as it does in tuning a viola or a gui-
tar. But there are other effects of tensed vocal folds. In particular, if the pressure
across the glottis is low, as it is when the airflow out from the lungs is blocked in
the production of an oral stop, allowing the pressure in the mouth to approach that
of the pressure in the lungs, the vocal folds are less likely to vibrate if they are stiff
than if they are slack. There is thus an association between vocal fold tension and
voicelessness in obstruents. Pursuing this idea, Halle and Stevens proposed a set
of laryngeal features, two of which are particularly important to us here. The same
features are realized as voicing if they are features of a consonant, and tone if they
are features of a vowel, as follows:
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(29)
[stiff vocal folds] - - +
[slack vocal folds] — + _
Realization on C contextually voiced C voiced C voiceless C
Realization on V mid tone V low tone V high tone V

This feature system can do some things very elegantly. If voiced consonants
lower tone, as the depressor consonants do in Zulu, it can be seen as the spread-
ing of the feature [+ slack vocal folds] from consonant onto vowel. The core cases
of tonogenesis (see section 2.8) could also be handled straightforwardly.

Noble though the goals of this model were, it was not without problems. The
most obvious is that it only allowed for three levels of tone, and we have seen that
this is not enough. A further problem was that the features had a third function, voice
quality differences in vowels, so that voiceless vowels were distinguished from
breathy vowels by the same features as those used for mid tone versus low tone. This
meant that languages with tonal contrasts on breathy vowels could not be repre-
sented in this system. See Yip 1980a and Anderson 1978 for a detailed critique.

In 1990 two direct successors of this model were proposed independently by
Bao (1990) and Duanmu (1990). Both Bao and Duanmu retain the Halle and
Stevens features and try to incorporate them into Yip’s 1980a tonal feature pro-
posal. Duanmu uses both [stiff] and [slack] for register, and adds two pitch fea-
tures [above] and [below]. This provides for three registers, and three pitches in
each register, giving nine level tones:

(30) Duanmu’s 1990 model:

+stiff [+above, —below]
—slack [-above, —below]
[-above, +below]
—stiff [+above, —below]
—slack [-above, —below]
[-above, +below]
—stiff [+above, —below]
+slack [-above, —below]

[-above, +below]

The problem has now been shifted from a model that cannot specify enough lev-
els, to a model that predicts more tonal contrasts than languages appear to use.
Duanmu is aware of this problem, and he deals with it by insisting that his regis-
ter features are not purely tonal, but should show accompanying phonation
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contrasts, so that, for example, [+slack] denotes breathiness; as a result he pre-
dicts only three purely tonal contrasts arising from the features [above] and [be-
low]. We have already seen, however, that this is not sufficient — languages may
have four tones without any phonation differences.

Bao uses just [+/—stiff vocal folds], equating this with Yip’s [+/—Upper], but
in Bao 1999 he takes a different tack. He suggests that since we do not really
know what muscles are used to stiffen and slacken the vocal folds, and indeed
two different sets may be involved, it is entirely possible that both sets can be
activated simultaneously. In that case the combination [+stiff, +slack] becomes
possible, and the two features combine to give four levels. So Bao uses [ +stiff]
instead of [+Upper], and [+slack] instead of [+high], and proposes a model
with all the properties of Yip’s plus the Halle and Stevens’ connection to obstru-
ent voicing.

(31) Bao’s 1999 model

+stiff —slack
+slack

—stiff —slack
+slack

This move is clever, but it has two problems. First, we do in fact have a reasonable
idea of what causes the vocal folds to stiffen and slacken: one of the major mus-
cles, the cricothyroid, appears to contract to increase stiffness, but relaxes to de-
crease stiffness (Hirose 1997, cited in chapter one). If the same muscle is indeed
involved, and must act differently in each case, then obviously contra Bao [+ stiff]
and [+slack] are not compatible. Secondly, Bao’s proposal appears to cause prob-
lems if one now returns to the facts that motivated Halle and Stevens in the first
place. Register splitting in tonogenesis is not caused by all [-stiff] consonants, but
only by contrastively voiced consonants, which are [+slack] as well as [—stiff].
This does not fit well with the fact that in Bao’s proposal one of the [+slack] tones
is higher than one of the [—slack] tones.

Duanmu (2000) has also returned to this question, and draws a quite different
conclusion from phonetics work on the musculature that controls the vocal folds.
He cites Zemlin’s (1981) claims (largely supported by Hirose 1997) that the
cricothyroid muscles control the elongation and thickness of the vocal folds,
while the vocalis muscles control the ‘isometric tension’. Duanmu suggests that
Register is caused by the vocalis muscle, stated as a featural distinction between
[stiff] and [slack]. [slack] is associated with murmur, or breathiness, which is in-
deed a common accompaniment of lower register. Pitch on the other hand is
caused by the cricothyroid muscle, stated as a featural distinction between [thin]
and [thick] (vocal folds).
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(32)
Register Pitch
Muscle Vocalis Cricothyroid
Effect Vocal cord tension Vocal cord thickness
Features stiff thin (non-murmured H)

thick  (non-murmured L)

slack thin (murmured H)

thick  (murmured L)

For Duanmu, as in his earlier work, [slack] register vowels are explicitly mur-
mured (breathy), so that register is not a purely pitch distinction. This leads to an
interesting consequence, which he states like this: ‘there is no specific prediction
as to whether slack and thin vocal cords will give higher or lower F, than stiff and
thick vocal cords’. What this means is that a tone that is featurally [stiff, thick]
might be phonetically lower in pitch than a tone that is featurally [slack, thin]. As
a result, unlike Yip’s model, Duanmu allows for overlapping contours. To be pre-
cise, a fall in the upper register might be [52], and a rise in the lower register
might be [24], because there is no particular prediction as to the relative level of
the lower tone in the upper register, and the higher tone in the lower register.

33) Upper register fall:  [stiff] [53] or [52]
[thin][thick]

Lower register rise: [slack] [13] or [24]
[thick][thin]

This is a nice consequence of his proposal, since such tones are quite common,
and pose a small, little-discussed challenge to Yip’s 1980a theory and many of its
subsequent variants.

One last topic needs touching on here. Is there any connection between the feature
geometry of segmental features, and the feature geometry of tonal features? Can one
construct a single feature tree incorporating both? Theories of feature geometry sup-
pose that features are not an unstructured set, or list, but are grouped into constituents
under a root node. While there is disagreement on many details, some commonly
agreed-upon constituents would be Place — which dominates Labial, Coronal, and
Dorsal — and Laryngeal, which dominates [voice], [spread glottis], and [constricted
glottis]. Feature geometric trees are heavily influenced by articulatory phonetics, so
that features implemented by the same articulator are under the same node. For
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example, [round] is usually under the Labial node. A full exposition of the arguments
for supposing that features are grouped into constituents would take us too far afield;
any reader unfamiliar with these ideas might consult Kenstowicz 1994 and the other
references at the start of section 3.4.

We should note that just because tonal features enjoy considerable independ-
ence does not mean they cannot also be linked under the larger structure. By way
of analogy, consider the vowel features again. Many languages have vowel har-
mony that involves backness, and yet the feature [back] is usually assumed to be
part of the feature tree under the segmental root node. The same point can be made
with reference to labial or nasal harmony. So where then would tonal features be-
long? It would seem reasonable to suppose that if the tonal features are to be in-
corporated into this tree, be they purely tonal or along the lines of Halle and
Stevens, then they would belong under the Laryngeal node, since tones are imple-
mented at the larynx. It is possible to imagine many different ways in which the
details might be arranged: if the tonal features are distinct from the other laryngeal
features, there might be a Tonal Root Node under the Laryngeal node, for example:

(34 Root Node
Laryngeal Place @ ...

Tone Glottal Aperture [voice] Lab Cor Dorsal

Upper [constricted][spread]

|
[+high]

The Tone node dominates a constituent, so the whole tone can still spread. Differ-
ent arrangements would have different implications, by embedding any of the ap-
proaches to tone outlined above into this larger tree.

If tone is treated in this way, then it is, on some level, part of the segment, although
it would still enjoy autonomy. Another view is that tone is special because it is never
truly segmental, and associates not to a feature tree under a segmental Root Node, but
directly to prosodic structure, the structure in which syllables group into feet, feet into
prosodic words, words into phonological phrases, and so on. In chapter four we will
explore this approach further. Before we leave the discussion of laryngeal and tonal
features, we must also look at the other types of interaction that we have observed.

We saw earlier in this chapter that there is also some interaction between tone
and ATR, and perhaps tone and vowel height. We must then ask if these interac-
tions are also to be incorporated into our larger theory of tonal features. I will take
the position that they are not, for two reasons. Firstly, a simple interaction does not
necessarily imply that the same features are responsible, or even that the features
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are geometrically related. In many languages front vowels are unrounded and
back vowels are rounded, but few people have suggested that the features [back]
and [round] are related (although SPE connected them in markedness statements,
and see Odden 1991 for a proposal in which they form a constituent in the feature
tree). Instead, most people assume that vowel systems have evolved this way for
perceptual reasons, to produce vowels that are maximally distinct from each other.
Gregerson’s 1976 suggestions for the enhancement relationship between low
pitch, voicing and ATR are somewhat similar, and do not need us to identify tonal
features with ATR in any way. The second reason is less noble and more theory-
internal: in our current theories of feature geometry each feature is uniquely
assigned to a single superordinate node. If this is correct, it seems clear that La-
ryngeal is a more plausible home for tonal features than the Tongue Root or
Tongue Body (or V-Place) node, so that is where I shall assume they belong.

This concludes the discussion of laryngeal and tonal features. From now on I
will use the features [Upper] and [high] as my working features, frequently
abbreviated to [+/-U], or [H/L], for Register, and [h/1], for Tone.

3.6 Binarity, markedness, and underspecification

Distinctive features are either binary, like the feature [+ /- back] for vow-
els, or unary, like the feature Coronal in consonants (for discussion, see Kenstow-
icz 1994). If the feature is unary, some segments simply lack the feature entirely.
So labial and velar consonants are not [—-coronal] in most recent approaches, they
just lack the feature Coronal. The justification for this approach is essentially that
generalizations that refer to Coronal are common, but nothing seems to refer cru-
cially to [-coronal]. If Coronal is unary, then [-coronal] does not exist, and no
generalization could ever refer to it. For many features the question of whether
they are unary or binary remains unsettled. Some authors, for example, take
[voice] to be unary, and voiceless segments just lack [voice]. Other authors be-
lieve [+/—voice] to be a binary feature. Further confusing the picture, even if a
feature is binary it can be the case that only one value is present underlyingly, and
the opposing value is inserted late, or perhaps not at all. With this as background,
what about tone? I have implied above that the features are binary, but is this nec-
essarily true, and if it is, are all values specified underlyingly? In what follows I
assume that we want our feature system to be universal, so that any given feature
is either unary in all languages, or binary in all languages.

If we look at simple systems with a two-way high vs. low surface contrast, the
most natural assumption is that a single tone feature is being used contrastively,
probably [+/-high], and that both values are present. However, there are many
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languages in which only one tone seems to play any sort of role in the phonology,
and it is usually the high tone. In Chichewa, for example (Myers 1999a), there are
restrictions on the placement of high tones, but not on low tones. High tones dis-
similate under the influence of the Obligatory Contour Principle, but low tones do
not. High tones may not be doubly associated. In fact, the entire tonal phonology
can be described without reference to low tones, and this is true in many Bantu
languages. By contrast, consider a language that differs from Chichewa in that it
has contour tones arising from vowel deletion, such as Yoruba (Akinlabi and
Liberman 2000b). Contours (assuming they are sequences, and ignoring the addi-
tional power introduced if we allow empty tonal nodes) cannot even be repre-
sented without reference to two tone levels, and tonal stability like that involving
the survival and reassociation of the low tone on /i/ in the following example after
deletion of its host vowel shows clearly that the low tone is phonologically pres-
ent: /muH + iweLH/ — muwe H.LH ‘take a book’. (See Hyman 2000 for a use-
ful discussion of why empty tonal nodes should be prohibited.)

Returning to the Chichewa-type languages, we could therefore either say that
only [+high] is present in Chichewa, or that [high] is unary. In either case, sylla-
bles without [+high] or [high] surface phonetically as low. In either case high
syllables are specified and can be active, and low syllables are unspecified and in-
active. Once we move to Yoruba, however, only one of these feature systems can
be adopted unchanged. If we choose the binary proposal, then Yoruba uses both
binary values, so both [+high] and [-high] are present and active. If we choose
the unary proposal, however, then in Yoruba we must introduce a second unary
feature [low] in addition to [high]. In both proposals, syllables without either fea-
ture in Yoruba will be mid, as indeed they are. The differences between the binary
and unary accounts here are usually almost impossible to detect. They become
easier to distinguish as one looks at larger tonal inventories, because they make
different predictions about natural classes. For example, the binary system can de-
fine natural classes that invoke negative values for a feature, such as [-high], in-
cluding both mid and low, but it is common to find no evidence bearing on the
question one way or another. Even when such evidence is found, the committed
unary aficionado can simply add another unary feature to the list to cover the nec-
essary category. In practice, most linguists duck the issue by using H, M, and L
instead of features, and allowing unspecified syllables if the data warrant it.

When high is the specified tone, low is of course the default. In a much smaller
number of languages, such as Mandinka (Creissels and Grégoire 1993), Ruwund
(Nash 1992-4), Gernika Basque (Hualde 1991), and Huave (Noyer 1992), low has
been claimed to be specified, and high to be the default. In a third set of languages,
such as Yoruba, high and low are both specified and mid is the default. The differ-
ence between high-marked and low-marked languages is somewhat surprising. One
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way to understand it, jumping ahead a little to the idea of output constraints (see
chapter four), is as follows. Cross-linguistically, low tones are preferred and high
tones are less preferred, perhaps for reasons to do with articulatory effort. This sug-
gests a tendency towards low-marked languages. However, this is counter-balanced
by an opposing preference for high tones on stressed syllables, and by the require-
ment that each lexical word contain a stressed syllable. This second preference leads
one to expect high-marked languages. Depending on which preference is deemed
more important, we get either a high-marked language like Chichewa, or a low-
marked language like Basque. I should note, however, (Myers personal communi-
cation) that this explanation fails to explain languages with H tone marked, but in
which tone is entirely independent of stress, and thus it cannot be the whole story.

The possibility of languages in which only some syllables are supplied with
tonal features raises the question of their ultimate fate: do they receive tonal fea-
tures at some point in the phonology, perhaps at the very end, or do they enter the
phonetics toneless and receive their pitch by some purely phonetic mechanism
such as interpolation or a return to the resting position? In Chichewa Myers
(1999a) has argued that toneless syllables never receive a phonological low, but
take their pitch from their surroundings, but comparable data are not available for
languages in which low is marked and high unmarked.

It is worth spending a little more time on the treatment of toneless syllables. It ap-
pears to be necessary to distinguish at least the following three types of ‘low’ syllables:

35) a. Low tone specified throughout the phonology and phonetics; phonetically low.
o

L

b. Toneless throughout phonology and phonetics, pitch acquired by phonetic in-
terpolation only.
o

c. Toneless during phonology, but L tone specified at phonology/phonetics inter-
face.
o - o

L

In type (a), low tones are active in the phonology, doing such things as spreading,
deleting under the Obligatory Contour Principle (see chapter four), and forming
contours. In the phonetics, they act as L tone targets, surfacing as reliably and con-
sistently low. This type almost certainly needs further sub-division into languages
that have underlying L, versus languages that specify it at some stage during the
phonology, particularly the post-lexical phonology (see Hyman 2000 for details).
Type (b) syllables are tonally inert in the phonology, and surface with a highly
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variable pitch determined entirely by the surrounding syllables. They seem to
have no target tones at all. Finally, in type (c) syllables, low tones appear to be ab-
sent during the phonology. While high tones participate in spreading and so on,
the other syllables are passive, and are best understood as toneless. However, they
surface as phonetically low, as if they had low targets, suggesting that somewhere
after the phonology and before assignment of pitch values they have acquired L tar-
gets. Types (a) and (b) are straightforward enough (although internal to the phonol-
ogy they raise issues of underspecification), but type (c) needs further discussion.

The major question is where and how these toneless syllables acquire their L tone
targets. One possibility is that the last act of the phonology, so to speak, is the inser-
tion of L on all toneless syllables. This was the approach taken in rule-based theo-
ries of underspecification, and such rules were called default rules or context-free
redundancy rules (see Steriade 1995 for useful discussion). They were apparently
language-specific, within certain bounds, so that, for example, languages could vary
as to their default vowel. This approach is problematic in Optimality Theory, the
theory used in this book, with its commitment to a non-derivational analysis,
although it otherwise seems to be the most natural way to handle such cases. A sec-
ond possibility is that the phonetics component contains a language-specific sub-
component that in some (but not all) languages fills in all missing tones with L’s,
thus supplying every syllable with a tonal target. However, the nature of this opera-
tion seems more phonological than phonetic, since it acts to insert categorical
featural information, not the gradient values more often associated with phonetic
representations. The final possibility is that the insertion is an interface operation,
happening at the point of transition from phonology to phonetics, and presumably
driven by a requirement in such languages for full specification at the start of the
phonetics. The output of the OT phonology would still be underspecified, but the in-
put to the phonetics would be fully specified. It is not clear what kind of empirical
data would bear on the choice among these three options, so I leave the question
open, but I will use the third, interface, option as my working hypothesis.

As we proceed to the analytical portion of this book, our task will usually be
limited to the phonological analysis, with much phonetic detail not accounted for.
Unsatisfactory though this may be, it is forced upon us partly by the limits of the
available data. We will often find ourselves positing ‘outputs’ in which syllables
described in the literature as ‘low’ remain unspecified, and whose ultimate fate —
receive a default tone, or remain forever toneless — will be left open.

I end this chapter on a reassuring note. Although I have left unresolved many of
the complex issues bearing on the choice of a feature system, in much of the rest
of this book it will not be necessary to look closely at the features of tone. Instead,
we will use just H, M, L, or tone numbers, unless extra insights are to be gained
by formulating the analysis in featural terms.



The autosegmental nature of tone,
and its analysis in Optimality Theory

The focus of this chapter is on the appropriate tools for the analysis of
tonal phonology. Before we study the behaviour of tone in any detail, we need a
common framework in which to couch our analyses. In section 4.1, I will begin by
identifying five properties of tone that any analytical framework must be able to
capture. Section 4.2 shows that an ‘autosegmental’ representation nicely deals
with these properties. Section 4.3 introduces the Optimality Theory framework,
and section 4.4 extends it to tonology. Section 4.5 applies the framework to the
five central properties of tone, and sections 4.6—10 flesh out a full working model
of tonal phonology within Optimality Theory.
Tone differs from many other phonological features in the following ways,
rarely or never observed in more familiar consonantal or vocalic features:

Mobility: Movement away from point of origin

Stability: Survival after loss of original host segment

One-to-many: A single tonal feature shared by two or more segments
Many-to-one: Multiple tonal features surfacing on a single host segment
Toneless segments: Potentially tone-bearing segments that never acquire
phonological tone

o a0 o

The only non-tonal features that regularly exhibit any of these characteristics
are harmonizing features like nasality and certain vowel features, which may
spread over large domains from their source segments. Features like consonan-
tal place features, or laryngeal features like aspiration and voice, do not usually
show these behaviours. Indeed, tone seems to have more in common with stress
than with anything else. Stress, for example, can move around, as it does in the
well-known English Rhythm Rule that retracts stress away from an adjacent
stress in phrases like fifteen mén (contrast fiftéen). The singular behaviour of
tone has led to a long tradition of treating it distinctly in the phonology, as can
be seen at least as far back as Firth (1948), and more recently Leben (1973) and
Goldsmith (1976).

Let me give some brief illustrations of each of the unusual characteristics of
tone, drawn from a wide range of languages.
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4.1 Characteristics of tone

4.1.1  Mobility

Unlike most segmental features, tone may move a long way from its lex-
ical source. In Chizigula (Bantu: Kenstowicz and Kisseberth 1990), H tone mi-
grates from the verb root to the penultimate syllable of the word. It may thus end
up three or more syllables away from its source. The reader should be aware that in
many languages, including many Bantu languages, only H tones are specified, and
unspecified syllables end up L on the surface. In the data below, the source of H is
underlined, and its surface position is shown by the usual acute accent. We can dis-
cern the source of the H by observing that certain verbs, such as /ldbmbez/ ‘to re-
quest’, always contribute a H to the output, but the H need not necessarily surface
on the verb root itself (as in the second and third examples below). Conversely, the
H seen on the morpheme -ez/-iz in ‘to request for’ does not originate there, because
the same morpheme in the verb ‘to do for’ shows no H tone anywhere.

(D) Toneless verbs H-tone verbs
ku-damany-a ‘to do’ ku-lombéz-a ‘to request’
ku-damany-iz-a ‘to do for’”  ku-lombez-€z-a ‘to request for’
ku-damany-iz-an-a  ‘to do for  ku lombez-ez-an-a  ‘to request for each
each other’ other’

In Sukuma (Bantu: Sietsema 1989), H tone again moves rightwards, but here the
target syllable is exactly two syllables to the right of the source (again, underlined).

2) aka-bon-anij-a ‘he saw at the same time’
ku-tonola ‘to pluck’
tu-ku-sol-a ‘we will choose’
a-ku-ba-sol-a ‘he will choose them’

In Sierra Juarez Zapotec (Otomanguean: Bickmore and Broadwell 1998), H tone
moves leftwards to the first free syllable. In this language H and L tones are pres-
ent underlyingly, and toneless syllables eventually surface as M. In these exam-
ples the verb /-xu?ni-/ has a toneless first syllable, which surfaces as M in the
form for ‘you will wrinkle’. The first person subject suffix has a floating H tone,
which shows up on the first toneless syllable to its left, so that the same verb now
acquires a H on its first syllable in the form for ‘I will wrinkle’.

3) gl-xu?ni-lu? ‘you will wrinkle’
gU-x(?ni-?a? ‘T will wrinkle’

In Somali (Cushitic: Banti 1988), a final H moves back to the penult phrase-finally.
Consider the word for ‘crow’, /tuké /. There are two possible word orders for the



Characteristics of tone 67

sentence below. If the second word order is used, so that ‘crow’ is phrase-final, the
H on the last syllable of Jtuké / retracts:

4) shaley b-lu  tuké arkey “Yesterday he saw a crow’
yesterday FOC-he crow saw
but: shaley b-lm  arkey tike

4.1.2  Stability

Unlike most segmental features, when a segment deletes, moves, or
reduplicates, tone may stay behind or fail to copy. In Haya (Bantu: Hyman and
Byarushengo 1984), segments copy, but tones do not. The verb ‘to tie up’ has a
H(L) tone on its penultimate syllable, but the reduplicated form shows no H tone
at all on the second copy:

5) okukoéma ‘to tie up’ vs. okukOmaakoma ‘to tie up here and there’

In Thai secret languages, segments exchange places, with the rthyme of the first
and second syllables being interchanged. However, the tones stay behind. In the
first examples below, the /HL/ sequence from /uay/ stays behind on the first sylla-
ble, and surfaces on [0om]. /uay/ on the other hand surfaces with the /LH/ that
originated on /oom/.

(6) klhay h55m > kl5dmhiay  ‘banana’

tenram > tamrén ‘dance’
In Piraha (Everett, 1986), vowels delete in hiatus, but the tone remains behind. In
this example, first the /x/ elides, leaving a three-vowel sequence /01 - o/. Then the
/i/ deletes, but its tone remains behind and surfaces on the adjacent /o/, giving
[60]:

(7 sitd1 - xogabagai >  sitdogabagai ‘egg-want’ ‘I want eggs’

In Cantonese there is a widespread phenomenon known as changed tone (Yip
1980a). In one sub-type, there are alternations between certain specific mor-
phemes with high tone, and forms in which the morpheme deletes, but the tone re-
mains behind and attaches to the preceding morpheme. If that morpheme has a
low or mid tone, as here, the result is a rise from low or mid to high. I remind the
reader that in the Chinese tradition 1 is low and 5 is high. The sequences of inter-
est are underlined.

®) a. yat5 tiu21 yat5 tiu21 ‘one-strip-one-strip’  ‘strip by strip’
~ yat5 tiu25 tiu21
b. sik3 ts035 - sik35 ‘eaten-PERF’ ‘have eaten’
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4.1.3 One-to-many

Unlike most segmental features, tone may spread to cover a long span. In
Chilungu (Bantu: Bickmore 1996), there is unbounded H spread from the infiniti-
val prefix /k0-/, clearly visible when this is attached to toneless roots. The H
spreads to all except the last syllable:

) ka-val-a ‘to be enough’
k@-viimb-a ‘to thatch’
ké-falimy-a ‘to boil over’
kG-saakil-a ‘to comb’
k(-s66bo161-a ‘to sort out’

The origin of these H spans is clearly a single H-toned vowel, and yet the output
shows H pitch across a long polysyllabic sequence. If this is spreading of a single
H, rather than the creation of multiple H copies, then it is one tone associated with
many vowels or syllables, as shown below:

(10) ku -soobolol-a

="
H

Indeed, in many cases it is clear from the rest of the phonology that we are deal-
ing with a single tone that has spread. For example, Odden (1986) discusses a rule
in Shona that lowers a H tone after the H-toned associative prefix /né-/. If there is
more than one adjacent H-toned syllable, they all lower: /né-h6vé/ > [né-hove]
‘with a fish’, /né-mblndidzi/ > [né-mbundudzi] ‘with worms’. If these sequences
of high-toned syllables in fact contain a single high tone associated with several
syllables, this is exactly what we would expect:

an H H — H L
VAN VAN

ne hove ne hove

On the other hand if each syllable had its own H tone only the first should lower,
since the rule is triggered only by the associative prefix, not just any H tone, and
it applies only to an adjacent H, as Odden shows.

In Chiquihuitla Mazatec (Jamieson 1977), we see unbounded spread of the two
highest tones, shown as /1, 2/ in the Meso-American tradition. In these examples
the last tone of the first morpheme spreads rightwards, obliterating all other tones
except the last:

(12) kih31 ‘went’ + -nka3 ‘again’ + mu3su34 — kih31 nkal mulsul4 ‘hired worker’
nku2 ‘one’ + nta3?nka34 — nku2 nta2?nka24 ‘corncrib’
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In the South American language Barasana (Gomez-Imbert and Kenstowicz 2000),
we see unbounded spread of both H and L. In compounds, the last tone of the first
half spreads to the second half; the first two examples show H spreading, and the
last shows L spreading. (The tilde in front of a word shows that all its voiced seg-
ments are nasalized.)

(13) héa + ~gita-a — héa~gita-a “flint stone’
~idé + ~bidi — ~idé~bidi ‘Guilielma (sp.) bird’
hée + jai —  hée jai ‘shaman (ancestor-jaguar)’

Also very common is bounded spreading, most commonly just one syllable
over. This is sometimes called ‘tone doubling’, and we find it in many African
languages. The following examples come from Vai (Welmers 1976) and Bade
(Schuh 1978):

(14) Vai:  Low spreads one syllable to the right
/mus® naani/ — musunaani ‘four women’
Bade: High spreads one syllable to the right
/nbn kataw/  —  ndnkataw ‘I returned’

4.1.4 Many-to-one

Unlike most segmental features, more than one feature may appear in se-
quence on a single segment, producing contour tones. In the previous chapter I
presented the evidence for analysing contours as sequences of levels.

In Ibibio (Benue-Congo: Urua 1995), contour tones have a limited distribution.
They can all be derived from underlying level sequences. For example, unlike
most monosyllabic verbs, [CrV] monosyllabic verbs can have LH tones. Urua
suggests that these are underlyingly bisyllabic, /CVdV/, and that first the /d/
lenites to an [r], giving /CVrV/, then the first vowel deletes, leaving its tone behind
[CrV]. Anticipating slightly by using an autosegmental representation, the deriva-
tion looks like this:

(15) tvdv. — tViVv. — 1V ‘stop’

L |1 /]
LH LH LH

Evidence that these verbs are underlyingly bisyllabic is of three types. (1) They
take the same allomorphs of suffixes as bisyllabic verbs, not other monosyllables.
(2) In reduplication, LH is copied onto the CV'V prefix as a sequence: béeébré. (3)
In a closely related language, Anaarg, the bisyllabic forms are actually attested,
suggesting that historically at least these verbs were bisyllabic in Ibibio too.
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In Siane nouns (Highlands, Papua New Guinea: James 1994), contours are
formed only when excess tones have nowhere else to go. A monomoraic noun
with two underlying tones shows up with only one tone on the noun root, and the
second tone on any suffix. Only if there is no suffix do the two tones surface on the
noun itself, forming a contour.

(16) /yoLH/ yo +te — yote  ‘fire, 1sg.poss’
yo — yo “fire’

In Mende nouns (Leben 1978), we see exactly the same phenomenon:

a7 /mbuHL/ mbu-ma — mbimd  ‘owl-on’
mbu —  mbi ‘owl’

/mbalLH/ mba-ma — mbaméa ‘rice-on’
mba — mba ‘rice’

In Cantonese changed tone (Yip 1980a), we saw earlier that deletion of a mor-
pheme (or perhaps syllable) left its tone behind and that this tone re-attached to the
preceding morpheme. In other examples of changed tone, there is no segmental
morpheme as the source of the tone, which instead seems to be entirely composed of
a high /5/ tone. This tonal morpheme, here used to create familiar names, freely at-
taches to syllables that already bear a tone of their own, creating contours. If the syl-
lable already begins high, /5/ or /53/, the addition of the new high gives a [55] output.

(18) a. Surnames
/ts"an??/ a*® ts"an®
/y1p22/ a33 yip25
b. Family Relations
a* kup® ‘grandfather (mother’s side)’
a® yi* ‘mother’s younger sister’
c. Names based on birth order
yi® a*® yi® ‘No. 2’
e % g ‘No. 5°
/sei®/ a*? sei®® ‘No. 4
d. Nicknames
/pai®®/ a*® pai® ‘the lame’
/ei®/ a*® fei® ‘the fat’

4.1.5 Toneless syllables

Unlike most segmental features, tonal features may be missing both un-
derlyingly and at the surface. In segmental phonology, underspecification has
often been suggested at early levels of representation, but nonetheless by the sur-
face, with rare exceptions, each segment has its more-or-less full specification.
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For example, even coronal consonants are clearly supplied with the feature Coro-
nal by the phonetic stage, since their place of articulation is not completely de-
pendent on the surrounding environment. For tones the picture is rather different.
Some syllables may lack tonal targets even in the phonetic component, taking
their pitch from surrounding specified syllables. And examples of syllables that
are toneless throughout the phonology, only to receive a late L specification,
abound. See chapter one for a discussion of the relationship between phonetics
and phonology.

In Chichewa (Bantu, Myers 1999a), only H is specified, and low is the absence of
tone. Only H is a tonal target, and other F,, values are assigned in the phonetic com-
ponent by interpolation. Myers gives two kinds of argument in favour of these
claims. Phonologically, only H tone is ‘active’; there are restrictions on its place-
ment, and it shows dissimilation effects. Phonetically, low is not a phonetic target:
its precise value is predictable from the surrounding Hs, and the timing of the low
trough depends on the inter-peak interval. In fact, it looks remarkably similar to
Japanese, an accentual language thoroughly investigated by Pierrehumbert and
Beckman 1988.

In Sekani (Athapaskan, Rice 1999a), only L is specified. L tone is consistently
retained after V deletion, while H is lost:

19) so-chu-¢-azi — [sochuazi] ‘my dear daughter’
Further, L tone acts as a possessed morpheme, but H does not:

(20) chu ‘water’ -chu ‘water, possessed’
da ‘eye’ -da  ‘eye, possessed’

(Of course, H might be present, but not used as a morpheme in its own right, just
as English has the phoneme /p/, but no morpheme consisting of /p/ alone. Strictly
speaking, then, this is more evidence for the presence of L in underlying forms
than evidence for the absence of H. Nonetheless, it is certainly consistent with the
lack of underlying Hs.)

In Mandarin (Shih 1987), both H and L are specified, but some morphemes are
toneless, such as /-de/ ‘POSS’ and /-ge/ ‘Classifier’.

(21) Preceding tone Toneless syllable
55 H high level ta -de ‘3p.sg-POSS’ starts high, then falls
35 LH high rise shei-de ‘who-POSS’ starts high, then falls,
but not as low
21 L low wo-de ‘1p.sg.-POSS’  starts fairly low, then
rises
53 HL high fall nei-ge ‘that-CL” starts fairly low, falls

even lower
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The descriptions of the phonetics of the toneless syllable make it clear that its
pitch is determined by that of the preceding syllable, and that it has no phonolog-
ical tone of its own, and probably enters the phonetic component still toneless.

In Shanghai (Duanmu 1993), non-initial (i.e. non-head) morphemes become
toneless, but then the two tones of the initial morpheme readjust themselves to
cover the first two syllables (as in Mende above):

(22) se52 + pe52 — 5521 ‘three cups’
se52 + bg23 — 5521 ‘three plates’
sz34 + pe52 — 3344 ‘four cups’
sz34 + bg23 — 3344 ‘four plates’

Any subsequent syllables also lose their tone, and do not acquire any from the ini-
tial syllable. They surface as low, no matter what the tone of the preceding second
syllable. Since they are invariantly low, it seems best to assume that they are sup-
plied with a phonological L tone before the phonetics, so that in this respect
Shanghai is unlike Mandarin.

We now turn to a representational system that will allow us to capture these five
properties.

4.2 Autosegmental representations

4.2.1 The basics

The model I will describe here is called Autosegmental Phonology, and
originates in the work of Goldsmith (1976), building on work by Leben (1973).
Goldsmith’s work revolutionized our thinking about tonal phonology, and has
never been seriously challenged in its fundamentals. Tone is on a separate ‘tier’
from the segmental and prosodic material, like a musical melody. A tone is only
realized on the surface if it is ‘associated’ with some segment or prosodic entity
such as the syllable or the mora, on which it is eventually pronounced. These as-
sociations are denoted by lines connecting the tiers. o stands for the syllable, and
T for any tone.

(23)

- q

goao
e
TTT

In underlying representation, tones may not necessarily be associated to spe-
cific syllables, because the tones are simply a property of the morpheme, and not
of any particular segment or syllable in that morpheme. In other languages, par-

ticularly accentual languages, the associations must be underlying, because they
are lexically distinctive. If tones are unassociated underlyingly, in order for them
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to surface associations must be supplied by the grammar. The mechanisms
responsible for this will be discussed shortly, but in the unmarked case the asso-
ciations will be one-to-one, as shown in (23), with no left-over tones or syllables.
It is not always clear whether tones associate to segments, syllables or moras.
In the case of a language with only mono-moraic, open CV syllables, where each
syllable bears exactly one tone, the Tone-Bearing Unit (TBU) could be the vowel,
mora or syllable. I have put the tone to one side here for typographical clarity.

24) CV -—-T or CV or CV
| | |
v =T B
| l |
o [y g--T

If the language has syllabic nasals which bear tone, but onset nasals which do
not, we can rule out the segment as TBU, since the prosodic affiliation of the seg-
ment determines its TBU status. This leaves the mora or the syllable as the possi-
ble TBU in such cases, and I show the mora option here. Nasals that have moras
will bear tone, but mora-less onset nasals will not:

(25) NCV and NV not *T---NV
[ | |
T-p p--T w---T o
[ | |
o o o o

If the language has both light mono-moraic and heavy bi-moraic syllables, and
if these differ in the number of tones they can bear, so that mono-moraic syllables
can have only one tone but bi-moraic syllables can have two, then it must be the
case that the TBU is the mora, not the syllable.

(26) C and CV and (OA'AY and cCVcC
| | [ [
w---T T T--pw ---T T--—-pp---T
l | V AV
o o T o

There are languages in which the TBU is not just any mora, but vocalic or sono-
rant moras only. See Zec 1988 and Steriade 1991 for discussion.

Lastly, if the two different syllable weights can bear the same number of tones,
then the syllable must be the TBU.

27) CV and CVV
| [ ]
B B
| \V4

o---T g ---T
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Since there are cases in which the TBU must be the mora or the syllable, and no
cases in which it must be the segment, it seems that tone always associates to
prosodic entities. Languages can differ in whether the syllable or the mora is the
TBU. Note that for brevity I will often show tones as if they were associated di-
rectly to segments, but the reader should be aware that the TBU is strictly speak-
ing the intervening but unshown prosodic element.

4.2.2 Autosegmental representations of the five tonal properties

4.22.1 Mobility

Autosegmental phonology can simply characterize mobility as a change
in association.

(28) 0CO00 — 0000
| —
T T

There is no representational limit on the distance that a tone may travel from its
source, unless it is blocked by other tones in the representation. If tone were a seg-
mental feature, this kind of tonal shift would require copying of the tonal feature
at a distance, followed by deletion of the tonal feature on the original segment — a
phenomenon with no known counterparts among other features.

4.2.2.2 Stability

Since tones are on a separate tier, and are associated to prosodic struc-
ture, there is no particular reason to expect them to be affected by segmental dele-
tion rules. Tonal stability under deletion is thus the norm, and re-association will
follow from other properties of the grammar to be discussed later. In this example
the two vowels come together in hiatus, and the second one deletes, in order to
avoid an onsetless syllable and allow the preferred CV syllabification:

(29) CV-VCV — CVCV — CVCV

| L N
TTT TTT TTT

One might add that associating tones with syllables, not segments, makes the step
of re-association unnecessary (and the direction of re-association predictable),
since the tone-syllable associations are undisturbed throughout.

(30)
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The snag is that this requires assuming that the two original vowels are syllabified
initially into the same syllable, and yet vowel deletion usually happens because
without it proper syllabification is not possible.

Lastly, note that other features occasionally show this sort of behaviour, but it
is quite rare outside nasality. For example, in Japanese verbal morphology, voic-
ing survives deletion of the segment on which it originates, and reassociates to the
suffixal consonant: /kog-ta/ > [koi-da]. This is unusual: in the more standard case,
when segments delete they usually do so in foto.

4.2.2.3 One-to-many

Tonal plateaux, where one tone spreads onto many syllables, is straight-
forwardly represented as multiple association. If on the other hand features were
not separated out, but remained inextricably bundled within the segment, then any
spreading behaviour would have to be shown as copying. In some cases it can be
shown that a single multiply-linked tone is essential, because subsequent
processes still treat it as an entity, and affect the entire plateau. (See section 4.10
for examples.)

3D cCoOo — 000
| e
T T

4.2.2.4 Many-to-one

We saw in a previous chapter that many contour tones are indubitably se-
quences of levels. This is simply represented as many-to-one association:

(32) — 000

goo

| 1] | 1IN

TTTT TTTT

Some languages do not allow this at all, and very few allow more than two tones
per TBU, although three are attested in some languages. If tone were purely seg-
mental, there would be few non-tonal precedents for more than one value of a fea-
ture on a single segment: only affricates, which have been argued to be
[-cont][+cont] (Lombardi 1990), and pre-nasalized stops, which might be
[+nasal][-nasal], come to mind.

4.2.2.5 Toneless syllables

A toneless syllable is simply a syllable associated with no tone:

(33) o or 00000

| |
TT
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The inverse of this, a tone associated with no syllable, is also found, and such
tones are called floating tones. They will be encountered often in the following
pages. Their eventual fate can be association, and thus surface realization, or fail-
ure to associate, in which case they are not pronounced, but may have effects on
surrounding tones, particularly downstep (see chapter six).

4.2.3 Well-formedness conditions

I said earlier that associations are not always underlying. I now turn to
the conditions that control a well-formed association. Goldsmith proposed that as-
sociation was accomplished by, and subject to, the following conditions.

(34) Well-formedness conditions
1. Every TBU must have a tone.
2. Every tone must be associated to some TBU.
3. Association proceeds one-to-one, left-to-right.
4. Association lines must not cross.

We will view these as violable constraints in Optimality Theory, as we proceed.
Consider the effect of (34) on three types of input. In the first case, there are
equal numbers of tones and TBUs. Here are some possible associations.

35) a. 000 b . ooo ¢ OO0 d oo eocoo
] s 7 AN X |
TTT TTT TTT TTT TTT

Only (a) satisfies all the clauses of (34). (b) violates all of (1-3). (c) violates (2)
and (3). (d) violates (1) and (3), and (e) violates (3) and (4).

So far, as the alert reader will have noticed, clause (3) does no essential work,
but it comes into its own in the next two cases. Consider a case with more sylla-
bles than tones. In such cases many languages show spreading of the final tone
onto the last syllable, giving a plateau at the right edge, as in (a) below. (36) shows
three possible association patterns.

(36) a. 000 b.ooo co00
| 1/ |1 Vo
TT TT T T

Only (a) satisfies all the clauses of (34). (b) violates (1), and (c) violates (3). Only the
left-to-right stipulation in (3) accounts for the preference for spreading at the right
edge, not the left edge. ( I ignore here the additional possibility that the language
might satisfy (34) by inserting an additional tone associated to the excess syllable.)

Lastly, consider a case with more tones than syllables. Here languages prefer to
stack up the excess tones at the right edge to give contours, as in (a). (37) shows
three possible association patterns.
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37 a. o0 boo cooo

N 1 N |
TTT TTT TTT

Again, only (a) satisfies all clauses of (34). (b) violates (2), and (c) violates (3). It
is the left-to-right stipulation of (3) that gives the preference for contours on the
right edge, not the left.

Goldsmith viewed his well-formedness conditions as both causing and control-
ling initial association, and as inviolable universals. The problem is that this is too
strong. Some languages associate all excess tones, creating contours, but others
do not, leaving them floating and unrealized. Some languages spread tones out so
that every syllable gets a tone, but others do not, leaving some syllables toneless.
Some languages limit contours to the right edge, but others allow them non-
finally. For example, Hyman and Ngunga (1994) draw attention to several ways in
which the Bantu language Ciyao, spoken in Mozambique, Tanzania, and Malawi,
fails to observe the putatively universal conventions, ranging from free tones that
do not re-link to idiosyncratic tone associations that do not conform to the left-
to-right pattern. A second problem is that the well-formedness conditions have to
operate at every level of the grammar, not just as one-time rules, and yet each lan-
guage will have to stipulate at which levels they do and do not apply, given the
cross-linguistic variation. A third problem is that their effects are often replicated
by phonological rules, such as rules of spreading or rules that de-link part of a
contour. Here the conditions seem to act like output goals, not as initial associa-
tions. See also Tranel (1995) for discussion of similar issues in Mixteco tonal
analysis.

With the advent of Optimality Theory a different perspective has become
available, in which they are indeed universal, but violable under certain circum-
stances. Instead of operating at many levels of the grammar, they operate once
only, as constraints on outputs, but ones that cannot always be satisfied because
of conflicting pressures elsewhere in the phonology. In the next two sections I
first lay out the basics of OT, then show how Goldsmith’s ideas can be under-
stood within OT.

4.3  The bare bones of Optimality Theory

The standard phonological theory for a generation of phonologists was
the rule-based derivational theory most fully laid out in The Sound Pattern of
English (Chomsky and Halle 1968). In 1993 Prince and Smolensky proposed a
very different, non-derivational approach called Optimality Theory, or OT, and
this has proved enormously influential, particularly in the United States, where it
has supplanted the SPE model and become the new standard. For this reason I
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have chosen OT as the framework in which to couch the analyses in the remainder
of this book. I assume no prior familiarity with OT, so the basics are explained in
this section. Readers already comfortable with OT may skip directly to section 4.4.

It is beyond the scope of this book to compare and contrast different phonolog-
ical theories, although the elegance of OT will I hope emerge by example as I pro-
ceed. The interested reader should consult first three excellent textbooks on OT,
Archangeli and Langendoen (1997), Kager (1999), McCarthy (2002), and then
McCarthy and Prince (1993, 1995), or the extensive readings in Kager’s and Mc-
Carthy’s bibliographies. A number of papers are available for download on the
Web at http://roa.rutgers.edu.

In recent years there have been several proposals for grammars in which the
output is selected by direct evaluation by various criteria or constraints. This
should be contrasted with the SPE model, in which the output was derived by ap-
plying a series of rules to an input, and the output itself was simply the product of
those rule applications. Like other declarative phonologies, such as Bird’s (1990)
computational phonology or Scobbie’s (1991) attribute value phonology, OT is
thus an output-based grammar. The term ‘output’ as used by most OT practition-
ers (but see Kirchner 1997 and Flemming 1995 for a different view) refers to
something short of the fully-fledged phonetic output, being rather the output of
the phonological component, which in turn serves as an input to a phonetic com-
ponent. Phonetically, every syllable is pronounced on some pitch, with a fre-
quency that depends on a vast array of factors, including but by no means limited
to the sex of the speaker, whether he or she is excited or calm, whether he or she
has laryngitis, whether the syllable is near the beginning or end of the utterance,
and last but not least the phonological tone features associated with that syllable,
such as H, L, or perhaps nothing. By contrast, the outputs that concern us here
look only at this last factor — the featural and structural information. They are at a
more abstract level, and they are categorical, not gradient. For more on the rela-
tionship between the phonology and the phonetics, see chapter one.

Assuming this sense of output, then, all possible outputs for any given input are
considered, and the best is selected as the actual output. This output may not be
perfect, but it will be the best possible output in a sense to be described below.
There are no constraints on inputs, a hypothesis known as The Richness of the
Base Hypothesis. The grammar that selects the optimal output consists of a set of
ranked, universal constraints, which assess the desirability of each output candi-
date. Violations of higher-ranked constraints are fatal, and the winner is the output
candidate that survives this winnowing. The constraint set is the same in all lan-
guages; language variation comes from the ranking only. Constraints are of two
types: markedness constraints, and ‘faithfulness’ constraints. Markedness con-
straints may concern features (e.g. *[constricted glottis]), feature combinations
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(e.g. *[-back, +round]), or structures (e.g. NoCopa). Faithfulness constraints
penalize changes to the input form (insertion, deletion, or featural change). If
FAITHFULNESS >> MARKEDNESS, where C,; >> C, means C, outranks C,, marked
segments/structures are found. If MARKEDNESS >> FAITHFULNESS, they are not.
For example, if *DELETE >> NoCoDA, codas will not be deleted, and closed syl-
lables will be found. If NoCopA >> *DELETE, codas will not surface, and all syl-
lables must be open. The aspect of this theory that makes it so appealing to many
phonologists is the universal nature of the constraints, which directly encode well-
established cross-linguistic preferences for particular classes of sounds and types
of structures. All alternations are seen as the result of pressure from these
well-formedness constraints to produce ‘better’ words, but conflicts between
irreconcilable constraints are resolved in different ways in different languages
depending on the relative importance given to each constraint, here encoded
through rankings.

I should emphasize that OT shares with SPE the notion of an underlying
form, or input, and of course both theories produce outputs. The difference is
that SPE moves from input to output in a series of stages, or a derivation,
whereas OT simply selects the optimal output. Within the OT phonology proper,
there are only two stages: the input and the phonological output. This commit-
ment to a non-derivational approach means that certain phenomena, such as
opacity, which have traditionally been analysed as making crucial reference to
intermediate stages in the derivation, pose a serious challenge to OT, but one
that is beyond the scope of this book. The interested reader should consult
McCarthy 1999, 2002.

Let me give some examples of the types of constraints that have been posited in
OT. We start with faithfulness constraints. In a rule-based theory these have no di-
rect equivalent. Inputs remain unchanged unless a rule applies, so faithfulness is
just what you get when there is no applicable rule. In OT, however, the faithful
output is just one of many candidates, and frequently it is quite marked, and thus
fails on one or more markedness constraints. We thus need a family of constraints
that encourage underlying forms to resist change at the expense of markedness vi-
olations, and these are the faithfulness constraints
(38) Some faithfulness constraints

® No deletion: MAX-INPUTOUTPUT (MAX-10): Every input segment/tone has
an output COI'I'CSpOl’ldCIlt
® No insertion: DEP-10: Every output segment/tone has an input correspondent
® No changes: IDENT-10: Correspondents are the same.
* ASSOCIATE: Do not insert new association lines
*DISASSOCIATE: Do not delete association lines

¢ IO-INTEGRITY: Each input segment has no more than one output correspondent
e FaiTH-BR: Similar set of constraints that relate a reduplicant to its base.



80 The autosegmental nature of tone, and OT

The terminology is unfortunately not always transparent. The ‘no deletion’ con-
straints are named MAX as shorthand for the preference for ‘maximal’ realization
of input material. The ‘no insertion’ constraints are named DEP as shorthand for the
preference for output material to be ‘dependent’ on input material rather than sui
generis. The suffixes IO and BR stand for Input-Output and Base-Reduplicant re-
spectively. Faithfulness constraints can compare the output to the input (the usual
case), or, in reduplication, the reduplicant to the base. Unless it is necessary to dis-
tinguish these, I will omit these suffixes. Simple Max, DEP, and IDENT should be
understood as referring to input-output relations. (Note that even reduplicated
forms can be handled in a single step from input to reduplicated output, without in-
termediate steps. See McCarthy and Prince 1993, McCarthy and Prince 1995.)

What about markedness constraints? The markedness constraints that pertain to
tone will be introduced shortly, but in general markedness constraints can concern
features, structure, or what one could term structural matching. My examples are
restricted to ones relevant to tonal issues, and are only a sample of what we will
encounter later.

(39) Markedness constraints that pertain to features
e *H: No high tones
e *CONTOUR: No contour tones
¢ *[voICE]: No voicing specifications
¢ *[—sON][ToNE]: No tones on obstruents

40) Markedness constraints that pertain to structures
¢ Fr-BIN: Feet must be binary
¢ OCP: Obligatory Contour Principle: No adjacent identical elements
¢ *FLoAT: No floating tones

41) Markedness constraints that pertain to matching
e *HEAD/L: Heads may not have L tone
e ALIGN-R (H, STEM): Align every H tone with the right edge of some stem
e Non-FINALITY: Do not align tones with the right edge of the prosodic word
e ALIGN-L (X”, PHPH): Align the left edge of every X with the left edge of
some phonological phrase

Many of these constraints represent families of constraints specific to particular
tones. For example, the OCP might apply only to Hs, in which case we write
OCP(H). Or *FLOAT might apply only to Ls, so we have *FLOAT(L). NOCONTOUR
might be broken up into *FALL and *RISE, and so on (Akinlabi 1996).

Given an input, and some set of constraints, how do they select an output? In
any particular language, the constraints have a language-specific ranking. This
ranked set is the grammar of that language. The set of possible outputs is first
checked by the highest ranked constraint. Any that violate this are discarded, and
those that satisfy it are then passed on to the next constraint down. This continues
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until only one output survives. At any stage, if all candidates fail, then the decision
is passed down to the next constraint in the hierarchy. The procedure is displayed
in tableaux, and we will go through the first example step-by-step. The constraints
head the columns, with the highest-ranked on the left. The candidates begin the
rows, and the violations are shown by asterisks below the relevant constraints. The
key to reading the tableaux is as follows:

42) Key to tableaux
e * = vijolation
e | = fatal violation
¢ Shaded cells no longer matter because a higher-ranked constraint has made
the decision
e 15" shows the winner

Consider tableau (43), which uses three constraints, two faithfulness constraints
Max-T, which bans deletion of tones, and IDENT-T, which bans changing tones
from H to L or vice-versa, and the markedness constraint *H, which dislikes H
tones. The input is in the top-lefthand cell, and the actual output in this language
is unchanged, candidate (a).

Taking each candidate in turn from the bottom up, candidate (c) is first checked
against MAX-T, which it fails, because the underlying H has been deleted. Since
both the other candidates pass on this constraint, the violation is fatal, as shown by
the exclamation point. (c) is now out of the running. Candidate (b), which passed
Max-T, is now checked against IDENT-T. It fails, because the underlying H has
been changed to L. Since candidate (a) passes on this constraint, (b)’s violation is
fatal, and it is discarded. Candidate (a) thus wins, even though it too violates a
constraint, *H, but *H is the lowest ranked of these constraints, and thus by the
time it gets a chance to have an influence, the decision has been made.

(43) Tableau for MAX-T, IDENT-T >> *H: marked H tone survives
ftal
I|{ Max-T IDENT-T *H

= (a) ta *

H
(b) ta *1

:

(c) ta *|
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In theory, all possible outputs should have been considered. In practice, one
selects the most plausible options in order to keep things manageable, but the
reader should bear in mind that an infinite number of candidates exist in theory.
(On the issues that this raises for acquisition and computability, see Tesar and
Smolensky 2000.) For example, in the particular case under discussion I did not
consider outputs in which a L had simply been added, so that we get *[taHL], or
outputs with lots of extra H’s, as in *[taHHHH]. These could easily be ruled out
by DEP-T, of course.

Before we get down to specifics, two other points are worth making. OT is com-
mitted to the view that the difference between grammars is a difference in con-
straint rankings, and that the set of constraints is universal. By extension, then, it
follows that the difference between dialects is also a difference between constraint
rankings, and presumably since two dialects are more similar to each other than
two distinct languages, the ranking differences should be relatively minor, with
most rankings the same. Along the same lines, the grammars of a single language
at two points in time must also differ only in constraint rankings, so the process of
historical change also results in the re-ranking of constraints. This book is largely
limited to discussion of synchronic phonology, but the implications for historical
phonology are clear.

This completes the overview of OT. Further subtleties will be introduced as
they are needed.

4.4  An OT treatment of the central properties of tone

The final step is to take the theoretical machinery of autosegmental rep-
resentations and OT and apply them to tonal phenomena. We begin by developing
a set of constraints that pertain to tone. This constraint set will be fully exempli-
fied and enlarged as the book proceeds. Note that in the tonal domain there is no
standardized consensus on the names and precise formulation of the constraints;
for four previous versions, see Bickmore 1996, Pulleyblank 1997, Myers 1997,
and Cassimjee and Kisseberth 1998.

Recall Goldsmith’s Wellformedness Conditions. Although these represent
well-motivated generalizations about tone, they are not always surface true. The
following list reinforces this point:

(44) Some striking properties of tonal morpho-phonology
e Tones are usually associated with syllables, but not always (cf. floating
tones).
e Syllables are usually associated with tones, but not always (cf. toneless
syllables).
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e Association is preferably one-to-one, but not always (cf. contour tones,
spreading).

e Tone (especially H tone) is attracted to prominent positions (beginnings of
things, edges, accented or stressed syllables), but not always.

Each of these is observable — i.e. surface true — in some but not all languages.
Each can be stated as a markedness constraint. The names are chosen to be easy
to remember, or because they are prevalent in the literature. The choice of No-X
versus *X is not significant.

45) e *FLOAT: A tone must be associated with a TBU.
e SpeciFy T: A TBU must be associated with a tone.
e NoConTOUR: A TBU may be associated with at most one tone.
e NOLONGT: A tone may be associated with at most one TBU.
¢ ALIGN-ToONE: Align the specified edge (L/R) of a tone span with the head or
edge (L/R) of a prosodic or morphological unit.

(A tone span is a string of TBUs associated with a single tone.) This might be a
good place in which to point out that it is sometimes important to distinguish the
degrees of constraint violation. The idea, called ‘gradient assessment’, is that a
constraint like NOCONTOUR is violated once for each excess tone that is associ-
ated with a single TBU, or a constraint like ALIGN-R is violated once for each
‘empty’ TBU that intervenes between the tone and the right edge of the word: the
greater the mismatch, the worse it is.

In addition, tone is subject to general faithfulness constraints, which preserve
underlying contrasts of tone quality and placement:

(46) Tonal faithfulness constraints

¢ DEeP-T: No insertion of tones

* MAX-T: No deletion of tones

» Tone usually stays in its original position, but not always (cf. flop, spreading).
* AssOCIATE: No new association lines
*DIsASSOCIATE: No removal of association lines

¢ NoFusion: Separate underlying tones must stay separate.

¢ IDENT-T: Correspondent tones are the same.

e LINEARITY: Preserve underlying linear order.

Next, we need a way to capture Goldsmith’s observations about the preference for
contours and plateaux at the right edge of the word, which he attributed to left-to-
right association. In OT these can be dealt with by alignment constraints. Like all
OT constraints, they are violable, so languages like Ciyao which do not show left-
to-right alignment are unsurprising.

47) Left-to-right association effects result from
e ALIGN-L: Each T should align with the left edge of the domain (gradiently
assessed).
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¢ ALIGN-R ConNTOUR: Contour tones should align with the right edge of the
domain.

Zoll 1997b argues for this treatment of contours by means of the positional
markedness constraint, ALIGN-R CONTOUR, which may override the leftward
pressure of the more general ALIGN-L. The preference for contours at the end of
the word is probably the phonologization of a phonetic fact: word-final syllables
are frequently longer, and thus there is more time to realize a complex tone in that
position. See section 4.7 and Zhang 2000, 2001 for further discussion.

Finally, tone is also subject to more general phonological conditions such as the
Obligatory Contour Principle (OCP) (Leben 1973, 1978, McCarthy 1986, Yip
1988; see Ito and Mester 1998 for a markedness view of the OCP; also de Lacy
1999a) and locality and markedness constraints:

(48) * OCP: Adjacent identical elements are prohibited.
* NoGap: Multiply linked tones cannot skip TBUs.
* LocaL: Spread only to the adjacent element.
¢ General markedness: *H >> *L

NoGAP is familiar from vowel harmony systems. LOCAL prefers maximally binary
associations, and like many binary phenomena is perhaps more fundamentally a
foot-bound restriction. The relative markedness of H and L tones will be discussed
in detail later.

In its purest and strongest form OT claims that @/l constraints are universal and
present in the grammars of all languages. Any constraint should therefore be a
plausible universal, and postulation of obviously language-specific constraints
should be avoided if at all possible, and never undertaken without comment. If a
constraint is sufficiently low ranked, its effects may be invisible, and in that case
it will not be mentioned in the discussion of that language. Nonetheless, the reader
should always remember that it lurks beneath the surface.

45 Tonal behaviour and its OT treatment

I now return to the five special properties of tone with which I began this
chapter, and give each of them a treatment within OT.

4.5.1 Mobility

Recall that tones may move far from their source, so that the underlying
high tone of the Chizigula verb root /I6mbez/ ‘request’ actually surfaces three syl-
lables to the right on the penultimate syllable in [ku-lombez-ez-an-a] ‘to request
for each other’ (section 4.1.1). How can such mobility effects be handled in OT?
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When tones move, association lines are deleted and inserted. These changes are
faithfulness violations, and must be caused by some dominating constraint or
constraints. Let us for the moment restrict our attention to real tonal shift, not
spreading. In what follows I assume that the tones are prelinked to some TBU in
underlying representation. In the most common cases, tones migrate away from
their host towards either a toneless syllable, a word edge, or a prominent, stressed
syllable. In the case of toneless syllables, the output leaves every syllable with a
tone, satisfying SPECIFY. In the case of word edges, the output succeeds in align-
ing the H tone with the word boundary. In the case of stressed syllables, it is well
known cross-linguistically that there is an affiliation between H tone and stress. I
will use attraction to the final syllable as my example. The relevant constraints for
tonal shift to a final syllable can be formulated as follows:

(49) ALIGN-R(H, PRWD): Every H tone should be aligned with the right edge of a
Prosodic Word.

(50) HeaD = H: Head syllables should be H.

At least one of these constraints will outrank * ASSOCIATE and *DISASSOCIATE and re-
sult in tonal shift to the right. Here I assume that ALIGN-R is the relevant constraint.
SPECIFY must be ranked below * ASSOCIATE to ensure that we get shift, not spreading.

(5D

gago
I‘{ ALIGN-R *Assoc *DisAssoc SPECIFY
W o000 * o e
H
b. coo ok |
4
c. 000 *%| 5
H

Candidate (c), which leaves the tone in place, violates ALIGN-R twice, because two
toneless TBUs intervene between the H and the right edge of the prosodic word.
Candidate (b), with spreading, violates * ASSOCIATE twice, because two new asso-
ciation lines have been added. Candidate (a) also violates * ASSOCIATE, but once
only, so it prevails over (b) to win even though it violates both the lowest ranked



86 The autosegmental nature of tone, and OT

constraints. In passing, I have introduced one other convention in this tableau. The
dashed line separating the last two columns tells us that the relative ranking of
these two constraints with respect to each other cannot at present be determined.

Exercise 1. Think of other candidates for the above tableau. Will this grammar
still give the right result? If not, what changes/additions are needed? (Answers to
exercises are to be found at the end of this chapter.)

Exercise 2. Work out grammars for Chizigula and Zapotec from section 4.1 of
this chapter. Assume that Chizigula words end in a trochaic foot, so that the penult
is stressed.

4.5.2  Stability

Stability is the survival of tone after deletion of segmental material. For
example, consider Pirahd, from section 4.1.2, in which the high tone of /i/ sur-
vives after the vowel itself deletes in hiatus, and joins the low on 0/ to create a
rise: sitd1 - xogabagai > sitdogabagai. How will this be handled in OT?

Resistance to deletion is captured in OT by the faithfulness constraint Max-T,
which must be high ranked, outranking the constraints on reassociation, *Assoc,
and in some cases outranking NOCONTOUR. A vowel deletes in hiatus, presumably
because the constraint requiring onsets, ONSET, is high ranked, and instead of the
tone deleting or floating, it reassociates to form a contour tone with the existing tone
on the preceding vowel. The necessary ranking is *FLOAT, MAX-T >> *Assoc,
NoCoNTOUR. I consider only candidates that satisfy ONSET through vowel deletion.

(52)
/...0i../
[
LH *FLOAT *Max-T *AssoC NoCONTOUR
Fa. 0. & &
N
LH
b. ..0.. *|
|
L
C. ..o.. *1
|
LH
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Candidate (c) retains the tone, but does not reassociate it. This violates *FLOAT,
which is high ranked. Candidate (b) deletes the tone, in violation of Max-T.
Candidate (a) wins, because it only violates the low-ranked *Assoc and
NOCONTOUR.

4.5.3 One-to-many

In Barasana (section 4.1.3), after deletion of the tone on the second half
of a compound, the tone spreads from the first half, héa + ~gita-a — héa~gita-a.
The result is one tone linked to several TBUs in a one-to-many relationship. How
will this be handled in OT?

When there are more TBUs than tones, for any reason, including as a result of
tone deletion as in Barasana, the final tone frequently spreads to all the excess
TBUs, forming a plateau. This is a result of the preference for all TBUs to receive
tonal specifications, in OT stated as SPECIFY >> *Assoc, NOLONGT.

(53)

loooa/

LH SPECIFY *ASSOC NoLoNGT

3. 0000 ok *%

| L~
LH

b. cooo *k|

N
LH

In candidate (b), no spreading takes place, leaving two unspecified syllables, and
violating SPECIFY. Candidate (a) wins, despite violating the two lower-ranked
constraints.

Exercise 3. Consider Chiquihuitla Mazatec in section 4.3.2. What might be be-
hind the spread of the /1, 2/ tones here? Will SPECIFY alone do it? If not, why not?
Suggest an alternative. Construct a mini-grammar.

4.5.4 Many-to-one

When there are more tones than TBUs, many languages associate the
excess tone(s) to the final vowel to form a contour. We saw some examples in
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section 4.1.4, such as Siane /yoLH/ > [y¢]. The alternative is to let the excess
tones delete or float.

In OT, this type of many-to-one association is captured by assuming that
Max-T and *FLoOAT >> NOCONTOUR, *ASsocC, exactly as we already needed for
the stability effects in section 4.5.2. Here is another example from Cantonese, this
time with an underlying floating tone:

(54)

/a -yip- /
||

32 5 Max-T *FLOAT NoCONTOUR *AsSsOC

I 3 -yip- * *

| IN
3 25

b. a-yip- *|
||
3 25

|

c. a-yip-

|
2

w—

The preference for these contours to be at the right edge will be discussed in the
next section, but to set the scene, and without looking at the next section, think
about this:

Exercise 4. Assume that left-to-right tone assignment is achieved by ALIGN-L.
Where would we expect to find most contours? In answering this question it will
help to consider inputs with three syllables and four tones.

4.5.5 Toneless syllables

In some languages, such as Chichewa, some syllables remain toneless
throughout the phonology, and never receive phonological tone. In other lan-
guages, underlying tones may delete for some reason, but the remaining tones step
in and spread onto these syllables, as in Barasana (§4.1.3 and 4.5.3), or Shanghai
(§4.1.5). How is this handled in OT?

Surface tonelessness, where some tone, usually low tone, is never specified, can
be achieved if the markedness constraint *L. dominates both SPECIFY and MAX-T.
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Even underlying /L/ (inevitable in a theory like OT that has no way of restricting
underlying forms) will not survive in such a grammar.

(55)

foal

|
L

*L

SPECIFY

Max-T

IFa o0

ek

b. oo

*1

Since these toneless syllables stay toneless even in the presence of surrounding H
tones, it is also necessary to assume that no underlying H can spread just to satisfy
SPECIFY, so NOLONGT >> SpECIFY. This does not mean of course that they could
not spread in response to some other imperative, such as alignment.

For toneless syllables created by tone loss, the usual analysis is that some sort
of positional faithfulness dominates markedness, which in turn dominates general
faithfulness. For example, in Shanghai (§4.1.5), the positional faithfulness con-
straint HEAD-MaX-T ensures that head tones survive. This dominates the marked-
ness constraint *T, which in turn dominates MAX-T, so all other tones will delete.
For the accompanying spreading of the head tone, the usual mini-grammar of
SpECIFY >> *Assoc will suffice. Note that spreading does not increase marked-
ness, because the number of tones remains the same. For a full treatment, see
chapter seven.

4.6 Some Bantu phenomena in OT

The extreme mobility of tone so well-illustrated by Bantu languages
poses one of the most interesting challenges to phonological theory. After all, lan-
guages in which tone more or less stays put can be handled by ranking the faith-
fulness constraints highly, but when tone starts to move, spread, and delete all
over the place, as it does in Bantu, we must ask exactly what constraints are caus-
ing such deviations from the underlying form.

I start with tonal shift, or displacement. In many languages an input H moves off
its host towards the right edge of the word. The shift may be to the final syllable
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(Digo), the penultimate syllable (Chizigula) (and, rarely, to the antepenult
(Xhosa)), just one syllable to the right (Kikuyu), or, rarely, some other specified
number of syllables to the right (two in Sukuma). Some sample data follow; as
usual the source of H tones is underlined.

(56)

(57)

(58)

(59)

Shift to final syllable: Digo (simplified from Kisseberth 1984, Goldsmith

1990)

Toneless verbs H-tone verbs

ku rim a ‘to cultivate’  ku nen a ‘to speak’
ku ambir a ‘tell’ ku aruk & ‘begin’
ku gandamiza  ‘press’ ku gongome 4  ‘hammer’
Object marker has own H tone, again shows up on final vowel
kuarim a ‘to cultivate them’

ku a ambir a ‘to tell them’

ku a gandamiz &  ‘to press them’

Shift to penult: Chizigula (Kenstowicz and Kisseberth 1990)

Toneless verbs H-tone verbs

ku-guh-a ‘to take”  ku-lombéz-a ‘to request’

ku lagaz-a ‘todrop”  ku-lombez-éz-a ‘to request for’
ku-damany-a  ‘to do’ ku lombez-ez-4n-a  ‘to request for each other’

Shift one syllable to the right: Kikuyu (Clements 1984)

to-mo-ror-aya ‘we look at him/her’
to-mo-tom-aya ‘we send him/her’
to-ma-rar-aya ‘we look at them’
to-ma-tdm-aya ‘we send them’

Shift two syllables to the right: Sukuma (Sietsema 1989)

aka-bon-anij-a ‘he saw at the same time’
ku-tonola ‘to pluck’

tu-ku-sol-a ‘we will choose’
a-ku-ba-sol-4 ‘he will choose them’

This rightward pull is usually captured by a constraint already mentioned above,
which we will call ALIGN-R:

(60)

ALIGN-R: Every H tone should be at the right edge of the prosodic word.

For the movement to take place, represented as a change in association lines,
ALIGN-R must dominate * Assoc and *Disassoc. In the absence of any other con-
straints, this will successfully shift the H to the extreme right edge. To stop it short
of the right edge, something else must override it. For the case of a penult target,
we can assume that NONFINALITY selects the result that comes closest to satisfy-
ing ALIGN-R without also violating NONFINALITY. ALIGN-R must of course be
gradiently assessed:



Some Bantu phenomena in OT 91

H NoONFINALITY ALIGN-R

o

An alternative approach to the case of attraction to penult is to postulate a trochaic
foot at the right edge, and assume that the H is attracted to the head of that foot.
This is the tack taken by Kenstowicz and Kisseberth 1990. See Bickmore 1996 for
discussion of the two approaches.

For the case of movement only one syllable to the right, most people have
assumed a constraint like LocaL (Myers 1997). For our purposes the following in-
formal statement will suffice.

(62) LocaL: An output tone cannot be linked to a TBU that is not adjacent to its host.

If LocaL dominates ALIGN-R, we will correctly characterize the case of one-
syllable shift:

(63)

oo oo/

H LocAaL ALIGN-R

¥ a o000 ok

b. cooo Hkok |

c. 0000 *| *
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Finally, the trickiest case is the two-syllable shift of Sukuma. One possibility,
suggested by Sietsema (1989), is to suppose that we are dealing with binary
feet, and that the two-syllable shift is a shift from the head of one foot to
the head of the next: (00)(F0). This proposal is not without problems, among
them that it will require allowing for monosyllabic or monomoraic feet in the
case of odd-numbered words: (00)(JF). See Roberts 1991 for an alternative
account.

Each of these types of tonal displacement also has a spreading variant, in which
the tone remains anchored to its host, and spreads to the targeted syllable and all
syllables in between. The same alignment constraint can be used to trigger the
spreading. The difference is that *Disassoc is high-ranked, and stops detachment
of the tone from its host. NoGAP will disallow skipping of any TBUs. In lan-
guages with spreading, NOLONGT must be ranked below *Disassoc. Tableau (64)
shows only candidates that satisfy ALIGN-R.

(64)

looo!

H *DISASSOC NoGar NoLONGT

b. ooo | *

c. OO0 *|

Before leaving our discussion of spreading, I should add that there are other types
of motivation beyond alignment pressures. In the case of simple initial associa-
tion, where there are more syllables than tones, the final tone often spreads to form
a plateau. This is presumably the result of high-ranked SPECIFY, dominating both
NoOLoONGT and *AssocCIATE. A different type of spreading prolongs a contour into
the next syllable, even when this already has a tone of its own, as in Comaltepec
Chinantec (Silverman 1997b):

(65) kwalLH to:L — kwalLH to:HL ‘give a banana’
kwaLH katM = — kwalLH ku:HM ‘give money’
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We can picture this as follows:

(66)

Silverman suggests that this is functionally motivated, because of the difficulty of
finishing a rise within a single syllable. Zhang (2000) has accumulated a consid-
erable body of data showing that cross-linguistically rising tones are longer than
other tones, and proposes an OT analysis along these lines.

Cases of spreading from a level-toned or falling syllable cannot be explained in
this way, however. In Yoruba and other Benue-Congo languages (Hyman and
Schuh 1974, Akinlabi and Liberman 2000b), level tones are prolonged into the
next syllable, as shown below:

(67)  AALH -  AALLH)  ‘dream’
rarad (H.L) — rard (HHL)  ‘elegy’

Akinlabi and Liberman offer a two-step explanation. First, they suggest that
tones ‘naturally form binary prosodic complexes’, so that rises and falls are as
natural as diphthongs. Second, they suggest that the rightward direction of
spreading is preferred because it allows each F, target to remain at the end of
its segment, rather than at the beginning, in line with a known preference for
tonal targets to be placed at the end of their segments. Hyman (personal com-
munication) points out, however, that this cannot be the full story, because
there is also a rightward bias in tone absorption: LH-H is more likely to be-
come L-H than L-LH is to become L-H.

Returning to the OT treatment of straightforward spreading and displacement,
we can summarize with the following typology:

(68) ¢ Unbounded displacement: ALIGN-R, NOLONGT >>*DIsAssoc
¢ Bounded displacement: LocAL >>ALIGN-R, NOLONGT >>*Disassoc
¢ Unbounded spreading: ALIGN-R, *Disassoc >> NOLONGT
* Bounded spreading: LocAL >>ALIGN-R, *Disassoc >> NOoLONGT

4.7 Initial left-to-right association

One of the central findings of Goldsmith’s pioneering work was that
tone association seems to proceed from left to right across the word. This mech-
anism immediately offers an explanation for the very common pattern in which
languages only allow contours at the ends of words: left-over excess tones asso-
ciate to the final syllable, creating contours. However, in a non-derivational
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theory like OT, we cannot resort to a step-by-step left-to-right procedure. Instead,
the obvious counterpart is to use left alignment, but while this works fine in the
case of fewer tones than TBUs, it fails when there are more tones than TBUs.
Tableaux (69) and (70) illustrate this point; note that each tone is assigned an as-
terisk for each TBU that intervenes between the one it is associated to, and the
left edge of the word. The sad face ® marks the winner as chosen by the gram-
mar, but wrongly so.

(69) ALIGN-L correctly chooses (a), with a plateau at the right-edge
looo/
LH ALIGN-L

¥ a 000

|
LH

b. oo *k |

N |
LH

(70) ALIGN-L incorrectly chooses (a), with a contour at the left edge:

oo/
HLH ALIGN-L

Fa o0

® N\
HL H

b. oo *%|

| N
HLH

Zoll (1997b) points to a further empirical problem with attributing the distribution
of contours solely to left-to-right association. In many languages contours can
arise from other sources, such as vowel deletion, and even these contours may be
disallowed and eliminated non-finally. Let us look at Mende, a language first stud-
ied theoretically in influential work by Innes (1969) and Leben (1973). Consider
these basic noun patterns, simplified from Zoll’s work:
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(71) Mende Nouns

H ko ‘war’ pélé ‘house’ hiwaméa  ‘waistline’

L kpa ‘debt’ bele ‘trousers’ kpakali  ‘tripod chair’
HL mbi  ‘owl’ ngila ‘dog’ félama ‘junction’
LH mba  ‘rice’ navo ‘money’ lelema ‘mantis’
LHL mb'd  ‘companion’ nyahd  ‘woman’ nikili ‘groundnut’
HLH - ndéwé  ‘sibling’ yambuwl  ‘tree (sp)’

The majority of these nouns follow the expected left-to-right pattern. Zoll sug-
gests that the avoidance of non-final contours be attributed to a licensing require-
ment on contour tones stated as ALIGN-R(CONTOUR), requiring any contours to
be final. Provided this constraint plus MAX-T and *FLOAT dominate ALIGN-L, we
will achieve the desired results.

Exercise 5. Give tableaux for the words for ‘woman’ and ‘junction’.

Zoll’s proposal has the further advantage that, unlike left-to-right association, it
explains the contour shift that happens in cases like this:

(72) mbu-i — mbu-i

Al A
HLH HLH

Based on other data, Zoll argues that tone association is cyclic, so that /HL/ must
be associated with /mbu/ before the suffix is added. After suffixation, the contour
is non-final, in violation of ALIGN-R(CONTOUR), which triggers reassociation.
Lastly, she points out that left-to-right association, and also ALIGN-L, make the
wrong prediction for /LH/ on trisyllables. We expect LHH, but actually get LLH.
Zoll attributes this to a constraint against adjacent H-toned syllables, *CLASH:

(73) *CLASH: No adjacent syllables linked to prominent tone, i.e. H

Crucially for Zoll, *CLASH does not care whether there are two H tones (one per
syllable), or only one shared tone. It is thus much more powerful than the OCP.
SpeCIFY and DEP-T dominate *CLASH, so a single /H/ survives, and can spread to
all syllables. For further details of the analysis the reader is referred to Zoll’s work.

Exercise 6. Complete this analysis by deciding the ranking of *CLASH and ALIGN-
L, as well as SpECIFY and DEP-T. Give tableaux for the words for ‘mantis’ and
‘house’.
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I have now laid out a theory that will deal with the basic patterns of association,
shift, and spreading, but there are still a few more tools we will need before
moving on to look at the range of tonal languages found around the world. The
remaining sections look at extrametricality, the interaction of tone and stress,
and the OCP.

4.8  Extrametricality

Although the usual association pattern starts at the left edge of the word,
this is not always the case. In Kikuyu (Clements and Ford 1979), tonal melodies
are shifted one syllable to the right when compared to closely related Bantu lan-
guages. The first syllable is always low.

(74) Kikamba: pgingd Kikuyu: ngingd ‘neck’

moté moté ‘tree’
If we assume that the first syllable (and indeed any other syllables that for some
reason or other fail to be associated with a phonological tone) receives its low tone
by default at the end of the phonology (or in the phonetic component), and is
phonologically toneless up until then, we can explain these patterns by somehow
excluding the first syllable from the initial tone association process:

(75) Kikamba: mote Kikuyu: (mo)te

|| /]
LH LH

A second piece of evidence for this proposal comes from the behaviour of down-
step. Downstep (see chapter six) is frequently caused by a floating low or extra-
low tone. Kikuyu is the only language of this family with non-automatic
downstep, and it is found exactly when related languages have an extra-low tone
that gets pushed off the end of the word in Kikuyu. In these data, I use a notation
in which underlining indicates extra-low, and ! shows downstep.

(76) Mwimbi: ekala Kikuyu: ikara! ‘charcoal’
If downstep is caused by a floating extra-low, this is explained.
(77) Mwimbi: ekala Kikuyu: ikara

1] //
L HXL LHXL

The inability of the first syllable to receive tone in Kikuyu is a type of extra-
metricality that we can call NONINITIALITY, the mirror-image of NONFINALITY in
Chizigula. More formally, these can be viewed as non-alignment constraints such
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as *ALIGN-L(WoRrD, T), banning any word from beginning with a tone, in coun-
terpoint to the lower-ranked ALIGN-L(T, WORD).

(78)
mote
LH *ALIGN-L(WORD, T) ALIGN-L(T, WORD)
Fmote wk
/1
LH
mote *1 *
||
LH

As with Chizigula, an alternative is to view the phenomenon as accentual. This is
the tack taken by Clements and Ford, who suggest that Kikuyu has a fixed accent
on the second syllable, and tones are attracted to this accent: ALIGN-L(T, ACCENT).
As we shall see in the next section, there is considerable cross-linguistic evidence
for an attraction between stress and H tone, or indeed any tone.

49 Relation between tone and stress

De Lacy (1999b) has proposed an interestingly restrictive theory of the
interaction between tone and prominence based on two universal hierarchies of
negative markedness constraints, one of which regulates the appearance of tones
in heads, and one their appearance in non-heads. The first hierarchy deals with the
preference for H over L in head syllables by positing constraints that bar certain
tones in Head position. So *HD/L means ‘No L on head syllables’. The full hier-
archy is given below:

(79) Prominence prefers H, avoids L
*Hp/L >> *Hp/M >> *Hp/H

It can be used to explain phenomena such as the insertion of H on stressed o
(Lithuanian), the movement of H to stressed o (Zulu, Digo), and the tendency for
stress to avoid L o (Golin, Mixtec).

Phenomena such as the deletion of H on unstressed o (Vedic Sanskrit), the
movement of H off unstressed o (Digo), and the avoidance of unstressed H o
(Golin, Mixtec) are dealt with by the second hierarchy, which deals with the pref-
erence for L tone on non-heads:
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(80) Non-prominence prefers L, avoids H
*NoNHD/H >> *NoNHD/M >> *NoNHD/L

De Lacy develops this proposal in detail, and his analysis of a Mixtec dialect is
given in detail in chapter seven. We have already seen cases in Bantu that can be
analysed as attraction of H tone to a stressed syllable. Here I give only some ad-
ditional brief examples.

Consider the well-known rule of Mandarin third-tone sandhi, in which the OCP-
violating input /L.L/ (where the dot shows the syllable boundary and the head is
underlined) is broken up by the insertion of a H, giving /LH.L/. The placement of
the H tone on the head syllable rather than on the non-head can be understood as
the result of *Hp/L and *NoNHD/H, as shown in tableau (81). The preference for
(a) [LH.L] over (b) [H.L] can be attributed to MAaX >> *HD/L, and the triumph of
[LH.L] in (a) over [L.HL] in (c) follows directly from *NoNHD/H:

(81)

/L.L/ OCP *NoNHD/H Max *Hp/L
= a. (LH.L) g
b. (HL) &
c. (LHL) *| &
d. (L.L) *1

In many languages (e.g. Mandarin, Shanghai), all underlying tones are lost on
unstressed syllables (and they receive either a default tone at the end of the
phonology, or phonetic pitch by interpolation), and all underlying tones are re-
tained on stressed syllables. While de Lacy’s account allows for discrimination
between H and L tones, it does not require it. So languages of this type are what
we get when the entire *NONHD/T hierarchy from (80) dominates the entire
*Hp/T hierarchy from (79), with MAX-T intervening:

(82) Ranking for languages with all tones retained on all and only head syllables
*NoNHD/H, M, L >> MAX-T >> *Hp/H,M,L

In the rest of this section I briefly discuss some implications of de Lacy’s work,
suggesting that it may need some amendments. See Yip 2000 for details. This sec-
tion may be skipped without detriment.

De Lacy explicitly limits the constraint inventory to negative markedness
constraints, but it may be necessary to admit also positional faithfulness
constraints, positive markedness constraints, and sequential markedness
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constraints. In Zhuang, the first syllable of a bisyllable of certain types acquires
an initial H tone. This tone combines with the underlying tone on the first sylla-
ble, so that toneless syllables become H, /H + TH/ (where T stands for any tone)
becomes HH, and /H + TL/ becomes HL. It seems likely that the first syllable
of these bisyllables is the head, and the H is inserted in response to a positive
markedness constraint HEAD = H. *HD/L does not suffice, because outputs may
be HL, with the L still present. Mandarin Chinese presents a second argument
for positive constraints: contrastive stress avoids L syllables, but is freely al-
lowed on H, MH, and HL syllables. The requirement for a H tone must be stated
positively.

In Shanghai Chinese, all tones of a phonological phrase are deleted except
those of the head. The surviving tones are then re-distributed over the first two
syllables, so that a /LH.HL/ input produces a [L.H] output, violating both
*Hp/L and *NoNHD/H. De Lacy’s grammar would lead us to expect that the H
of the head, and the L (if any) of the non-head would be retained. Clearly, the
origin of the tones still matters, and there is thus no alternative to a positional
faithfulness constraint such as HEAD-MAX-T. See chapter eight for further
details.

A further case in which de Lacy’s approach is overly restrictive concerns down-
step. I defer discussion of this more complex case to chapter six, where [ will argue
that we need a sequential markedness constraint, contra de Lacy: PROMTONE-
MartcH. Prominence profiles and tonal profiles cannot contradict one another.

4.10 The Obligatory Contour Principle

Leben (1973) proposed that tone was governed by a principle he called
the Obligatory Contour Principle, usually referred to as the OCP:

(83) Obligatory Contour Principle (OCP)
Adjacent identical elements are prohibited

This means that words with sequences of high-toned syllables must be repre-
sented as in (a), not as in (b):

(84) 000 NOT *ho o o

7 1
H HHH

Since Leben’s original proposal, it has become clear that this principle covers
more than tone, and also that it is perhaps best viewed as a constraint on outputs,
a conception that fits very naturally into OT. As an output constraint, it can
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block changes to the input if those changes would produce an OCP violation
(McCarthy 1986), or force changes if the input itself violates the OCP (Yip
1988). OCP violations can be avoided in a variety of ways, such as deletion of
one tone, movement of one tone away, blocking of spreading if it would cause
adjacency, or fusion of two tones into one. Furthermore, like any constraint in
OT, the OCP is violable, so surface violations will be observed, as pointed out
by Odden (1986).

Myers (1997) gives an elegant overview of the way the OCP influences tonal
phonology, and the remainder of this section is taken from his work. We shall see
that the OCP may be observed (Shona), or violated (Kishambaa); the OCP may
force a change in the input, a faithfulness violation (i.e. trigger a rule), or the OCP
may block an otherwise expected change (i.e. block a rule).

The first case is one where the underlying form contains a sequence of H tones,
and the OCP causes deletion of the second one. This rule, known as Meeussen’s
Rule, is widespread in Bantu tonology, and these examples come from Shona. Un-
derlining draws attention to underlyingly H toned vowels.

(85) OCP-triggered deletion (Shona: Meeussen’s Rule)
banga  ‘knife’ i-banga ‘it is a knife’

The noun ‘knife’ has one doubly-linked H tone underlyingly, and the copula
prefix also has a H tone. Attachment of the copula causes deletion of the H on
the noun.

The deletion can be captured by the ranking OCP >> MAX-T, and the preference
for deleting the second of the two tones by including ALIGN-L in the grammar.

(86)

H, H, OCP Max-T ALIGN-L

a. 1 banga *1

I\
H, H

b. i banga * *1

N/
H,

e, | banga *
|
Hl




The Obligatory Contour Principle 101

Our second case shows the OCP blocking the usual spreading from a clitic if do-
ing so would create an OCP violation:

87) Failure to spread H from clitic (Shona)
Normal spreading: sadza  ‘porridge’  i-sadza  ‘itis porridge’
Spreading blocked: ~ badzad  ‘hoe’ i-badza ‘it is a hoe’ (*i-badza)

Let us assume that the spreading is caused by pressure from SPECIFY, and that
SPECIFY dominates *AssOCIATE. The blocking effect will then be caused by the
OCP outranking SPECIFY. Lastly, since we do not get spreading followed by dele-
tion (candidate (b)), Max-T must also dominate SPECIFY. The ranking OCP >>
Max-T was justified in the previous tableau.

(88) OCP>>MAX-T >> SPECIFY-T >> * ASSOCIATE

/i-badza/

| |
H, H, OCP Max-T SPECIFY-T * ASSOCIATE

a. 1-badza *| s

L~
H, H,

b. i-badza *) S

H H

The final way OCP violations are avoided in Shona is by fusion, which is limited
to applying within the part of the verb Myers calls the macrostem, made up of the
root and any suffixes, the object prefix, and subject prefixes in the subjunctive,
negative, and participial forms.

(89) Fusion (Within macrostem only)
a. ti-téng-€s-¢ ‘we should sell’
Evidence for fusion: whole sequence deletes by Meeussen’s Rule after a clitic

b. ha-ti-teng-es-e ‘let us sell’ (*ha-ti- téng-€s-¢)

In (a), we see that in this environment two adjacent underlyingly H syllables re-
main high-toned, in apparent violation of the OCP. However, Myers points out
that it can be shown that these two syllables are now associated with a single H
tone, because if the word is placed in the environment of Meeussen’s rule, as in
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(b), both of them lose their high pitch. The two underlying tones of /ti-téng/
have thus fused into one. Fusion is a faithfulness violation, usually stated as a
constraint we can call NOFUSION, so clearly the OCP dominates NOFuUSION.
Since fusion is preferred to deletion, we must also say that MAX-T dominates
NoFusion:

90) Fusion: (Macrostem) OCP >> MaX-T >> NoFusioN

/ti-teng-es-e/

|
H, H, OCP Max-T NoFusioNn

a. ti-teng-es-e *|

| L=
H, H,

b. ti-teng-es-e *1

\
H,

e, ti-teng-es-¢

AN
HI.Z

Lastly, note that the difference between the macrostem grammar, where fusion
removes OCP violations, and the phonological word grammar, where deletion is
used, is only in the relative ranking of NoFusioN and Max-T. Before we leave
fusion, it is worth noting that one very common tonal process, tonal absorption,
can be viewed as a sub-case of OCP triggered fusion. Hyman and Schuh (1974)
note that in many languages, including Bamileke, Mende, Kikuyu, Hausa, and
Ngizim, sequences of /HL.L/ become [H.L], and sequences of /LH.H/ become
/L.H/. They view this as rightward shift, followed by loss of one of the two iden-
tical tones on the second syllable, but it could equally well be fusion of the two
tones. No matter which, the OCP is clearly at work here too.

We have seen that Shona and many other languages carefully observe the OCP, but
not all languages rank it so highly, as noted by Odden in an influential 1986 paper.
For example, in Kishambaa, spreading is not blocked by the OCP (Odden 1982,
1986):

(C2Y) Surface OCP violations (Kishambaa)
/ni-ki-chi-koéma/ [niki-!chikoma] ‘T was killing it

Quite generally in Kishambaa H tones are downstepped after another H tone.



Answers to exercises 103

Since there is downstep between [ki] and [chi], these must be associated to two
different H tones. Since the OCP violation is not fixed up by deletion, fusion, or
by the blocking of spreading, the OCP must be ranked below all the constraints
discussed earlier. We see then that, like any other constraint in OT, the OCP is vi-
olable if it is outranked by other conflicting constraints.

(92) Max-T, Speciry-T, NoFusioN >> OCP

/niki-[chikoma}/

| N
H, H, Max-T SPECIFY-T NoFusION OCP

a. niki-{chikoma] *1 GRS

V
H,

b. niki-[chikoma] *1

\ N
H, H,

c. niki-[chikoma] *1

N

H1,z

¥d. niki-[chikoma] &

%
Hl H2

This has been a long and dense chapter, but we have now got in hand the major tools
we need as we continue to explore the behaviour of tone in the world’s languages.

Answers to exercises for chapter 4

Answer to exercise 1

ooa will wrongly win, so we must add NOoGAP to the tableau, ranked
FII/ above *DISASSOCIATE.

Answer to exercise 2

Chizigula: Replace ALIGN-R by HEAD = H in the above tableau.
Zapotec: SPECIFY >> * ASSOCIATE, LINEARITY
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Answer to exercise 3

The spreading is on to syllables that already have tones of their own, so
SPECIFY cannot be the motivating force. The simplest alternative, given that /1, 2/
are both high tones, is to assume that the constraint ALIGN-R(H, PRWD) plays a
role, and that NONFINALITY stops it short of the last tone. The ranking we need is

The autosegmental nature of tone, and OT

NONFINALITY >> ALIGN-R >> *DIsAsSsoOC, *ASSOC.

Answer to exercise 4

ALIGN-L will try to keep all tones to the left, including excess tones, so

we will get contours on the first syllable, not the last.

Answer to exercise 5

/nyaha/
LHL

ALIGN-R(CONTOUR)

Max-T

*FLOAT

ALIGN-L

=3, nyaha

Hk

b. nyaha
L

|

c. nyahé

|

d. nyaha

*1

/felama/
HL

ALIGN-R(CONTOUR)

*FLOAT

ALIGN-L

g, félama

|

|

Answer to exercise 6

SpeCIFY, DEP-T >> *CLASH >> ALIGN-L




Tone in morphology and in syntax

In the previous chapter we looked at the pure phonology of tone, or
how tones are influenced by their phonological surroundings, but we must not
forget that phonology interacts with both morphology and syntax. That inter-
action is the topic of this chapter. The goal here is to draw attention to the
types of interaction between tonology and other components of the grammar
commonly found in natural languages, and illustrate them with brief exam-
ples. In chapters six to eight we will encounter and analyse many additional
instances.

The dividing line between morphology and syntax is not always clear. I will
classify as syntactic anything that somehow requires reference to the phrasal
level, including tones that mark specific types of syntactic phrasal boundaries —
such as complementizers — and tones that mark any phonological phrase, where
phonological phrasing is partially or wholly conditioned by the syntax. Tonal
morphemes or processes that participate in word-formation but do not seem to
play a phrase-level role will be considered purely morphological. I start with
morphology, and distinguish three types of interaction. Firstly, tone may be a
morpheme in its own right. Such purely tonal morphemes are then subject to the
general phonology of the language, associating, deleting, spreading, and so on.
Secondly, certain morphological constructions may manipulate tone in particular
ways. This is especially true in reduplication, where tone may be copied or not
copied, or where a new tone may be supplied as part of the reduplicative process.
Thirdly, the internal morphological structure of a word may affect the tonal
phonology.

Then I turn to syntax, and ways in which the tones may interact directly with
the syntax. We may distinguish two subcases. As in word-level morphology,
tone may be a lexical morpheme in its own right, an X,, typically a functional
category supplied by a particular syntactic construction, such as a complemen-
tizer, question particle, possessive, or associative marker. Secondly, syntactic
phrasing may affect prosodic structure, and thus the domains within which tonal
rules apply. This is a particularly rich area of research, and will be the longest
part of this chapter.
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5.1 Morphology

5.1.1  Tonal morphemes

Although we usually begin by thinking of a morpheme as something
with segments, purely tonal morphemes abound. It is useful to divide them into
two types based on where the tones surface in the word. Type one are tonal
morphemes that affix to the beginning or end of a word, and thus precede or,
more commonly, follow the tones of the root. Type two are tonal morphemes that
overwrite the tones of the root, if any, replacing them entirely. I should add that
languages with morphemes of the second type are often analysed as having an
underlying affix of the first type, that starts as a prefix or suffix, and that the larger
surface manifestation of the tone can be derived from the general phonology.
Nonetheless, the descriptive division is a useful one.

A simple example of the first type is the high tone affix of Cantonese familiar
names. A monosyllabic family name can be turned into a familiar name by the
addition of a prefix /a:33/, and a tonal suffix, as in /yi:p22/ — a:33 yiip25. The
addition of this affix produces a word that begins with its own underlying tone, but
ends high. Using 5 for high and 1 for low, the changes can be listed as follows:

(€8] Underlying After affixation
21 25
24 25
33 35
53 55
35 35

These patterns can be derived by positing a simple 5 high-tone suffix, accompa-
nied by some simplification of excessively complex tones. See chapter eight for
more details.

In Hausa (Chadic; Newman 1992), monosyllabic verbal nouns formed from
high-toned verbs show a falling tone.

2) shaa ‘to drink’ shaa ‘drinking’ (N)
ci ‘to eat’ cli  ‘eating’ (N)

One common way to analyse these is as the addition of a L tone, with con-
comitant lengthening of the final vowel to accommodate the extra tone, but see
Newman for a different explanation, at least as far as their historical origin is
concerned.

The second type of tonal affix, in which the tones overwrite any pre-existing root
tones, is perhaps best exemplified by the verbal morphology of Bantu, where an en-
tire verb may change its tone as the result of the addition of a tonal morpheme. For
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example, in N. Karanga (Hewitt and Prince 1989) the assertive and non-assertive
forms of the verb differ in their overall tonal melody. I have used Hewitt and
Prince’s examples; for some reason they use different roots to illustrate the assertive
and non-assertive of H-toned roots. Note also that prefixes are omitted.

3) Assertive Non-assertive
H-toned roots  téng-es-a  ‘sell’ tor-es-a  ‘didn’t make take’
téng-és-ér-a ‘sell to’ tor-€s-er-a ‘didn’t make take for’
Toneless roots bik-is-a ‘make cook’ bik-is-a  ‘didn’t make cook’

bik-is-ir-a  ‘make cook for’ bik-is-ir-a ‘didn’t make cook for’

Hewitt and Prince analyse the non-assertive morpheme as a H-tone suffix, but
nonetheless its effects are felt throughout the word. See chapter six for further de-
tails and analysis.

A very different example comes from Cantonese, where historically noun-verb
pairs were formed by tonal change. There is more than one pattern, and most of
them are not productive these days; see Tak 1977 for details. The important thing
to note here is that the pattern below cannot be simply analysed as the addition of
a particular tonal prefix or suffix, since the entire tone changes.

@) Verbs: /53/ Derived nouns: /44/
taim  ‘to carry’ taim ‘a burden’
sow  ‘to count’ sow  ‘anumber’

Finally, let us look at some facts from lau (Tor Lakes-Plains-Stock, spoken in
Irian Jaya; Edmondson et al. 1992). Verbal aspect is signalled by tone, overlaid on
monosyllabic verbs. Although the major pitch differences come on the later por-
tions of the verb, they can cover at least two-thirds of the syllable. For example,
/baui/ ‘come to’ has a mid-level tone in the Resultative Durative, a high-to-mid
falling tone in the ‘Inter-goal’ aspect (with the meaning ‘finally came to X’), and
mid-to-low falling tone in the Process aspect. It would appear, then, that aspectual
tones associate with the syllable as a whole, and not just one edge.

5.1.2  Construction-specific tonology

Leaving tonal affixes, let us now see how specific morphological
constructions may have their own particular tonal phonologies, especially redu-
plication. In some languages tones are copied in reduplication, in others the redu-
plicative morpheme supplies its own tone, and in yet others the reduplicative
morpheme remains toneless or receives a default tone. One language may have
more than one reduplicative construction, and they may differ in these regards.
For example, Mandarin Chinese (Chao 1968) has several types of reduplication,
three of which I mention here. Kinship nouns reduplicate without their tone,
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producing a phonologically toneless reduplicant. Classifiers reduplicate with
tones intact. Adjectives, in the type of vivid reduplication that turns adjectives into
pre-verbal or resultative adverbs, reduplicate with a fixed high tone on the second
half of the reduplicant (for some speakers). The last two types also add a retroflex
ending /-1/ in Beijing Mandarin.

) T-0  Nouns: ge55 ge ‘older brother’
jie2l jie ‘older sister’
T-T Classifiers: chu53 chur53 ‘everywhere’
tian55 tiar55 ‘every day’
T-55 Adjectives: (chi55de) bao21 baor55de ‘(eaten until) good and full’
kuai53 kuar55de ‘quickly’

In OT treatments of reduplication, base-reduplicant identity is produced by faith-
fulness constraints relating base to reduplicant, such as Max-BR (McCarthy and
Prince 1995). Max-BR(ToNE) is a B-R faithfulness constraint that requires all
tones in the base to be present in the reduplicant. When base material is not
copied, this is attributed to markedness dominating Max-BR(TONE). When base
material is copied, MAX-BR(ToNE) dominates markedness (McCarthy and Prince
1994). In both cases high-ranked input-output faithfulness, Max-IO(TONE), en-
sures survival of the input tones on the base syllable. The first two types of redu-
plication will thus need construction-specific constraint rankings, with *TONE >>
Max-BR(ToNE) for the toneless verbal reduplication, and MAaX-BR(TONE) >>
*ToNE for tone copying reduplication with classifiers. Tableau (6) shows the case of
noun reduplication, with no copying of the tone. The interested reader can con-
struct the appropriate grammar and tableau for the case of classifiers.

(6)

/ge55-RED/ Max-IO(ToNE) *TONE Max-BR(TONE)
= a. geS5 ge * &
b. ge55 ge55 *k|
c. gege *1

The third type of reduplication, for adjectives, is presumably like the first since the
reduplicant has lost the base tones, but with the addition of a H-toned suffix.

A very interesting case is found in the Khoisan language Jul’hoansi (Miller-
Ockhuizen 1999). Roots are minimally bi-moraic, consisting of at least one
heavy bi-moraic syllable or two light mono-moraic syllables, and may have a
single tone shared by both moras or two different tones. For bisyllabic roots, the
form of the reduplicant is determined by the number of tones on the root. If the
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root is mono-tonal, as in (7a), only the first vowel reduplicates. If the root is bi-
tonal, as in (7b), both vowels reduplicate:

7 a. L gkMrl ‘to become visible’ gk™LgkMri  ‘to cause to be visible’
H x3.8% ‘tosting (of skin)’ x5.x3.3% ‘to cause to sting’
b. LH tsx3.1 ‘to grab’ tsxa1.tsxd.1  ‘to grab forcefully’

Apparently the TBU is the mora and reduplication requires full reduplication of
both tones, while observing the NOCONTOUR constraint that limits moras to one
tone, and also limiting the reduplicant to a single syllable in size.

(®)

/RED-tsxd.[31/ RED=¢ Max-BR(ToNE) NoCONTOUR

IS 3. tsxI1.tsxd.pi

b. tsx3.tsxd.B1 *|

c. tsxd.tsx3d.B1 *|

d. tsxd.p1.tsxd.pi *|

I end this section with a more complex case from Chichewa (Myers and Car-
leton 1996). In Chichewa, tones are sometimes copied in reduplication, as in (9a),
and sometimes not, as in (9b). When they are copied, they sometimes move onto
a different syllable, as in (9¢). The reduplicant is underlined in each case.

) a. nda-namiza-namizé ‘I have deceived repeatedly’
b. ndima-sangalatsa-sangalatsa ‘I used to please repeatedly’

’

c. chigawénga-wenga ‘a real terrorist’

Myers and Carleton argue that tone copying is blocked in cases like (b) because
the tone in question originates not on the verb stem, but on the preceding auxiliary
element (although it is realized on the stem). Reduplication, then, only copies
stem elements. In cases like (c), the tonal movement is caused by the OCP, which
dislikes H tones on the heads of two adjacent feet. Feet in Chichewa are
left-headed, so if the H tone were copied but not moved we would have
*chiga(wénga)(wénga), with H tones on both heads. The prohibition on such
sequences outweighs the copying requirement. The authors work out the rather
complex analysis in an OT framework that would take up too much space here,
and the interested reader is referred to their paper for details.

This completes the summary of tonal processes specific to certain construc-
tions. In the final part of this section on morphology, we look at morphologically
defined domains for tonal processes.
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5.1.3  Morphological structure, tonal domains, and cyclicity

It is very common for morphological structure to determine how tones
behave. In Bantu languages, for example, verbs have a complex morphology, and
tonal processes may apply within sub-constituents of the verb only. Myers (1997,
1999c¢), following Meeussen (1967) and Barrett-Keach (1986), argues that the
verb in five Bantu languages has two main constituents. The Verb Stem consists of
the root, its suffixes (‘extensions’) marking things like causation, passive, recip-
rocal and so on, and a terminal vowel. It is immediately preceded by any object
marker, and these join together in the Verbal Macrostem. The Inflectional Stem,
which precedes the Macrostem, consists of the morphemes marking subjects,
tense, and/or modality. Here is an example from Shona:

(10) nd-a-ka-mu-tar-is-ir-a ‘I looked for him/her (yesterday or before)’
SM/1sg-past-remote- OM/3sg-look-caus-appl-term

[Inﬂectional stem ] [Macrostem [Verbal Stem ]]

Myers gives a number of arguments for this bi-partite structure. What concerns us
here is its effects on the tonal phonology.

Meeussen’s Rule deletes the second of two adjacent H tones. However, it only
applies across the boundary between Inflectional Stem and Verbal Macrostem, as
in (11a), where the H tone on /téngésa/ deletes under the influence of the preced-
ing H. The surface form is shown directly underneath, in italics. The deletion does
not apply within either constituent, as shown by the contrasting examples in
(11b—c). The square brackets show Inflectional Stem and Macrostem.

(11) Meeussen’s Rule applies: Meeussen’s Rule does not apply:

a. / H H / b /H H/
i

[ndi-cha}[tengesa] [ku][ri-tengesa}]

1sg-fut - sell Inf- obj-sell

ndi-chd-tengesa ku-ri-téngésa
c. /H H/

[va-cha][bvunza]
3pl-fut -ask
va-chd-bvunza
Without reference to the word-internal structure these facts cannot be explained.
In segmental phonology the phonological effects of word structure have been used
as arguments for the cycle. In rule-based approaches, rules apply to the innermost con-
stituent of a word, then re-apply to each larger constituent in turn. Tonal phonology is
no different. For my first case, I turn to Margi (Chadic; Hoffman 1963, Pulleyblank
1986). Margi spreads tones onto toneless vowels, satisfying the constraint SPECIFY,
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which requires every TBU to have a tonal specification. This spreading must take
place on each morphological cycle, before association of any tones supplied by a mor-
pheme added on the next cycle. For example, the bisyllabic L-toned root in (12) takes
a suffix with a H tone. The root L spreads onto both root-syllables on the first cycle,
and the suffixal H then links to the final, suffixal syllable on the second cycle, as shown
in (13a). If on the other hand all association took place after the entire word was
formed, then the H would associate to the second root syllable, as shown in (13b):

12) /dza’u/ -/ba/ dza’iba  ‘to pound well’

L H
(13) a. Cyclic association and spreading b. Non-cyclic association
(correct) (incorrect)
[[dza’u]-ba] *[[dza’u]-ba]
Voo I\
L H L H

This argument, the reader should note, goes through only on the assumption that
the tones are underlyingly unlinked to their hosts.

For my second example of cyclic tonal phonology, I will look at Shanghai
Chinese (Duanmu 1997). Like all Chinese languages, Shanghai makes rich use of
productive compounding. Within these compound words, binary left-prominent
prosodic domains are built up from left-to-right, and in a prosodic domain all tones
except the first are deleted. The domains are clearly stress domains, since they can
be affected by contrastive stress, and are subject to clash avoidance. In long poly-
syllabic mono-morphemic words, or if the compound has no internal structure, such
as a string of digits, the binary structure is very apparent. In words with an odd num-
ber of syllables the final foot may be trisyllabic, so a five-syllabled word has the pat-
tern (TO)(T00), where T stands for a syllable that retains its tone and O for one whose
tone is deleted. For details of how the surviving tone associates, see chapter eight.

Most compounds have internal structure, and this structure affects the domains.
Look at the examples in (14), from Duanmu 1997. They are both trisyllabic
compounds, but the tonal outputs differ, and the difference correlates with (but is
not isomorphic to) differences in their internal morphological structure. Square
brackets show morphological structure and parentheses enclose tonal domains.
(14) a. [[bi fia] ts"i] (T 0)(T)

leather shoe factory
b. [ha® [bi  fa]] (T00)
black leather shoe
Two simple assumptions derive the facts. First, domains are built cyclically.
Second, stress clashes are eliminated by deletion of the second stress. In the first
example, shown in (15), a left-headed binary foot is built on the first cycle, and on



112 Tone in morphology and syntax

the second cycle only one unfooted syllable is left, so this forms a unary foot.
There is no stress clash, so nothing further happens.

(15) [[ha’ bi] Ra]
(T 0) First cycle: build left-headed feet.
(T 0) (T) Second cycle: remaining free syllable forms monosyllabic foot.

In the second example, shown in (16), after footing on the second cycle there are
two adjacent stresses, so the second is deleted, resulting in a single stress and thus
a single surviving tone:

(16) [ha’ [bi fa]]
(T 0) First cycle: build left-headed feet.

(T (T 0) Second cycle: remaining free syllable forms monosyllabic
foot.
(T 0 0) Deletion caused by stress clash, and refooting.

The full range of data when one looks at longer compounds confirms the cyclic
character of the domains. However, in OT, with its commitment to a non-derivational
approach, cyclic phenomena demand a different analysis. Duanmu proposes the
use of output-output constraints that compare the compound to its constituent
words and prefer identical stress placement, producing the effects of cyclicity with-
out the need for derivations. Here I call this constraint OUTPUTOUTPUTMATCH:

(17 OuTPUTOUTPUTMATCH: In an XY compound, surface stress locations should be
the same as in the independent words X and Y.

These constraints can be overridden by the more highly-ranked *CLASH, as in the
example (16), shown in the tableau in (18), where /bi fia/ ‘leather shoe’ has a dif-
ferent stress pattern as part of the larger compound than it does in isolation, in
order to satisfy *CLASH. The input is /ha’ # bi fia/, where # shows the word bound-
ary. The two output words whose stress patterns should be matched if possible are
(ha’) and (bi fia), where the stressed syllables are underlined. In candidate (a), the
stress locations match those of the independent words, but at the cost of an unac-
ceptable stress clash. It therefore loses to candidate (b), despite the fact that (b)
does not preserve the stress locations.

(18)

/ha’ #bi Aa/
CONSTITUENT OUTPUTS:
(ha’), (bi fa) *CLASH OuTPUTOUTPUTMATCH

a. (ha’)(bi  fa) *!

b. = (ha’ bi fia) *
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The role of OuTPUTOUTPUTMATCH is crucial in cases where a monosyllable
combines with an odd-numbered word. Consider a compound like ng # yi-du-ii-
¢i-ya ‘South Indonesia’, which has the output (T00)(T00), but whose constituent
words have the outputs (T) and (T0)(T00) respectively. Without appeal to the
stress patterns of the component words, candidate (19b) with binary footing
would win. Although their stress patterns cannot be perfectly matched without vi-
olating *CLASH, which rules out (19a), the minimum disruption compatible with
avoiding stress clash correctly produces (19¢) as the winner.

(19)
(T), (TO)(TOO) CLASH OO-MATCH FrBin
a. (T)(TO)(T00) *1 *%
b. (TO)(TO)(TO) e
= ¢, (T0OO0)(TOO) #ok *k

The reader is referred to Duanmu’s paper for full discussion. See also Kager 1999
and McCarthy 2002 on output-output constraints.

This completes the section on the interaction of word-level morphology and
tone. I now move on to discuss syntax.

5.2  Syntax

5.2.1 Tones supplied by particular syntactic constructions

I am including in this section tones that can be viewed as functional
morphemes and that interact with the syntax. In a non-tonal language like English func-
tional categories can be independent words or segmental affixes. For example, the com-
parative marker is either the word more or the affix -er. It is associated with a particular
syntax ‘X is more -adj than Y’. In tonal languages the tone can be applied to the entire
construction, or to one edge of it, or to a particular word such as the head. The decision
as to whether to include something here or in the earlier sections on morphology is not
always straightforward: since tones must attach to segments to be realized, there is a
sense in which all these are affixes, and thus come under the heading of morphology.
Nonetheless, the syntactic function of many of these earns them a place in this section.

5.2.2  Final particle tones

In non-tonal languages, we sometimes find words that, for want of a bet-
ter term, get called particles. The most common kind are sentence final, and are
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used for particular constructions, such as questions or imperatives. In some cases
they occupy a different position, such as after the first constituent (Wackernagel’s
position). Tonal languages may have such particles too, and they may be segmen-
tal, but they may also be purely tonal. Consider Cantonese (Law 1990, Yip and
Matthews 1994). Cantonese adds a sentence-final particle ma33 for questions
(with segments and tone) but it also has particles where the segments and tone are
distinct morphemes:

(20) e ‘suggestion’
55 ‘echo question’ attaches to final syllable of utterance
e55 ‘suggestion’ plus 55 ‘weakener; tentative’
ell ‘suggestion’, plus 11 ‘strengthener, expecting agreement from hearer’

The segment [e] carries the semantics of suggestion, but the tones 55 carry an
echo question meaning. The combination conveys a questioning, or weak, sug-
gestion, not unlike the Canadian English ‘eh?’.

The line between final tonal particles and what we usually call intonation is ex-
tremely fuzzy. Intonation is sometimes still thought of as an add-on, an optional
extra, that adds nuances but does not change meaning, but of course every sen-
tence has to be pronounced with some sort of intonational contour, even if it has
no easily identifiable function, and furthermore it is clear that many of the
things we call intonation are not optional at all. In many languages question into-
nation is obligatory, and is the only way in which questions are distinguished from
statements. For example, Kinande has two intonational phrase (IP) tones: L for as-
sertions and H for question/list intonation. These tonal morphemes must then be
considered just as much functional categories as the Russian /i or English tags like
‘...won’t you?’. There is an extensive literature on intonation, and the interested
reader should consult Bolinger 1986, Cruttenden 1986, Ladd 1986, 1997, and
Pierrehumbert 1980. Intonation is discussed further in chapter nine.

The way in which such tonal particles are realized is quite variable. One com-
mon way is for them to attach to the end of the utterance, either to the last TBU or
to the last stressed syllable. In some cases they attach to both ends, as in Japanese
(Pierrehumbert and Beckman 1988). Another possibility is that the entire utter-
ance may be affected, by moving all the tones up a notch in pitch. This is attested
in Dangme (Kwa; Kropp Dagubu 1986), where all tones are raised throughout to
show a Yes/No question, and it also seems to be quite common in languages with
large tonal inventories, such as Mandarin (Chao 1933, 1968).

Although the most common tonal syntactic morphemes are those associated
with complete sentences forming single utterances, we also find cases in which
they are used to single out particular syntactic constructions that are embedded
sentence-internally and are therefore usually smaller than the full utterance.
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In many African languages, the associative construction (a sort of possessive) is
conveyed by means of a tonal affix: these data come from Igbo (Williamson
1986), where the affix is a H tone which links to the left:

(21) agba énwe  —  agb4d énwe ‘jaw of monkey’
L L+H+LL

In Burmese, the nominal modifier marker is tonal (Bernot 1979). Clause-final
particles, like the realis verb marker /te/ in (22), have unmarked tone in non-
modifying position, as in (a), but acquire a creaky tone in modifying position, as
in (b). The added tone is shown by an acute accent following the particle; I do not
show the voicing of /t/ to [d] that happens after vowel-final syllables.

22) a. seN 0i ne te ‘She is covered in diamonds’

\

b. sen 0i ne t¢ 05mi ‘a girl covered in diamonds’
diamond produce AUX PART girl

In Yoruba, subject noun phrases are marked with a H tone clitic. Akinlabi and
Liberman (2000a) suggest that syntactically it is a sort of auxiliary, and it cliti-
cizes to the preceding NP host. It is only found on NPs followed by a VP:

23) @+H—-H omolo — omdlo ‘The child went’
L+H—LH okdolp — okolo ‘The car went’
H+H—>H adélp — adélo ‘Adewent

It is extremely common to find tone used inflectionally, to mark case, definite-
ness, or referentiality (see Blanchon (1998) on Kongo), and of course tense and
aspect all over Bantu. An interesting example can be found in Olusamia (Bantu;
Poletto 1998). This language has no tonal contrast in verb roots, but H tone is
used in combination with segmental affixes to convey a collection of tense/as-
pect/modality distinctions. It is the positioning of the H that varies, and it may
appear on any of the first three moras of the verb stem, as shown in (24a—c),
where the left edge of the stem is marked by ‘[’. From its host mora, it may or
may not spread — contrast the first two examples in (24b). See Poletto for an OT
account of these facts.

24) a. [ xu[déexere ‘we will not cook (today)’
b. [ufh  ota[deéxa ‘you should not cook’
n[deexa ‘T am cooking’ (constructed by analogy)
ndaxa[deéxa ‘I have cooked’
c. [wppv  ona[deexa ‘you will cook’
oxu[deexa ‘to cook’
oxt[deexana ‘to cook each other’

oxu[deexérand  ‘to cook for each other’
muta[deexérana ‘you should not cook for each other’
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The way in which these various tones arrive at their proper positions, be it the
attachment to the edges of phrases, an overlay on the entire phrase, or positioning
on specific moras, poses some interesting puzzles in OT. It is useful to distinguish
three cases:

(25) (1) Tones whose positioning can be attributed to the general word-level tonology
of the language;
(2) tones whose positioning can be attributed to the general phrase-level tonol-
ogy of the language;

(3) tones whose positioning depends on the choice of one particular syntactic
feature or combination of features.

The first case has been dealt with in chapter four, and will also be the topic of
extensive discussion in chapters six to eight. A major influence on positioning is
alignment constraints, but I will not address it further here.

The second case, exemplified by Cantonese final tonal particles, is the phrasal
counterpart of the regular word-internal cases, and the tones can presumably be
positioned by alignment, either with edges or with stressed syllables or both.

The third case is exemplified by Olusamia, in (24). The different tense/aspect/
modality semantics each supply a H tone, but whether this tone appears on the first,
second or third moras is apparently a property of the morpho-syntax. General align-
ment constraints could pick out the first mora, and perhaps the second (by NON-INI-
TIALITY), but the constraint ranking would have to differ for each construction, rather
as suggested for three different types of reduplication in Mandarin. For example, for
the data in (24a), with H tone on the stem-initial mora, ALIGN-L >> NON-INITIALITY.
For the data in (24b), with H tone on the pen-initial mora, NON-INITIALITY >>
ALIGN-L. Presumably the lexicon would have to provide a constraint ranking as part
of the lexical entry for the morphemes in question. The case in (24c), with high tone
on the third mora, is more complex, needing reference to both NON-INITIALITY and
the head of an iambic foot: [ (ujL). The alternative to lexicalized constraint rankings
is for the lexical entry to state directly which mora the H tone must attach to, in which
case it would, rather surprisingly, have to count at least to three!

In this section we have seen examples of tonal morphemes at the phrasal level.
We now move on to less direct interactions between syntax and phonology in
which syntax contributes to defining the domains for tonal processes.

5.2.3  Syntactically influenced tonal domains

5.2.3.1 How are domains determined?

Tone sandhi (tone rules that apply across word boundaries) often take
place between not just any two words, but only between words that are in the
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same ‘domain’. The domain is usually taken to be prosodic, for example a
phonological phrase, but this prosodic phrasing may be at least partly syntacti-
cally defined, so that indirectly the syntax conditions the tonal rule. This medi-
ation via the prosody is a more limited theory of syntax—phonology interaction
than one in which the full array of syntactic information is available directly to
the phonology. It is more limited in at least two ways. First, once the prosodic
structure is in place it cannot change to suit different phonological rules. One
single prosodic structure must be able to deal with all types of phonological
phenomena, be they stress-related, tonal, or segmental. Second, most re-
searchers would claim that only certain types of syntactic information can be
passed on to the prosody, perhaps only the placement of X, and XP boundaries.
In a theory in which syntax influences only prosody, this restriction will apply
via the prosody to all phonological phenomena. In a theory in which syntax
directly influences phonological processes, different processes could in princi-
ple access different types of syntactic information. The issue is still very much
under review. For discussion, see various papers in Inkelas and Zec 1990,
especially Hayes.

Assuming for now that all the syntax can do is influence prosodic structure, and
that this in turn then provides domains for phonological rules, we need to know
what we mean by prosodic structure. A common view is that utterances are or-
ganized into a hierarchy of prosodic categories that looks something like (26); the
term utterance subsumes not only full sentences, but also utterances composed of
grammatical fragments or even single words.

(26) Utterance
A
Intonational Phrase: IP P
/\\ /\\
Phonological Phrase: PhP PhP PhP PhP

AN T
Phonological Word: PW PW PW PWPW PW PW PW

AN/N LA TN
Foot: bbdbdb b b bbb bdd
ANANANN NNANANNANA
Syllable: COCOUOOo 00 OO0 000000 cooaaa

By the Strict Layer Hypothesis (Selkirk 1984, Nespor and Vogel 1986), a larger
category is strictly composed of one or more of the next category down. Although
this hypothesis is no longer an article of faith to all linguists, most phonologists
still take it as a working hypothesis, at least in the form of a universal but violable
OT constraint. If it is true, one particularly important consequence is that each
prosodic word must contain at least one foot: the foot is the minimal word. Feet
are preferably binary, as shown here.
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Most of the literature on syntactic influence concerns its role in building the
phonological phrase, an entity larger than the word but smaller than the utterance,
within which tonal rules may apply, but across which they are often blocked. We
shall see shortly, however, that there are some problems in equating tonal domains
with the phonological phrase.

Before looking at tonal cases in detail, let us look at how syntax can influence
prosodic phrasing. In general, work in this area uses a theory of syntax without
functional categories, and where these are included they are usually stated to
have no prosodic effects. I shall largely follow this custom and ignore them in
this chapter. One might expect that there would be an isomorphy between syn-
tactic and prosodic phrasing, so that, for example, each NP was a phonological
phrase, and so on. The reality is more interesting, as discovered by Selkirk
(1986). It turns out that only one edge of the syntactic phrase usually matters, and
which edge is used is language-variable. For example, consider two Chinese lan-
guages, Shanghai (Selkirk and Shen 1990) and Xiamen (also called Taiwanese or
Southern Min; Chen 1987). They both build tonal domains that are syntactically
influenced. In Shanghai, within a domain the first syllable is the head and keeps
its tone. All other tones are deleted. In Xiamen, the last syllable is the head and
keeps its tone. All other tones change to different allotones, as we shall see in
section 5.2.3.2.

Both Shanghai and Xiamen have very similar syntax, with [P [NP]] preposi-
tional phrases, and [V [NP]] verb phrases, like English. This means that after the
P or the V there is the left edge of an NP, in both languages. It turns out that this
triggers the building of a new phonological phrase, and thus a tonal domain, in
Shanghai, but it does not in Xiamen. In the data below, # marks the boundary be-
tween two tonal domains.

27 V-NP
Taiwanese: One tonal domain
[pang]y npl hong-ts’e] fly kite’
fly kite
Shanghai: Two tonal domains
[tan]y # npl ‘niN] ‘hit people’
hit people

These facts suggest that left edges of XP matter in Shanghai, but not in Xia-
men. Instead, right edges turn out to matter in Xiamen. Very often, of course,
the two coincide. In both languages subjects precede verbs, so we have the
structure [NP][VP]. The subject—verb boundary has both a right edge and a left
edge, and sure enough it begins a new tonal domain in both languages, as
shown in (28).
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(28) NP-VP: Separate tonal domains in both languages
Taiwanese: [tsit e gin-a]xp # vplk’un-lat tak-ts’eq]

This CL boy diligent study “This boy studies hard’
Shanghai: [lisz Jxp # vpl‘zaw # poqtsin tsou] ‘Lisi walks towards Beijing’
LiSi towards Beijing walk

In some languages, the phrasing seems to be highly variable, with more than
one option available depending on such matters as focus, speed of speech, and
style of speech. In Mandarin there are often several different acceptable phrasings,
as shown by the operation of third-tone sandhi rules (see below, section 5.2.3.3).
In Chichewa (Kanerva 1990), a simple sentence with a verb, object, and instru-
mental phrase has three possible phrasings, with focus being the additional signif-
icant factor. Here are the three possibilities, plus a fourth that is not acceptable.

(29) a. (Anaménya nyumba ndi mwaala) ‘He hit the house with a rock’
pro-hit the house with a rock

b. (Anaménya nyumba) (ndi mwaala)

. (Anaménya) (nyumba) (ndi mwaala)

[="a o]

. *(Anaménya)(nyumba ndi mwaala)

These are appropriate answers to the following questions, with (30a—c) correspond-
ing to (29a—c) above:

30) a. What did he do?/What did he hit the house with?
b. What did he hit with the rock?
¢. What did he do to the house with the rock?

The basic generalization is that a focussed constituent ends a phonological phrase.
In the answer to (30a), either nothing is focussed or the last word rock is focussed,
so only one domain is used. In (30b), house is focussed, so two domains are
needed. In (30c), hit is focussed, so the verb must be its own domain, and it turns
out that post-focal constituents must also each form their own domain, so we get
(29¢) and not (29d).

Although in many cases simple algorithms do a good job of defining prosodic
phrases that can in turn be used to control tonal domains, there are other cases that
do not succumb to this treatment. In Kimatuumbi (Odden 1990b), for example, a
H tone is placed on the final word of an XP (Odden uses X’) that is followed by
a sister XP, both of which are dominated by an XP. This configuration includes the
end of a subject NP before its sister VP, and the end of all but the last of a string
of conjoined NPs. It excludes an NP that precedes an adjunct clause, since the ad-
junct is not the sister of the NP. For example, no H is inserted on the NP Mam-
boondo in the sentence below, because the following XP is not its sister:
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31 [naamwéni Mamboondo [[[padapangité kaasilypls]aplve
I-him-saw M. when-I-did work
I saw Mamboondo when I worked

If we assume that the H tone is placed at the edge of some prosodic phrase, defined
by the right edge of XP, we still have to explain the fact that it only defines a phrase
edge if another sister XP follows. Such examples remain a challenge for constrained
models of syntax—phonology interaction. The reader is referred to the extensive lit-
erature for discussion of these interesting issues. See particularly the papers in
Phonology Yearbook 4, Inkelas and Zec 1990, and Kager and Zonneveld 1999.

We have seen that tonal processes may be corralled by syntactically influenced
domains. We now turn to examples of the types of changes that display these ef-
fects. I shall distinguish four types. Firstly, there are tonal changes that depend on
whether something is or is not at the edge of a domain. Secondly, there are
changes that apply between syllables if and only if the two syllables are domain
partners. Thirdly, there are boundary tones inserted at the edges of domains.
Fourthly, downstep may apply only within a domain. I take each of these in turn.

5.2.3.2 Rules that depend on whether something is at a phrase edge or not

Many Chinese languages allow underlying tones to surface only at the
edge of a domain. All other syllables either lose their tones (as in Shanghai) or use
a different allotone (as in Taiwanese). The syllable that retains its tone is usually
taken to be the head of the domain, and languages vary as to whether the domains
are head-final or head-initial. Consider the Min dialect Taiwanese, which has a
much-discussed chainshift of tonal changes known as the famous Min tone circle
(Chen 2000):

(32) Taiwanese tonal changes: Min tone circle

24

{
22

YV N
44 21

N v
53

In final position, on sonorant-final syllables, there are five tones. In non-final po-
sition each underlying tone changes as shown by the arrows, so that, for example,
a syllable which is /24/ becomes [22] non-finally. There is some neutralization, so
that only four tones are found non-finally. Every morpheme (= syllable) has two
tones, one in final position and one in non-final position. These changes are very
difficult to state in any formal way. There have been many attempts over the years,
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particularly Wang 1967, Yip 1980a, Kirchner 1996, and Moreton 1999, but the
chainshifting nature of the pattern, and especially its circular nature, remain very
problematic. In chapter eight some similar facts in Chaoyang are given an OT
treatment, and the reader is referred there for further discussion. Our focus here is
on the domain within which the changes take place.

The syntax and the phonological phrasing are not isomorphic. In the following
sentence, the domain boundaries are marked by #. The subject NP is its own do-
main, but the VP breaks into two domains, and the break comes half-way through
the sentential complement, after ‘parrot’.

(33) ne[120 tsim-a-polxp #preqp [M yp[siong-sin g[xp[ying-kolxp
old lady not believe parrot
H#preap [€ volkOng-welyplpreap] slvelprear #
can talk

‘The old lady doesn’t believe the parrot can talk’

The syllables just before # — po, ko, we — bear their original citation tones. All others
have the changed sandhi tones. Chen 1987, following Selkirk 1986, proposes that
domains are constructed by the following algorithm:

(34) Mark the right edge of every (non-adjunct) XP with #.

All lexical XPs behave the same in this regard: the domain-construction algorithm
ignores the differences between NP, VP, AP, and PP. Other than syntactic phras-
ing, it seems that the only information that passed from the syntax to the phonol-
ogy is this rather messy ‘non-adjunct’ requirement. In later work, Lin (1994)
shows that a more elegant and precise statement of the condition that Chen for-
mulates as ‘if not an adjunct’ can be had in terms of lexical government: the right
edge of any XP that is not lexically governed ends a tone group. This formulation
has the advantage that it appears necessary for phrasing in other languages, espe-
cially Papago (see Truckenbrodt 1999).

Exactly what these tone groups are in terms of the prosodic hierarchy is con-
troversial. Being larger than the Phonological Word, the most obvious candidate
is the Phonological Phrase. However, Chen (1987) says that they may cross-cut
Intonational Phrases, and thus cannot be identified with the phonological phrase,
since the Strict Layer Hypothesis says that phonological phrases are strictly con-
tained within intonational phrases. For example, the sentence in (33) above may
be divided intonationally after siong-sin ‘believe’, and the tone sandhi facts re-
main unchanged. siong-sin is then final in the IP, but has a non-final sandhi tone,
showing that it is not final in the tonal domain.

A different type of domain-internal tonal alternation is exemplified by Shanghai.
As I noted above, Shanghai marks the left edge of domains, not the right edge.



122 Tone in morphology and syntax

Once the domain is constructed, Shanghai simply erases all except the head tone,
and this head tone then spreads out over the rest of the domain. For details, see
chapter eight. Note particularly that in addition to the syntax, binary rhythmic
considerations play a major role in Shanghai sandhi, as discussed in connection
with compounds in section 5.1.3 above. Lastly, let me note that it may not be
chance that where the left edge of the syntax determines the domains, it is the left-
most syllable of the domain that keeps its tone, and is arguably the head of that
prosodic phrase. For right-edge domains, the reverse is the case.

For my next example of a process specific to a domain edge, I turn to
Kikamba (Bantu; Odden and Roberts-Kohno 1999). Kikamba has a super-low
tone, SL, which can only surface at the ends of phrases, where it contrasts with
plain low. It is found on nouns in isolation (35a), and on nouns that are final in
their own NP (35b) even though they are not sentence final, but not on nouns
that are followed by modifiers within the NP (35c). SL tone is shown here with
a grave accent.

(35) a. kalolo ‘little leg’
ando ‘people’
b. andd némabalokilé ‘people fell’
c. kalolo k&-angé ‘another leg’
kalolo kaatolékilé  ‘leg that broke’

Odden and Roberts-Kohno give an OT analysis of these facts, which I have
slightly modified here to bring it into line with the constraint set used in this book.
First, note that in Kikamba the right edge of every XP is the right edge of a phono-
logical phrase. We now need four constraints, the first of which requires any SL
tone to be at the right edge of a phonological phrase; this dominates three faith-
fulness constraints, and forces deletion of SLs that are not at the right edge.

36) ALIGN-R (SL, PHPH) >> *Disassoc, *Assoc >> MaAX-T

If a SL tone is not right-aligned, it cannot be moved or spread because of the con-
straints on deleting and adding association lines, so in order to satisfy ALIGN-R it
will be deleted, in violation of lowest-ranked MaX-T.

One last phenomenon in Kikamba is worthy of our attention. All assertive
verbs (affirmative, main clause verbs) end in a SL tone, either on its own or as the
second half of a fall. This SL does not necessarily show up on the verb itself,
however. Instead it shifts to the end of any following complement; the SL is
underlined:

(37) a. nétd.otaleld ‘we are counting for’

b. néto.otalela maid ‘we are counting bananas for’
nénénaatalie moema namweend¢é ‘I counted Moema and Mwende’
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It can shift over an arbitrarily long string of words until it comes to rest on the end
of the first phrasal complement, no matter how long that may be. Odden and
Roberts-Kohno propose that in addition to ALIGN-R(SL, PHPH) there is a con-
straint aligning the SL with the verb, ALIGN-R(SL,VERB), and that ALIGN-R(SL,
PHPH) >> ALIGN-R (SL,V). This second constraint will ensure that the SL shifts
no further to the right than to the first PHPH boundary after the verb.

5.2.3.3 Rules that apply between syllables in the same domain

We frequently encounter cases where tonal changes take place in some
context, but where the context must be contained within some domain. I begin
with a rather extended look at the famous Mandarin third-tone sandhi rule, and
follow this with briefer looks at two other cases.

Mandarin takes a sequence of two low tones (‘third tones’) and turns the first
one into a high rising tone (‘second tone’). This is usually attributed to an OCP-
driven avoidance of low sequences. However, this only happens if the two low
tones are in the same domain. The domains are largely prosodic, with a strong
preference for binary units, but syntax still intervenes. For example, the three sen-
tences (38), (39), and (40) are each composed entirely of underlyingly low-toned
syllables, and in each case some of these undergo sandhi, shown here by ‘s’.
Which syllables undergo sandhi is determined by the syntax (examples from Chen
2000). L, H denote unaltered underlying tones. Square brackets show the mor-
phosyntactic structure, and parentheses enclose tonal domains. Other phrasings
are also possible, depending on such things as focus, speech rate and style, but
these are the unmarked phrasings at normal speed.

(38) which kind wine good
[[nei zhong]jiu] hao ‘Which kind of wine is better?’
(s L) (s L)

(39) paper tiger run
[zhi [lao-hu]] pao ‘The paper tiger is running’
(L S s L)

40) I think buy book
wo xiang [mai shu] ‘I plan to buy books’
s L) @ H

Note especially that in the last example adjacent low third tones survive un-
changed, because they are in different domains. It is clear that the domains are not
isomorphic with the syntax. For example, in (38) the prosodic tonal domain
bracketing, shown by (), has (jiu hao) as one domain, and yet they are not a syn-
tactic constituent. This interaction between prosodic and morphosyntactic struc-
ture has been the object of extensive study, which merits a closer look.
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The phrasing is determined by two things: the syntax and a preference for bi-
nary constituents. The account that follows is substantially that of Chen 2000,
with minor changes, and this is in turn largely an OT formalization of Shih
1986, 1997. Chen notes that Mandarin has a very strong preference for words to
be at least two syllables long. Cross-linguistically this is a common situation,
and is usually attributed to a minimal word effect in which prosodic words
should contain at least one prosodic foot, and in which prosodic feet prefer to be
binary.

Consider the following strings of the number ‘five’, wu21, in which there is no
syntactic or morphological structure to muddy the prosodic waters. Notice that al-
though each syllable is underlyingly L — and thus all but the last precede another
L and might be expected to change to LH — something more interesting goes on in
longer strings: the strings are divided into shorter units, shown with parentheses,
and sandhi takes place only within those units.

“41) wu wu (sL)
wu wu wu (ssL)
Wu Wu wu wu (sL)(sL)
WU WU WU Wu wu (sL)(ssL)

Chen calls these units Minimal Rhythmic Units (MRUs), and I will use his term
here to avoid a discussion of whether they are in fact feet or phonological
phrases or some other sort of beast. Clearly there is a preference for MRUs to be
two to three syllables long. Longer sequences are subdivided into smaller
chunks, but no chunk is ever monosyllabic: (wu wu )(wu) is not a possible
grouping. He posits two constraints, called here BINMIN and BINMAX; BINMIN
is undominated.

42) BiNMIN MRUs are at least binary.
BINMAX MRUs are at most binary.

Chen also points out that MRUs stack up to the left: (o o)(o o o) is preferred to
(o 0 0)(o o) because although in both candidates the first MRU is at the left edge,
the second MRU is further left in (o 0)(c o 0). We may posit a constraint ALIGN-
L(MRU, PPn).

The picture gets more complicated and more interesting when one examines
strings with syntactic structure. To make the data easier to scan quickly, I will use
‘s’ for ‘sandhi’ for syllables that change to LH, and those that remain unchanged
are shown by L as before. In all examples each syllable is underlyingly L.

43) a. strike-down governor
[da-dao] [sheng-zhang] ‘Down with the governor!’
(s L)(s L)
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b. which kind wine good

[[nei zhong] jiu] hao ‘Which kind of wine is better?’
(s L) (s L)
c. gou [yao [xiao-mei]] “The dog bit Xiaomei’
s L) ¢ D
d. zhi-[lao-hu]] pao “The paper tiger is running’
L s s L)
e. look-for cowardly devil
zhao [[dan-xiao] gui] ‘Look for the coward’

(L S s L)

In (43d-e) there are no binary prosodic constituents, and the reason is simple:
morphemes that are sisters under the same terminal node, like [lao-hu] in (d) and
[dan-xiao] in (e) cannot be separated into two MRUs. Chen calls such morphemes
‘immediate constituents’. If they are placed in one MRU, and if monosyllabic
MRUs are prohibited, then the only option is to create a single large MRU con-
taining the entire string. I give Chen’s constraint below:

(44) NOSTRADDLING: Immediate constituents must be in the same MRU.

This constraint is one of a family of constraints that have been proposed to govern
the influence of syntax on prosody, including alignment of syntactic boundaries
and prosodic boundaries (Chen 1987 on Xiamen, Selkirk and Shen 1990 on
Shanghai), and, most specifically, containment constraints that block splitting an
XP between two prosodic phrases, such as the WrRAP-XP constraint of Trucken-
brodt (1999). Tableau (45) shows how things work.

(45)
/zhao[[dan-xiao]gui]/ NOSTRADDLING Bin-MIN BiNn-MaAx
¥ a. (zhao dan-xiao gui) *
b. (zhao dan)-(xiao gui) *|
c. (zhao)(dan-xiao gui) *|
d. (zhao)(dan-xiao)(gui) *k|

NOSTRADDLING is an interface constraint: it allows syntax to influence phonol-
ogy. Nonetheless, examples like (44b), in which the phrase [[nei-zhong] jiu] is
split into two MRUs (nei-zhong)(jiu hao), show that there is not a complete match
between larger syntactic constituents and