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Introduction

1. Overview
This is a textbook intended for an introductory course in phonology. The central goal of such a course, we believe, should be the development of students’ abilities to analyze sound patterns in natural languages, hence the title, Analyzing Sound Patterns. By “analytical abilities,” we mean roughly the abilities to: (a) observe, identify, and describe patterns in the data; (b) form hypotheses and construct analyses of the patterns; (c) compare and evaluate competing hypotheses and analyses; (d) develop and evaluate linguistic arguments; and (e) draw conclusions from the analyses and explore their implications. This book is organized around phonological problems and analyses. It is designed to guide students step by step through the analysis, from observation to pattern discovery and from hypothesis formation to analyses and explanations. The book is problem- and analysis-driven rather than concept-driven. It is not organized according to key linguistic and phonological concepts. Key concepts are introduced, but they are embedded in the analyses.
This book consists of six units. They cover six broad areas of phonological study: (a) distribution; (b) alternation; (c) syllable; (d) tone; (e) stress; and (f) prosodic morphology. Unit 1 and Unit 2 focus on two main types of phonological patterns known as distribution (including complementary distribution) and alternation. These patterns are exemplified mostly with data from segmental phonology. These two units introduce a wide range of segmental phenomena from Kikuyu vowel co-occurrence to the distribution of English nasals, and from segment deletion in Tibetan and Tonkawa to assimilatory processes in English and Yawelmani. Starting with Unit 3, the book shifts to suprasegmental phenomena such as syllable, tone, or stress. These units build on earlier themes of distribution and alternation and extend the investigation to processes that affect domains larger than segments. Unit 3 and Unit 4, for instance, open with a chapter on syllable and tonal distribution followed by a chapter that investigates syllable-based and tonal alternations. These chapters not only reinforce the understanding of distribution and alternation but also expand it to new phenomena. They also make transparent the relations between segmental and suprasegmental problems.
There are three or four chapters in each unit, all of which focus on one type of phonological phenomenon. Within a unit, the chapters are organized mainly according to the complexity of problems and analyses and/or conceptual relations between chapters. Take Unit 2, for example, which is concerned with alternation. This unit starts with a chapter concerning nasals in English. The alternation and conditions triggering the alternation are relatively transparent, especially with Unit 1 as background. Then Tibetan numerals are examined and analyzed. At first glance, what types of problems Tibetan numerals represent is not clear. It is not clear that it is an alternation problem, let alone what alternates and what causes the alternation. Only through analyses does the nature of the problem become clear. Tibetan numerals thus pose a bigger analytical challenge. The last two chapters of Unit 2 present even more complex pattern interaction problems in Tonkawa and Yawelmani. Apart from complexity, we consider the relation of chapter content in structuring the chapters in a unit. Earlier chapters generally develop and build the background for subsequent chapters. An obvious example isUnit 5 on stress. As optimal-theoretic treatments of stress are built on constructs such as feet, Metrical Theory (MT) and its treatment of stress are introduced first.
There are twenty-two chapters in this book. Each chapter examines one puzzle or a set of related puzzles. These problems are taken frequently from one language, though some come from two or three languages. Each chapter starts with a puzzle or a set of related puzzles. Apart from providing the relevant background information, the puzzles are introduced without much explanation. The intention is to offer readers an opportunity to inspect the data, make observations and generate a description of the patterns, and start to develop an analysis. To guide the readers in this task, we provide a series of questions right after the puzzles in most chapters. These questions frame the focus of examination and provide hints for the analyses to come. Following the introduction of puzzles, most chapters guide readers through an analytical process that involves two main steps: (a) observation and pattern discovery and (b) analyses and evaluation. The observation-and-pattern-discovery phase demonstrates how to identify patterns and produce a pre-theoretic description of patterns. Following the pattern-discovery phase, we present what linguists call analyses. These analyses entail using a particular theoretical framework such as the rule-based Derivational Theory (DT) or the constraint-based Optimality Theory (OT), formulating rules or constraints, determining rule ordering or constraint ranking and exemplifying analyses with derivations or tableaux, etc. Earlier chapters of the book place greater emphasis on elaborating the observation-and-pattern-discovery step. As the book unfolds, the emphasis is shifted increasingly to the analyses-and-evaluation phase. Most chapters present and compare at least two competing analyses of the same data. These comparisons illustrate how competing analyses are assessed and on what arguments, as well as uncover the thinking and reasoning behind the evolution of new theories such as OT.
As this book develops students’ abilities to analyze phonological phenomena, it addresses topics, concepts, and theories best exemplified by the selected data. This focus restricts the coverage of the book to some extent. It is important to stress that this book does not pretend to address all of the important topics, issues, and theories in phonology. Nor do we believe that it should, considering that it is an introductory textbook. Nevertheless, the attempt is made to introduce a wide variety of phenomena from a diverse range of language families. As a result, this book covers a broad set of issues, concepts, and theories including, for example, underlying vs. surface representation, rules and rule ordering, natural classes and distinctive features, rule-based and templatic theories of syllabification, Contrastive Specification vs. Radical Underspecification, Autosegmental Theory, MT, OT, etc. The book is divided roughly into two parts with respect to the discussion of theoretical frameworks. The first part, which spans Chapter 1 to Chapter 10, is devoted to derivational approaches to phonological problems. We start introducing OT in Chapter 11, though not every chapter following Chapter 10 presents the OT perspectives. The discussion of OT is postponed to the midpoint for a specific reason. Although OT represents a radical departure from DT, it is developed from and built upon many of the assumptions, claims, and conclusions of DT. For this reason, it is essential that students understand the derivational approaches and associated concepts, assumptions, and claims first. This understanding provides the background and lays the foundation for optimal-theoretic analyses in the second half of the book.
2. Suggestions for the instructor
This textbook adopts a unit-and-chapter organization for three reasons. First, this structure makes it possible for each chapter to concentrate on a specific problem or set of related problems. By organizing related chapters into one unit, this structure ties together the chapters with a shared focus. Second, since each unit consists of three or four chapters, we are able to limit the chapter coverage and reduce the chapter size to an average of fifteen pages. Academic texts are known to be hard for undergraduate students to read and comprehend. Linguistics texts that present analyses are arguably even more challenging. The shorter chapter length makes the reading of a chapter less daunting and encourages the students to read. Third, this structure offers flexibility for the instructor to select what chapters to assign as readings and what chapters to present and discuss in class.
There are twenty-two chapters in this book. It is unlikely that there is sufficient time to cover all twenty-two chapters in an average course. The large number of chapters is intended to offer breadth and variety in coverage. They do not all have to be discussed in equal depth in class. Instructors should consider discussing some chapters in detail, highlighting key issues in others and assigning remaining chapters as readings or the topics for student presentations. For instance,Unit 5 includes three chapters on stress. The first chapter introduces stress from three languages and presents MT and metrical accounts of stress. The second chapter presents optimal-theoretic analyses of the same data. For undergraduates newly introduced to the phenomenon, it is crucial that these two chapters be discussed and understood. The third chapter on stress–epenthesis interactions can be assigned as a reading or a topic for students to present.
In presenting the content of a chapter, we recommend starting the class by asking students to examine the data in section 2. For students newly exposed to language data and analyses, this is not necessarily an easy task. This is why a series of guiding questions is presented to frame the discussion and guide students in observation and pattern discovery. The instructor may introduce these questions orally or ask students to read them in the textbook. Then the instructor can give students five to ten minutes to work in a group, asking them to examine the data, make observations, and identify the patterns. Once students have a chance to look at and discuss the data, the instructor may take over and lead a class discussion. In conducting this class discussion, the instructor can use the questions to elicit student responses and lead the students to pattern discovery.
When students are first introduced to a phonological phenomenon, they are unlikely to be familiar with the concepts and theories used in the analyses. Thus it may be necessary to introduce these concepts and theories before presenting the analyses. For instance, when students are first introduced to the generative analysis, the concepts of underlying vs. surface representation and rules need to be discussed. Of course, as students become more familiar with these concepts, they can be quickly reviewed or skipped over. Once students have the background, the instructor can then demonstrate how the patterns can be analyzed. As the goal is to develop students’ analytic abilities, it is important to involve students in every step of the analyses. The instructor can encourage student participation with leading questions and help them, if possible, to arrive at the analysis or at least part of an analysis.
This book offers four types of exercises: (a) discussion/reading response questions; (b) multiple-choice questions; (c) fill-in-the-blank questions; and (d) problems for analyses. They are designed to encourage the students to read the book, test the proposed analyses, and engage in pattern discovery and analyses. Each chapter is equipped with two to three discussion/reading response questions concerned with the core issues of a chapter. These questions can be used to frame the group and class discussions or they can be assigned as the questions for students to write about. We have had the experience of assigning these questions as the topics for students to develop what we call a reading response. Students are asked to select one question and write a short reading response. The response is limited to one single-spaced page, making it easy for students to write and for instructors to grade. This assignment offers several benefits. First, because the questions are tied to the chapter, writing a response encourages students not only to read but to read with comprehension. Second, they offer students opportunities to practice writing about linguistic issues. In our experience, students tend to ignore data and make claims and assertions without factual support and examples. The instructor can require students to use facts and examples to make their points in reading responses. Though the responses are limited in scope, they offer students some practice to address linguistic issues in writing and lay the foundation for students to report solutions to complex problems in writing. Third, the responses provide insights into student thinking and pinpoint areas of difficulty for the instructor. For your information, Appendix A provides a copy of instructions to the Reading response assignment we used. Instructors can request a sample student response directly from the author.
In addition to discussion questions, we have prepared a series of ten questions that students can do quickly for each chapter. These questions take two main forms: (a) multiple-choice and (b) fill-in-the-blank. Multiple-choice questions take mostly the following format. They may focus on the existing data from the chapters or introduce additional data. Questions may ask students to examine the data and engage in a variety of analytical tasks such as identifying patterns, evaluating competing statements of generalizations, determining representations and/or rules, assessing competing derivations, etc. Depending on the questions, the choices (four to six) may spell out different statements of patterns, competing underlying representations and rule formulations, alternative derivations, etc. Because answers are provided in the form of choices, multiple-choice questions are generally easier than fill-in-the-blank questions. It is important to point out that there might be more than one correct choice to some questions. Students should be advised to select the best of all choices. Fill-in-the-blank questions take many forms. In some, students may be asked to supply part of or a complete derivation or tableau. In others, they may be required to state a generalization, a rule, or a constraint. Apart from these ten questions, selected chapters provide five or ten additional multiple-choice or fill-in-the-blank questions related to a problem for analyses. These questions are designed to provide additional support and guide the students to the solution to that problem.
Most multiple-choice and fill-in-the-blank questions are tied directly to the chapters and encourage students to read and re-read the chapters. For this reason, in the instructions to these questions, references are made frequently to specific sections or numbered items in the chapters. Students should be urged to review the relevant sections before and while attempting to answer these questions. These questions also encourage students to test proposed analyses and develop the habit of checking and questioning linguistic analyses. The instructor may use these questions in a variety of ways. He or she may decide to pause in the middle of or at the end of a discussion and ask students to do a couple of these questions in class (individually or in pairs). Students may shout out their responses or use clickers to register their responses. An advantage of these questions is that they are specific and target areas that are important and challenging. Thus, student responses can be used to gauge understanding and determine the areas to be emphasized. Multiple-choice or fill-in-the-blank questions can be administered as an in-class quiz. We normally allocate ten to fifteen minutes to each in-class quiz consisting of five or six items. They may also be assigned as a take-home quiz. We find that take-home quizzes encourage students to revisit the chapter and/or to discuss and debate the responses with their classmates, activities that can solidify their grasp of concepts and analyses.
The fourth type of exercises is the more familiar phonological problems, found in most phonology textbooks. These problems generally present data from a new language. Students are asked to examine the data, identify the patterns, formulate an analysis using a particular theoretical framework, and report the analysis in writing. These problems are more demanding because they require students to tap into and integrate a variety of analytical and writing skills. In assigning phonological problems, the instructor should spell out the expectations and requirements carefully. We have tried to provide more explicit instructions for the analytical problems, but due to space constraints, these instructions cannot be even more explicit. We urge the instructor to develop his or her own instructions for the problems. In the instructions, it is important to spell out the content as well as the writing expectations for the written analyses. We have also found it helpful to explain and discuss the written instructions orally. This is particularly important when students are first presented with the task of problem solving and analysis. In Appendix B, we provide for your reference an example of instructions for a problem that lay out both the content and the writing requirements more explicitly.
Apart from providing and explaining written instructions to phonological problems, we find it necessary to take some class time and discuss model responses of phonological analyses once students have had a chance to tackle one or two problems on their own. We generally take the best student response and rewrite it to reflect the content and linguistic features desired. We then have students read the sample analysis in class and identify and discuss the features that are useful to them as readers. Discussing model analyses helps students visualize what is expected and deepens their understanding of the content and writing expectations in linguistics. Instructors may request a sample written analysis from the author.
The four types of exercises are designed to offer breadth and variety. Some exercises emphasize reading and understanding. Some target specific aspects of linguistic analyses and develop students’ understanding and these aspects of their analytical skills. Some require analyses and syntheses. Together, they provide, we hope, more opportunities for more students to engage with the book and with linguistic analysis.
3. Recommendations for the student
The aim of this book is to develop your ability to analyze sound patterns in natural languages. While it is important to understand concepts, analyses, and theories, comprehension alone is not sufficient. It is imperative that you apply this understanding to solving phonological problems. For this reason, the book goes to great lengths to demonstrate competing analyses of problems. For the same reason, we provide a variety of exercises to encourage you to read and re-read the book, to apply selected concepts in analyses, to test the analyses with new data, and to engage in problem solving and analyses. This is not an aim you can achieve by reading or rote memorization. You must involve yourself in analyses – “get your hands dirty,” so to speak.
There are many ways to be involved. For instance, once you finish reading section 2 of a chapter, pause and use the guiding questions to examine the data, make observations, and identify some of the patterns in the data before proceeding to the analysis section. It is not important that you develop a full-fledged account, but it is essential that you try. Such efforts can help you anticipate the analyses, deepen your understanding, and develop the habits crucial to linguistic analysis. Second, while reading, say, the section that guides you to the patterns in the data, ask yourself about whether the identified pattern applies to other forms or what predictions it makes for them. If a particular form appears to be an exception, try modifying or rewriting the statement so that the generalization encompasses the additional forms. In reading the analysis section, test the analysis with data not exemplified in the book. Try writing a rule or constructing derivations or tableaux yourself. Third, whether you are required to or not, do the multiple-choice or fill-in-the-blank questions while or after reading a chapter. These questions are designed to test your understanding of the presented analyses and try them out. The key point is that you cannot just read the book, even though this is important. You need to interact with it. You need to learn to analyze problems by analyzing them. Direct involvement in analyses can strengthen your understanding and cultivate your ability to think, analyze, and reason.

Unit 1 Distribution

This unit is concerned with the problems of distribution. Distributional problems arise from restrictions imposed on the co-occurrence of sounds or on the co-occurrence of sounds with structural positions. This unit focuses on the distribution of sound segments. Distributional problems concerning suprasegmental phenomena such as syllable, tone, and stress will be discussed in Units 3–5. This unit includes four chapters. Chapter 1 is concerned with vowel co-occurrence in Kikuyu, which shows that Kikuyu vowels cannot freely combine in verb roots. This chapter introduces the concept of pattern and related concepts. Chapter 2 continues the exploration of distribution by showing that consonants are subject to co-occurrence restrictions. We show that English nasal consonants exhibit co-occurrence restrictions with following consonants and with certain structural positions. Chapter 3 shifts the focus and examines a sub-type of distributional phenomena, problems referred to as complementary distribution. Complementary distribution is a type of distribution which concerns the relations of sounds. In problems of complementary distribution, not only are sounds restricted, but restrictions on some sounds are opposite to the restrictions on other sounds. By showcasing a relatively simple example of complementary distribution involving Luganda liquids, this chapter demonstrates not only how to identify such restrictions, but also how to analyze them. Chapter 4 presents a more complex type of complementary distribution involving Thai plosives. This chapter strengthens your understanding of both complementarity and contrast as concepts of sound relations. These four chapters, together with accompanying exercises, present a variety of segment-related distributional problems and introduce a range of phonological concepts, concepts such as phoneme versus allophone, underlying versus surface representation, natural classes and distinctive features.


1 Patterns of sounds: vowel co-occurrence in Kikuyu

1. Introduction
We start this first chapter by introducing the phenomena of distribution in the sound systems of human languages. As a label, distribution refers to a wide range of phonological phenomena whose shared feature is the co-occurrence restrictions imposed on sounds. Languages may impose restrictions on the co-occurrence of vowels, consonants or vowel-plus-consonant sequences, on the co-occurrence of stress and tone, or on the placement of vowels, consonants, stress, or tone in certain positions in a syllable or word, etc. These co-occurrence restrictions on sounds result in patterns or regularities, which are “distortions” in the distribution of sounds. These “distortions” give rise to asymmetries in the distribution such that some patterns are attested or attested in abundant quantities while others are attested rarely or not at all. We introduce an example of distribution from bi-syllabic verbal roots in Kikuyu, a Bantu language spoken by roughly 6 million people in Kenya. Kikuyu bi-syllabic roots are generally of the shape CV1CV2C (C=Consonant; V=Vowel). You will see from this chapter that Kikuyu limits the co-occurrence of V1 and V2 in bi-syllabic verbal roots, such that some V1. . .V2 sequences are attested while others are not. Kikuyu verbal roots present a common example of co-occurrence restrictions imposed on vowel sequencing.
This chapter has three key objectives. First, it explains what a pattern – specifically, a sound pattern – is. To develop your understanding of patterns, we introduce three key concepts: logical possibilities, even distribution, and uneven distribution. Second, this chapter introduces distribution as a type of phonological phenomenon using the restrictions on vowel sequencing in Kikuyu verb roots as an example. Finally, this chapter guides you step by step through the process of identifying the vocalic patterns in Kikuyu verb roots. The process of determining the distributional patterns involves three steps: (a) determining the logical possibilities; (b) identifying which logical possibilities are attested and which ones are not; and (c) verifying the patterns. Using Kikuyu as an example, we explain what these steps entail and show how one might go about identifying and verifying the patterns, all in an attempt to develop your ability to identify co-occurrence restrictions in the sound systems of human languages.
2. The puzzle
We introduce the data from Kikuyu bi-syllabic verb roots in this section. These data are taken mainly from Benson (1964), supplemented by Barlow (1960), Armstrong (1967), and Peng (2000). Kikuyu verbs can be quite complex. Linguists who analyze Bantu languages including Kikuyu generally divide Kikuyu verbs into two parts: (a) the pre-stem and (b) the stem. The pre-stem can include a number of prefixes marking person, tense, aspect, and negation. In (1), we provide an example of a Kikuyu verb as an illustration of its internal structure. As you can see from this example, the pre-stem includes three prefixes, with two prefixes, to- ‘we’ and mo- ‘him’, marking the 1st and 3rd persons and one prefix, raa- ‘past’, marking tense. The core of the stem and, of course, the entire verb is the root, which determines the overall meaning of the verb. In addition to the root, the stem can include derivational suffixes often referred to as verbal extensions in Bantu literature and the final vowel (FV). In (1), we have the root [image: U+0263][image: U+0254]n, the verbal extension suffix -[image: U+025B]r meaning ‘for’ and the final vowel suffix -[image: U+0251]. Like other Bantu languages, the canonical root in Kikuyu consists of one vowel and two consonants in the form of CVC, as is the case with the root [image: U+0263][image: U+0254]n ‘make a deep, sonorous sound’ in (1). In what follows, we refer to the canonical root as the monosyllabic roots as they comprise only one vowel.

	(1) 	The composition of a typical Kikuyu verb
	to	-	raa	-	mo	-	[image: U+0263][image: U+0254]n	-	[image: U+025B]r	-	a	‘we made a deep sonorous sound for him’
	we		past		him		root		for		FV	
	Pre-stem		Stem	






As is the case with other Bantu languages, the canonical roots, that is, CVC, are the most common in Kikuyu. According to my count on the basis of the Kikuyu–English Dictionary by Benson (1964), there are a total of 800 monosyllabic verb roots in Kikuyu. In addition, Kikuyu has 780 bi-syllabic (with two vowels), 149 tri-syllabic (with three vowels), and 15 tetra-syllabic roots (with four vowels). The bi-syllabic roots are typically of the shape CV1CV2C, though bi-syllabic roots missing the first or the last consonant exist as well. In this chapter we focus on the 780 bi-syllabic roots in Kikuyu. The data from tri-syllabic and tetra-syllabic roots will be introduced as part of the exercises for this chapter.
In (2), we present the Kikuyu verb root data with the final vowel suffix, which is separated from the root by the dash. Throughout this textbook, we use the hyphen (-) as the symbol to mark the morpheme boundary, as is done in the example in (1). Please note that in presenting the puzzle in this chapter and in subsequent chapters, we intentionally scramble the data. Part of your job in analyzing these language puzzles is to de-scramble them, that is, arrange them in a way that makes the pattern obvious. This and following chapters will show you how you might organize the data to highlight the patterns. Now consider the bi-syllabic verbal root data in (2).

	(2) 	Kikuyu bi-syllabic roots
	kamin-a	‘be generous’	cii[image: U+014B]gir-a	‘decline’	ri[image: U+0263][image: U+0254][image: U+0254]y-a	‘droop’
	[image: U+0263]urar-a	‘be cut badly’	taβut-a	‘interpret’	k[image: U+025B]ror-a	‘empty out’
	r[image: U+025B][image: U+025B][image: U+014B]gan-a	‘be filled up’	huurok-a	‘rest’	hakor-a	‘scoop up’
	ritoh-a	‘be heavy’	β[image: U+0254][image: U+0254]ri[image: U+0263]-a	‘feel dizzy’	h[image: U+0254][image: U+0254]ruh-a	‘get blistered’
	kuθ[image: U+0254][image: U+0263]-a	‘show ability’	[image: U+0263]eerih-a	‘loiter’	oroor-a	‘roam’
	cac[image: U+025B][image: U+025B]k-a	‘be plaintive’	β[image: U+025B]r[image: U+025B]r-a	‘break’	[image: U+0263]imar-a	‘grow up’
	oruh-a	‘become bad’	β[image: U+0254]c[image: U+0254]c-a	‘mix’	k[image: U+0254]man-a	‘be complete’
	θiy[image: U+025B]-a	‘be careless’	θaθ[image: U+0254][image: U+0254]r-a	‘thin out’	reβor-a	‘expel’
	raram-a	‘roar or snarl’	aruh-a	‘ripen’	carek-a	‘pop’
	umbik-a	‘stick . . . into . . .’	θoorim-a	‘scrutinize’	c[image: U+025B]βi-a	‘slip away’
	cukum-a	‘gnaw at’	roo[image: U+0263]am-a	‘stand up’	kuheh-a	‘be short’
	kee[image: U+0263]am-a	‘be horizontal’	[image: U+0263]u[image: U+0272][image: U+025B][image: U+025B]k-a	‘be soft’	[image: U+025B][image: U+014B]gut-a	‘move away’
	h[image: U+0254][image: U+0254]nd[image: U+025B]r-a	‘be dented’	cerek-a	‘squirt’	θoo[image: U+014B]ger-a	‘protrude’
	taβar-a	‘be prosperous’	cinek-a	‘jab’	miruk-a	‘skid’






We can see from (2) that Kikuyu has seven distinctive vowels in terms of quality: [i, u, e, o, [image: U+025B], [image: U+0254], a]. These seven vowels each have a long version represented by the doubling of the short vowel symbol: [ii, uu, ee, oo, [image: U+025B][image: U+025B], [image: U+0254][image: U+0254], aa]. Your task here is to determine what types of vowel sequences are allowed by Kikuyu bi-syllabic roots and what are not. In examining the roots, focus on the parts preceding the dash in the data in (2). In Kikuyu, both short and long vowels can appear in the positions marked by V1 and V2 in bi-syllabic roots. Consequently, you can ignore the vowel length distinction when you attempt to determine the types of vowel sequences that are or are not attested in Kikuyu verb roots.
3. Logical possibilities, even and uneven distributions
To identify the patterns in the distribution of vowels in bi-syllabic verb roots in Kikuyu, we need to understand what a pattern is so that we know what to look for when we examine the data introduced in (2). Let’s take an example you are likely to be familiar with, the example of coin toss. If you take a quarter and toss it in the air, there are two possible outcomes when the coin lands on the ground. Either the head is up or the tail is up. There is a 50/50 chance of obtaining either one of these two outcomes. That is why people often use the coin toss to decide who gets to serve first in a sports match, because each team, regardless of whether they bet that the coin will land with the head or tail up, has an equal chance of picking the winner. These two possible outcomes are what we mean by “logical possibilities” for the coin-toss scenario described here. There can of course be more than two logical possibilities for other scenarios, an example of which will be presented shortly through Kikuyu vowels. Note that we use the word “possibility” for a specific reason. Here we are talking about the likely outcomes, not the actual outcomes. The actual outcomes are what you record after you toss a coin and see it fall on the ground and determine whether the head or tail is up.
Even though there is a 50/50 chance, you might end up picking the winner in a single coin toss, if you are lucky. And if you are really lucky, you might end up picking the winner twice or even three times in a row. But as you increase the number of tosses significantly, say to 100, and record the results of each toss, you are likely to find the outcome in (3), so long as you have a regular coin and regular flat surface.

	(3) 	The result of 100 coin tosses: a roughly even distribution of outcomes

	Heads up	Tails up
	Number	Percentage	Number	Percentage
	53	53%	47	47%






If you increase the number of tosses even more, say, to 1000, you might find the difference between the two outcomes narrowing, say, to 49 per cent versus 51 per cent. We refer to this distribution of two possible outcomes as an even distribution of outcomes, with roughly equal percentages of heads up and tails up. This is what we expect to find if a coin has a genuine 50/50 chance of landing with either the head or tail up.
Now imagine a different scenario. Suppose that you toss the coin 100 times and obtain the result in (4). This time, the head is up 74 per cent of the times. The tail is up only 26 per cent, out of 100 coin tosses.

	(4) 	The result of 100 coin tosses: a roughly even distribution: an uneven distribution

	Heads up	Tails up
	Number	Percentage	Number	Percentage
	74	74%	26	26%






An outcome such as that in (4) reveals an uneven or asymmetric distribution of two possible outcomes, with the percentage of one outcome significantly outnumbering the other.
The outcome depicted in (4) is unlikely if the coin has a genuine chance of landing with either the heads or tails up. So you repeat the experiment with another 100 tosses and find once again that there is a much higher percentage of outcomes with the heads up. When we see outcomes such as that in (4), that is, an uneven or asymmetric distribution of outcomes supported by repeated experiments in this case, we have a pattern. Once we establish the existence of a pattern, then we would like to know what causes the pattern. If you are the party that bets on the outcomes with the tails up, you are likely to demand to know what happens, that is, what causes the coin to land overwhelmingly with the heads up. Is there something wrong with the coin, the flat surface that the coin lands on or the person tossing the coin? Does the party you compete against play some trick with the coin or coin toss?
In identifying sound patterns in human languages, we look for uneven or asymmetric distributions similar to those depicted in (4). Such asymmetric distributions reveal “distortions” from what we would expect to occur normally. The distortion depicted in (4) shows that one outcome significantly outnumbers the other outcome. Nevertheless, two logically possible outcomes are both attested, even though one outcome is attested in a much smaller percentage. Even though we find such asymmetric distributions of outcomes in the sound systems of human languages, we also find uneven distributions in which some of the logically possible outcomes are not attested at all or close to zero. That is, their occurrence is 0% or close to 0%.
In analyzing the sound systems of human languages, we start by first identifying the pattern, that is, looking for uneven distributions in sounds. Once we establish that a pattern exists, we proceed to the second phase of the analysis, that is, understanding and determining the cause of the pattern. In this chapter, we focus on the first step, identifying the pattern itself and establishing whether there is an uneven or asymmetric distribution of sounds or sound sequences in a language.
As we have shown through this example of coin toss, it is important to know the logically possible outcomes if we want to know whether a pattern exists because a pattern is essentially a distortion from the even distribution of logically possible outcomes. Let’s apply this to the identification of vowel patterns in Kikuyu bi-syllabic roots. Examination of the bi-syllabic root data in (2) reveals that Kikuyu has seven distinctive vowels, represented by [i, u, e, o, [image: U+025B], [image: U+0254], a]. If these seven vowels are equal in the sense that they have an equal chance of appearing in either V1 or V2 in a bi-syllabic root CV1CV2C, we would expect forty-nine logically possible vowel sequences in bi-syllabic roots. This number results from the random pairing of the seven vowels in V1 with the same seven vowels in V2 (7×7=49). We list in (5) each of the forty-nine logically possible vowel sequences. Note that in each column, the first vowel, that is, the vowel that appears in V1, is held constant. For example, the first column includes only the vocalic sequences beginning with i in V1. In each row, the vowel appearing in V2 remains unchanged.

	(5) 	Logically possible vocalic patterns of bi-syllabic roots
	A	B	C	D	E	F	G
	i. . .i	u. . .i	e. . .i	o. . .i	[image: U+025B]. . .i	[image: U+0254]. . .i	a. . .i
	i. . .u	u. . .u	e. . .u	o. . .u	[image: U+025B]. . .u	[image: U+0254]. . .u	a. . .u
	i. . .e	u. . .e	e. . .e	o. . .e	[image: U+025B]. . .e	[image: U+0254]. . .e	a. . .e
	i. . .o	u. . .o	e. . .o	o. . .o	[image: U+025B]. . .o	[image: U+0254]. . .o	a. . .o
	i. . .[image: U+025B]	u. . .[image: U+025B]	e. . .[image: U+025B]	o. . .[image: U+025B]	[image: U+025B]. . .[image: U+025B]	[image: U+0254]. . .[image: U+025B]	a. . .[image: U+025B]
	i. . .[image: U+0254]	u. . .[image: U+0254]	e. . .[image: U+0254]	o. . .[image: U+0254]	[image: U+025B]. . .[image: U+0254]	[image: U+0254]. . .[image: U+0254]	a. . .[image: U+0254]
	i. . .a	u. . .a	e. . .a	o. . .a	[image: U+025B]. . .a	[image: U+0254]. . .a	a. . .a






We mentioned earlier that the seven Kikuyu vowels can be short or long, with long vowels represented by [ii, uu, ee, oo, [image: U+025B][image: U+025B], [image: U+0254][image: U+0254], aa]. As vocalic length does not affect the co-occurrence of vowels in bi-syllabic roots, the logically possible vowel sequences involving long vowels are not listed separately. In other words, each of the vocalic sequences listed in (5) represents four possible sequences. For example, [i. . .i] in (5) represents these four vocalic sequences: [i. . .i], [ii. . .i], [i. . .ii], or [ii. . .ii]. A bi-syllabic root with any of these four vocalic sequences will be treated as an instance of [i. . .i] listed in (5).
If there were no pattern, we would expect all forty-nine types of vocalic sequences in (5) to be attested and to be attested in roughly equal quantities. That is, we would expect to find that there are roughly equal percentages of bi-syllabic roots with each of the forty-nine vowel sequences shown in (5). We will show shortly that this is not the case with bi-syllabic verb roots in Kikuyu. We will show that while many of the forty-nine vocalic sequences are attested in Kikuyu, there are some that are not attested all. Moreover, of the attested vocalic sequences, some are attested in much higher numbers than others. In other words, there is a distortion from the even distribution of the forty-nine logically possible outcomes in Kikuyu.
4. Determining the vocalic patterns in Kikuyu bi-syllabic verb roots
We have presented the forty-nine types of vowel sequences that are possible given the seven vowels Kikuyu has in (5). At this point, we do not know how many of the forty-nine vowel sequences are found in Kikuyu bi-syllabic verb roots, how many are not, and in what quantity. The next step of the analysis is to determine which vocalic sequences Kikuyu actually has. Unfortunately, we cannot directly calculate the quantity of each attested vocalic sequence from (2). Kikuyu has 780 bi-syllabic verb roots. It is not feasible to include all of these verb roots in (2), as they take up too much space and are likely to overwhelm you. The data presented in (2) are selected to highlight what is attested and what is not. They do not show the quantity of each type of verb root. We will present the actual statistical information regarding each type after we have identified which vowel sequences are attested and which ones are not.
To determine whether Kikuyu has a particular vocalic sequence, we need to look at the data in (2). We can start with the data in (2) and examine them one at a time. For example, the two Kikuyu words cinek-a ‘jab’ and huurok-a ‘rest’ in (2). The word cinek-a ‘jab’ shows the vocalic sequence [i. . .e], while huurok-a ‘rest’ provides an example of [u. . .o]. These two examples show that [i. . .e] and [u. . .o] are attested as Kikuyu has bi-syllabic verb roots with these vocalic sequences. If you follow the procedure described here and examine each verb in (2), you can come up with the results reported in (6) yourself. The key in this step of the analysis is to be systematic and thorough so that no stone is left unturned. This means that you need to examine each piece of data, determine the type of vocalic sequences it has, and record the result before moving on to the next piece of data. Once you examine all of the data, you need to decide which vocalic sequences you have examples of and to deduce from the absence of examples which ones are not attested. To do this, you need to look at the 49 logically possible types of vowel sequences in (5) and see which ones you have examples of and which ones you do not.
Alternatively, you can start from the logically possible vocalic sequences listed in (5) and use it as a guide both to examine the data in (2) and to record the results of your examination. To do this, you can start by listing the seven vocalic sequences beginning with i in V1, which is shown in Column A in (5). Reserve enough space next to each vocalic sequence so that you can fill in examples of that type. This means that you start with [i. . .i] and examine all of the data in (2) to see whether any verb root has this vocalic sequence and, if yes, how many verb roots have this vocalic sequence and record both the examples and the quantity before moving on to the next vocalic sequence [i. . .u]. When you finish the seven vocalic sequences in Column A, you can proceed to the next seven vocalic sequences in Column B. Follow the same procedure as those in Column A until you exhaust all forty-nine vocalic sequences. Whatever method you choose or feel comfortable with, it is important to be methodic and thorough, which means that you need to examine each piece of data in (2) and examine each of the forty-nine logically possible vocalic sequences to see which ones are attested and which ones are not.
It is also important to consider beforehand how you plan to display and report the data. Some arrangement of the data can obscure the pattern while other arrangements make the pattern obvious to you and to the readers that you wish to communicate with. This point cannot be overemphasized. Mistakes such as false generalizations are often made by students who are not careful in how they sort and arrange the data. In determining how the data should be recorded and presented, you can use the logically possible sequences listed in (5) as a guide, an example of which is presented in (6). The data presented in (6) are organized according to the seven columns of the logically possible vocalic sequences in (5), starting with Column A, followed by Column B and so on and so forth. So in (6a), we present the examples of roots with the types of vocalic sequences in Column A and Column B of (5). In (6b), we present examples of the types of vocalic sequences listed in Column C and Column D. The examples of the types listed in Column E and Column F are presented in (6c). And finally, we report the examples of the vocalic sequences listed in Column G. Moreover, in reporting the examples for each type, we abide by the sequencing in (5), that is, we hold the first vowel constant and systematically alter the second vowel, always from i to u, from u to e, and so on and so forth. Organizing the data this way not only ensures that each possible sequence is examined but also makes clear the attested and unattested vocalic sequences. Finally, in presenting the data in (6), we list the type of the vocalic sequence and then present next to it an example of a bi-syllabic verb root with that type of vocalic sequence. When a sequence is not attested, it is marked by the asterisks placed next to the vocalic sequences. As you can see from (6), this organization of the data makes it quite easy to identify the patterns of vowel co-occurrence in Kikuyu.
Now we encourage you to examine the attested and unattested bi-syllabic roots in (6). Try to identify the generalizations in the data yourself before reading the description that follows (6).

	(6) 	Attested and unattested bi-syllabic verbal roots in Kikuyu
	a. 	V1 = i or u
	i. . .i	cii[image: U+014B]gir-a	‘decline’	u. . .i	umbik-a	‘stick . . . into . . .’
	i. . .u	miruk-a	‘skid’	u. . .u	cukum-a	‘gnaw at’
	i. . .e	cinek-a	‘jab’	u. . .e	kuheh-a	‘be short’
	i. . .o	ritoh-a	‘be heavy’	u. . .o	huurok-a	‘rest’
	i. . .[image: U+025B]	θiy[image: U+025B]-a	‘be careless’	u. . .[image: U+025B]	[image: U+0263]u[image: U+0272][image: U+025B][image: U+025B]k-a	‘be soft’
	i. . .[image: U+0254]	ri[image: U+0263][image: U+0254][image: U+0254]y-a	‘droop’	u. . .[image: U+0254]	kuθ[image: U+0254][image: U+0263]-a	‘show ability’
	i. . .a	[image: U+0263]imar-a	‘grow up’	u. . .a	[image: U+0263]urar-a	‘be cut badly’






	b. 	V1 = e or o
	e. . .i	[image: U+0263]eerih-a	‘loiter’	o. . .i	θoorim-a	‘scrutinize’
	e. . .u	eruh-a	‘ripen’	o. . .u	oruh-a	‘become bad’
	e. . .e	cerek-a	‘squirt’	o. . .e	θoo[image: U+014B]ger-a	‘protrude’
	e. . .o	reβor-a	‘expel’	o. . .o	oroor-a	‘roam’
	e. . .[image: U+025B]	***		o. . .[image: U+025B]	***	
	e. . .[image: U+0254]	***		o. . .[image: U+0254]	***	
	e. . .a	kee[image: U+0263]am-a	‘be horizontal’	o. . .a	roo[image: U+0263]am-a	‘stand up’






	c. 	V1 = [image: U+025B] or [image: U+0254]
	[image: U+025B]. . .i	c[image: U+025B]βi-a	‘slip away’	[image: U+0254]. . .i	β[image: U+0254][image: U+0254]ri[image: U+0263]-a	‘feel dizzy’
	[image: U+025B]. . .u	[image: U+025B][image: U+014B]gut-a	‘move away’	[image: U+0254]. . .u	h[image: U+0254][image: U+0254]ruh-a	‘get blistered’
	[image: U+025B]. . .e	***		[image: U+0254]. . .e	***	
	[image: U+025B]. . .o	k[image: U+025B]ror-a	‘empty out’	[image: U+0254]. . .o	***	
	[image: U+025B]. . .[image: U+025B]	β[image: U+025B]r[image: U+025B]r-a	‘break’	[image: U+0254]. . .[image: U+025B]	h[image: U+0254][image: U+0254]nd[image: U+025B]r-a	‘be dented’
	[image: U+025B]. . .[image: U+0254]	***		[image: U+0254]. . .[image: U+0254]	β[image: U+0254]c[image: U+0254]c-a	‘mix’
	[image: U+025B]. . .a	r[image: U+025B][image: U+025B][image: U+014B]gan-a	‘be filled up’	[image: U+0254]. . .a	k[image: U+0254]man-a	‘be complete’






	d. 	V1 = [image: U+0251]
	a. . .i	kamin-a	‘be generous’
	a. . .u	taβut-a	‘interpret’
	a. . .e	carek-a	‘pop’
	a. . .o	hakor-a	‘scoop up’
	a. . .[image: U+025B]	cac[image: U+025B][image: U+025B]k-a	‘be plaintive’
	a. . .[image: U+0254]	θaθ[image: U+0254][image: U+0254]r-a	‘thin out’
	a. . .a	raram-a	‘roar or snarl’
		taβar-a	‘be prosperous’









Two key generalizations can be drawn from (6) regarding the attested and unattested vocalic sequences in bi-syllabic verb roots in Kikuyu. First, there does not seem to be any restriction on the co-occurrence of i, u, and [image: U+0251] with any of the seven vowels in Kikuyu. That is, all pairs of i, u, and [image: U+0251] with i, u, e, o, [image: U+025B], [image: U+0254], and [image: U+0251] are attested in Kikuyu. We can see this first from (6a) and (6d), which make it clear that all combinations of i, u, and [image: U+0251] in V1 with any of the seven vowels in V2 are attested. Inspection of the data presented in (6b) and (6c) reveals that all the logically possible pairings of i, u, and [image: U+0251] in V2 with e, o, [image: U+025B], and [image: U+0254] in V1 are attested as well. These data, when considered together, show that i, u, and [image: U+0251], whether they appear in V1 or V2, can co-occur with all of the seven vowels. That is, Kikuyu does not appear to impose restrictions on the co-occurrence of i, u, and [image: U+0251] with any of the seven vowels in bi-syllabic verb roots.
Second, the restriction imposed by Kikuyu bi-syllabic verb roots seems to be on the combination of e or o with [image: U+025B] or [image: U+0254]. If we look at the data in (6b), we see that four vocalic sequences involving these four vowels are attested. They are [e. . .e], [e. . .o], [o. . .e] and [o. . .o]. Four patterns are not attested: [e. . .[image: U+025B]], [e. . .[image: U+0254]], [o. . .[image: U+025B]], [o. . .[image: U+0254]]. The unattested vowel sequences all involve a mixture of e or o with [image: U+025B] or [image: U+0254]. These data show that e and o in V1 do not co-occur with [image: U+025B] and [image: U+0254] in V2. Inspection of the data in (6c) also reveals four attested vocalic sequences: [[image: U+025B]. . .[image: U+025B]], [[image: U+025B]. . .o], [[image: U+0254]. . .[image: U+025B]], and [[image: U+0254]. . .[image: U+0254]]. Four are unattested: [[image: U+025B]. . .e], [[image: U+025B]. . .[image: U+0254]], [[image: U+0254]. . .e], [[image: U+0254]. . .o]. These data also demonstrate that e or o in V2 does not co-occur with [image: U+025B] or [image: U+0254] in V1. There is, however, one exception to the generalization that e or o does not mix with [image: U+025B] or [image: U+0254]. This vocalic sequence is [[image: U+025B]. . .o], which is attested. To summarize, the data in (6b) and (6c) lead to the observation that e and o can co-occur with each other, but not with [image: U+025B] and [image: U+0254]. Similarly, [image: U+025B] and [image: U+0254] can co-occur with themselves, not with e and o. There is one exception, that is, [[image: U+025B]. . .o]. In short, we can draw from these observations that e and o do not mix with [image: U+025B] and [image: U+0254] in Kikuyu bi-syllabic roots with [[image: U+025B]. . .o] as the only exception.
We show the attested and unattested vocalic sequences more clearly in (7). The vocalic sequences that are in bold and crossed out are not attested. All other vocalic sequences are attested.

	(7) 	Attested and unattested bi-syllabic verbal roots in Kikuyu
	i. . .i	u. . .i	e. . .i	o. . .i	[image: U+025B]. . .i	[image: U+0254]. . .i	a. . .i
	i. . .u	u. . .u	e. . .u	o. . .u	[image: U+025B]. . .u	[image: U+0254]. . .u	a. . .u
	i. . .e	u. . .e	e. . .e	o. . .e	[image: U+025B]. . .e	[image: U+0254]. . .e	a. . .e
	i. . .o	u. . .o	e. . .o	o. . .o	[image: U+025B]. . .o	[image: U+0254]. . .o	a. . .o
	i. . .[image: U+025B]	u. . .[image: U+025B]	e. . .[image: U+025B]	o. . .[image: U+025B]	[image: U+025B]. . .[image: U+025B]	[image: U+0254]. . .[image: U+025B]	a. . .[image: U+025B]
	i. . .[image: U+0254]	u. . .[image: U+0254]	e. . .[image: U+0254]	o. . .[image: U+0254]	[image: U+025B]. . .[image: U+0254]	[image: U+0254]. . .[image: U+0254]	a. . .[image: U+0254]
	i. . .a	u. . .a	e. . .a	o. . .a	[image: U+025B]. . .a	[image: U+0254]. . .a	a. . .a






This example from Kikuyu bi-syllabic verb roots highlights the fact that human speech sounds are not entirely free to combine. Sounds, vowel sounds in this particular case, may be subject to co-occurrence restrictions, which result in what we earlier referred to as “distortions” from the even distribution of vocalic sequences such that some logically possible vocalic sequences are attested while others are not. We refer to such “distortions” as patterns or regularities.
The first step of any phonological analysis is to establish the existence of such patterns or regularities. The next step of the phonological analysis is to understand what causes them. In what follows, we take the first baby step toward understanding the cause of such co-occurrence restrictions. To begin to understand the cause of the co-occurrence restrictions, we need to know a bit more about the vowels in Kikuyu. We might ask what properties they possess. We might ask what properties they share. Note that e can co-occur with o and [image: U+025B] can co-occur with [image: U+0254] with one exception. These patterns make one wonder what properties e and o might have in common, what properties [image: U+025B] and [image: U+0254] might have in common, and what distinguishes e and o from [image: U+025B] and [image: U+0254] such that they cannot mix in bi-syllabic roots.
In addition to examining sound patterns such as identifying co-occurrence restrictions, linguists analyze speech sounds by looking at their articulatory, acoustic, and perceptual properties in a branch of linguistics known as phonetics. One branch of phonetics is concerned with the production or articulation of sounds, that is, their articulatory characteristics. This branch of linguistics is concerned with such questions as how sounds are produced, what parts of human speech organs are involved in the production of speech sounds, where the articulators are in the production of different speech sounds, etc. Over the years, researchers have come up with a lot of findings with regard to the production of different speech sounds. With respect to vowels, there is a general agreement among linguists that the relative position of the tongue and the rounding of the lips determine the quality of vowels we perceive. Linguists classify the tongue position in terms of three dimensions: tongue height, tongue backness, tongue root advancement. For now, let’s focus on the first two dimensions, tongue height and backness. Tongue height refers to the position of the tongue body in relation to the roof of the oral cavity or the palate in the production of vowels. A vowel that is produced with the tongue body close to the palate is designated as a high vowel, while a vowel produced with the tongue body away from the roof of the mouth is described as a mid or low vowel, depending on the relative distance of the tongue body from the roof of the mouth. The backness dimension classifies vowels according to the position of the tongue in relation to the opening of the mouth. Vowels produced with the tongue tip approaching the opening of the mouth are front vowels, while vowels articulated with the tongue tip further removed from the mouth opening are classified as back vowels.
In her classic study of Kikuyu, Armstrong (1967) concludes that the seven Kikuyu vowels exhibit four distinct heights and three degrees of backness. In the diagram in (8), we indicate the tongue positions in the production of the seven Kikuyu vowels. This diagram is based loosely on the vowel diagram in Armstrong (1967: 5). This diagram is four-sided (quadrilateral), with the left vertical line slanted. This shape is intended to track the movement of the tongue in the production of different vowels. When the tongue is moved up to the palate, say, in the production of the high front vowel i, the tongue is also moved forward. But as the tongue is lowered, say, in the production of a low front vowel such as æ in English, the tongue is also moved backwards. The tongue is more advanced in the production of a high front vowel than a low front vowel, which is represented by the left slanted line. The diagram in (8) is a standard diagram used by linguists to locate the positions of the tongue in the production of various vowels. This diagram shows the relative height and backness of the tongue in the production of the seven Kikuyu vowels.

	(8) 	Tongue positions of Kikuyu vowels
[image: ]



Armstrong (1967) classifies i and u as high vowels, e and o as high-mid vowels, [image: U+025B] and [image: U+0254] as low-mid vowels, and [image: U+0251] as a low vowel. With regard to backness, i, e, and [image: U+025B], are front vowels and four are back vowels, which are u, o, [image: U+0254], and [image: U+0251]. If we follow this classification of the seven vowels in Kikuyu, we see that the restriction imposed by Kikuyu verb roots lies in the co-occurrence of one type of mid vowel with another type of mid vowel. That is, the restriction is limited to the four mid vowels in Kikuyu. Following this description of the seven vowels, we can summarize the co-occurrence restrictions in bi-syllabic verb roots in Kikuyu as follows.

	(9) 	Generalizations regarding the co-occurrence restrictions seen in Kikuyu bi-syllabic verb roots
	a. 	High-mid vowels – e and o – do not co-occur with low-mid vowels – [image: U+025B] and [image: U+0254] – except that:



	b. 	Low-mid front vowel [image: U+025B] can co-occur with the high-mid back o. That is, [[image: U+025B]. . .o] is attested.






Put another way, the two types of mid vowels do not mix in bi-syllabic verb roots, with only one exception [[image: U+025B]. . .o].
Now that we have established that Kikuyu bi-syllabic verb roots display co-occurrence restrictions on the combination of two types of mid vowels, it is important to verify that these co-occurrence restrictions do indeed represent a regularity or pattern in Kikuyu. Part of the reason comes from the statistics in (10), which show the frequency of each type of vocalic sequence. In (10), the vertical column represents the vowels in V1, while the horizontal row lists the vowels in V2. The numbers indicate the number of bi-syllabic verb roots with a particular vocalic sequence. Take, for instance, the first number 61. This number indicates that Kikuyu has sixty-one verb roots with the [i. . .i] vocalic sequence.

	(10) 	Frequency of bi-syllabic verbal roots in Kikuyu (total=780)

	V2	i	e	[image: U+025B]	a	[image: U+0254]	o	u
	V1							
	i	61	23	1	11	2	31	1
	e	4	13	0	1	0	2	1
	[image: U+025B]	5	0	85	3	0	24	2
	a	21	26	2	64	1	32	23
	[image: U+0254]	13	0	8	2	101	0	1
	o	9	13	0	5	0	72	1
	u	12	10	6	10	3	13	72






We can see from this table that some vocalic sequences are attested much more frequently. One statistically robust generalization that can be drawn from (10) is that Kikuyu bi-syllabic roots prefer sequences of vowels in which V1 is identical with V2. That is, Kikuyu prefer bi-syllabic roots of such types as [i. . .i], [e. . .e], [[image: U+025B]. . .[image: U+025B]], [a. . .a], [[image: U+0254]. . .[image: U+0254]], [o. . .o], [u. . .u] as shown by the numbers highlighted in bold. Overall, bi-syllabic roots with two identical vowels significantly outnumber roots with two different vowels.
What is of interest here are those vowels sequences that are attested but attested infrequently. Statistically, they are not significantly different from those that are not attested. For instance, the vocalic sequence [i. . .[image: U+0254]], even though attested, is found in only two verb roots. It is important to verify such vocalic sequences as [i. . .[image: U+0254]] to see, for instance, whether they are only rare in bi-syllabic roots, before we attempt to explain why they are attested so infrequently.
There are many ways in which one might go about confirming the distributional patterns of vowels seen in bi-syllabic roots in Kikuyu. First, we can verify the co-occurrence restrictions internally within Kikuyu. We mentioned earlier that Kikuyu has tri-syllabic and tetra-syllabic verb roots, even though they are much rarer statistically. If the co-occurrence restrictions identified in bi-syllabic roots are valid, we expect the patterns to hold of tri-syllabic and tetra-syllabic roots. For instance, we learned in (9) that [i. . .[image: U+0254]], though attested, is found in only two verb roots. Do we have tri-syllabic vocalic sequences in which i is followed by [image: U+0254] such as [i. . .i. . .[image: U+0254]]? If yes, how frequently? Moreover, we learned from bi-syllabic data that the vocalic sequence [[image: U+025B]. . .e] is not attested. In looking at tri-syllabic and tetra-syllabic data, you need to determine whether [image: U+025B] can be followed by e in tri-syllabic and tetra-syllabic data. Do we have, for instance, roots with such vocalic sequences as [[image: U+025B]. . .[image: U+025B]. . .e] or [[image: U+025B]. . .e. . .e]? If we find such tri-syllabic roots, it might suggest that the absence of bi-syllabic roots with [[image: U+025B]. . .e] is an accident in the sense that Kikuyu bi-syllabic verb roots happen not to have any root with this type of vocalic sequence. We may take this result to mean there may not be restrictions on the co-occurrence of e and [image: U+025B]. On the other hand, if there is no tri-syllabic or tetra-syllabic root with [image: U+025B] followed by e, this finding can bolster the claim that e and [image: U+025B] do not mix in any multi-syllabic root in Kikuyu. These are some of the questions you need to ask to establish the validity of the patterns. A second way to verify the patterns seen in Kikuyu bi-syllabic verb roots is to look beyond Kikuyu and examine the vocalic sequences in languages that are related to Kikuyu. Examination of vocalic sequences in related languages can increase the confidence we have in the patterns identified in Kikuyu.
We will leave the task of verifying the patterns for you in the form of exercises. In the exercises that accompany this chapter, we will introduce a variety of data for you to use to check the patterns reported in section 4. Some of these data come from tri-syllabic and tetra-syllabic roots in Kikuyu. Some come from Kikuyu verbs taking a variety of suffixes. Part of your task is to determine whether the attested and unattested vocalic sequences seen in bi-syllabic roots are supported by the additional data. The central goal of this book is to develop your ability to analyze language data. This ability includes, first and foremost, the ability to identify and verify sound patterns such as those that result from co-occurrence restrictions. This analytic ability also includes the ability to see connections and relations between different sets of data, which is exactly what many of the exercises are designed to do.
5. Conclusion
This chapter introduces the phonological phenomena of distribution. Distributional phenomena have in common the restrictions on the co-occurrence of sounds. These restrictions may result from the inability of certain sounds to occur with other sounds. An example of this type of co-occurrence restriction is presented here in the form of bi-syllabic verb roots in Kikuyu. Our analysis reveals restrictions on the combination of two types of mid vowels. Specifically, we find that the two high-mid vowels e and o do not mix with the two low-mid vowels [image: U+025B] and [image: U+0254] in Kikuyu bi-syllabic roots. Only one attested vocalic sequence, that is [[image: U+025B]. . .o], is an exception to this generalization. This example highlights a common fact about human language sound systems: sounds cannot freely combine. There are limits to which sounds can combine. The branch of linguistics we call phonology is devoted partially to identifying such co-occurrence restrictions, to determining whether the restrictions identified in one language are related to similar restrictions identified in other languages, and ultimately to understanding why such co-occurrence restrictions exist. Part of the goals of phonological analysis is to identify such co-occurrence restrictions in the sound systems of human languages.
To develop your ability to recognize distributional patterns, we explained what a pattern is in relation to three key concepts: logical possibilities, even and uneven distributions. Logical possibilities refer to the options that are expected following certain conditions. For instance, Kikuyu has seven distinctive vowels. These vowels can combine in bi-syllabic roots. These two conditions lead us to the claim that 49 vocalic sequences are possible. If Kikuyu imposes no restriction on the combination of vowels in bi-syllabic roots, we expect all forty-nine vocalic sequences to be found in bi-syllabic roots and in roughly equal frequencies. This is what we mean by an even distribution of outcomes. But as we find in human languages, even distribution is so often not the result. What we frequently find is that some logical possibilities are attested and attested in high frequencies while others are not attested or attested rarely. That is, there is frequently an uneven distribution of outcomes in the sound systems of human languages. What we refer to as a pattern or regularity is basically a case of uneven distribution, that is, distortions from the even distribution of outcomes.
To develop your analytic ability, we explained and discussed in detail the three steps involved in discovering distributional patterns, that is, co-occurrence restrictions on sounds. The first step involves determining the logically possibilities. The second step involves examining the data, determining which possibilities are attested and in what frequency, and deducing from the lack of examples which patterns are not attested. If this step of the analysis reveals an uneven distribution of outcomes, we have what is often referred to as a pattern or regularity. The third and last step requires the researcher to check the identified regularity by verifying it internally within the language and beyond the language.
We focused this chapter on vowel co-occurrence in Kikuyu. It is important to remember that co-occurrence restrictions are not limited to vowels alone. They take many different forms in different languages. Restrictions may be imposed on the combination of consonants, on the combination of vowels with consonants, on tonal and stress co-occurrence, or on the placement of vowels, consonants, tone, and stress in certain syllable or word positions. In other words, distributional patterns take a wide variety of forms in human languages. In the exercises and the chapters to come, we will introduce examples of other types of distributional phenomena so that you develop the facility to determine and handle different forms of co-occurrence restrictions.

Exercises
Discussion/Reading response questions
Question 1: The word pattern has several meanings. Identify one non-linguistic usage of this word and compare it with its linguistic usage, as defined in this chapter. Discuss the similarities and differences between its linguistic and non-linguistic usage. Provide concrete examples as illustrations.


Question 2: This chapter describes how to set about determining co-occurrence restrictions. Read this section of the chapter closely and discuss the two or three key points emphasized. Back up your discussion with examples.


Question 3: To learn to write like a linguist, you need to pay attention to how information is presented in writings on linguistics. The information presented in this book includes the data, analyses, arguments, etc. Read this first chapter with an eye on how the linguistic information is organized and presented: i.e. how distributional data are introduced and described. Identify two to three aspects related to the organization and presentation that you as a reader find particularly helpful, and discuss why they support your understanding of the chapter content.



Multiple-choice/Fill-in-the-blank questions
(1) LX (=Language X) has three vowels: [i, u, a]. It has bi-syllabic roots like Kikuyu. List the logically possible bi-syllabic vowel sequences in LX. Follow the format in (5); that is, hold the first vowel constant and alter the second vowel as in (5).


			
			
			






(2) LX imposes restrictions on vocalic sequences in bi-syllabic roots. It does not allow non-identical high vowels to co-occur. Fill in the logically possible vocalic sequences and then cross out the unattested vocalic sequences in LX. Follow the format in (7).


			
			
			






(3) LX has tri-syllabic roots. If LX does not allow non-identical high vowels to co-occur, which one of the tri-syllabic vocalic sequences do you predict to be unattested in LX?

a. [a. . .i. . .a]

b. [u. . .i. . .a]

c. [u. . .u. . .a]

d. [a. . .i. . .i]


(4) LX has tetra-syllabic roots. In light of the prohibition against the co-occurrence of non-identical high vowels, which one of the following tetra-syllabic sequences do you expect to be unattested in LX?

a. [a. . .a. . .i. . .i]

b. [u. . .u. . .u. . .u]

c. [i. . .i. . .u. . .u]

d. [i. . .i. . .i. . .a]


(5) Ly has the same seven vowels and bi-syllabic roots as Kikuyu. In Ly, co-occurring vowels in bi-syllabic roots must agree in frontness or backness. In light of this restriction, which ones of the following logically possible bi-syllabic sequences are not attested in Ly? Indicate the unattested vocalic sequences by placing an asterisk * in front of the sequence or crossing out the unattested sequences. Leave the attested vocalic sequences untouched. Treat [a] as a back vowel.

A 
i. . .i
i. . .u
i. . .e
i. . .o
i. . .[image: U+025B]
i. . .[image: U+0254]
i. . .a


B 
u. . .i
u. . .u
u. . .e
u. . .o
u. . .[image: U+025B]
u. . .[image: U+0254]
u. . .a


C 
e. . .i
e. . .u
e. . .e
e. . .o
e. . .[image: U+025B]
e. . .[image: U+0254]
e. . .a


D 
o. . .i
o. . .u
o. . .e
o. . .o
o. . .[image: U+025B]
o. . .[image: U+0254]
o. . .a


E 
[image: U+025B]. . .i
[image: U+025B]. . .u
[image: U+025B]. . .e
[image: U+025B]. . .o
[image: U+025B]. . .[image: U+025B]
[image: U+025B]. . .[image: U+0254]
[image: U+025B]. . .a


F 
[image: U+0254]. . .i
[image: U+0254]. . .u
[image: U+0254]. . .e
[image: U+0254]. . .o
[image: U+0254]. . .[image: U+025B]
[image: U+0254]. . .[image: U+0254]
[image: U+0254]. . .a


G 
a. . .i
a. . .u
a. . .e
a. . .o
a. . .[image: U+025B]
a. . .[image: U+0254]
a. . .a



(6) In addition to bi-syllabic verb roots, Kikuyu has a smaller number of tri-syllabic roots. Tri-syllabic verb roots partition into three types. The first type consists of those in which V1 and V2 are identical. Kikuyu has 123 roots of this type, whose statistical distribution is presented here.


[image: ]


Concentrate on the eight unattested bi-syllabic sequences in Kikuyu. Consider whether the tri-syllabic data are consistent with the restrictions in bi-syllabic verb roots. According to this table, how many of the eight unattested bi-syllabic sequences are attested in tri-syllabic verb roots?

a. Four

b. Three

c. Two

d. None

Note that in comparison with bi-syllabic roots, Kikuyu has a much smaller number of tri-syllabic roots. In light of this difference, not all attested bi-syllabic vowel sequences may be attested in tri-syllabic roots. The lack of tri-syllabic roots with a particular vocalic sequence may not be evidence that tri-syllabic vocalic patterns are inconsistent with the co-occurrence restrictions in bi-syllabic roots. The inconsistency may be due to the rarity of tri-syllabic roots. For this reason, this question asks you to focus on the unattested vocalic sequences.

(7) V2 and V3 are identical in the second type of tri-syllabic verb roots. Kikuyu has sixteen such roots and nine distinct vocalic sequences. An example of each is presented here. Apart from five roots of (a) and four of (f), there is one example of the remaining vocalic sequences.


	a.	i. . .e. . .e	ci[image: U+0263]erer-a	‘encircle’





	b.	i. . .o. . .o	ikorok-a	‘descend’





	c.	u. . .e. . .e	kuherer-i-a	‘be near’





	d.	u. . .a. . .a	uma[image: U+0263]ar-a	‘leave home’





	e.	o. . .a. . .a	oma[image: U+0263]ar-a	‘be very bad’





	f.	[image: U+0254]. . .[image: U+025B]. . .[image: U+025B]	[image: U+0263][image: U+0254][image: U+0254]c[image: U+025B]r[image: U+025B]r-a	‘doze’





	g.	a. . .u. . .u	tamburur-a	‘tear with violence’





	h.	a. . .o. . .o	maa[image: U+0272]jorok-a	‘run off’





	i.	a. . .e. . .e	[image: U+0263]aterer-i-a	‘exaggerate’





Examine these tri-syllabic data to see if any of these tri-syllabic forms is inconsistent with the attested bi-syllabic vocalic sequences discussed in Chapter 1.

a. The tri-syllabic data in (g–i) are inconsistent with the attested bi-syllabic vocalic sequences.

b. The tri-syllabic data in (e–f) are inconsistent with the attested bi-syllabic vocalic sequences.

c. The tri-syllabic data in (a–d) are inconsistent with the attested bi-syllabic vocalic sequences.

d. None of the tri-syllabic data is inconsistent with the attested bi-syllabic vocalic sequences.


(8) Kikuyu has eight tri-syllabic verb roots composed of different vowels. Except for (8a) and (8d), which are attested in two roots, the remaining vocalic roots are seen in one root.


	a.	a. . .i. . .o	aθimor-a	‘sneeze’





	b.	u. . .a. . .e	[image: U+014B]u[image: U+014B]aarer-a	‘be stable’





	c.	a. . .o. . .i	βaandoriθ-i-a	‘change’





	d.	a. . .o. . .e	amoker-a	‘receive’





	e.	a. . .u. . .e	tahuhek-a	‘nose around for food’





	f.	o. . .i. . .o	ro[image: U+0263]iθok-a	‘make a sudden leap’





To what extent are the tri-syllabic forms consistent with the attested bi-syllabic vocalic sequences?

a. All eight tri-syllabic roots are inconsistent with the attested bi-syllabic vocalic sequences.

b. None of the eight tri-syllabic roots is inconsistent with the attested bi-syllabic vocalic sequences.

c. Only the tri-syllabic form in (f) is inconsistent with the attested bi-syllabic vocalic sequences.

d. None of the above.


(9) One attested bi-syllabic vowel sequence is [[image: U+025B]. . .o]. This sequence is unusual in that it includes a low-mid vowel and a high-mid vowel, though Kikuyu does not normally allow these two types of mid vowels to mix. Examine the table in (6) and consider if the tri-syllabic forms bolster the claim that [[image: U+025B]. . .o] is allowed.

a. The tri-syllabic data show that [[image: U+025B]. . .o] is an aberration. It is only found in bi-syllabic verb roots.

b. The tri-syllabic data provide no evidence either way for the claim that [[image: U+025B]. . .o] is attested.

c. The tri-syllabic data provide additional evidence that [o] can follow [[image: U+025B]] in Kikuyu verb roots.

d. None of the above.


(10) Kikuyu has fifteen tetra-syllabic verb roots, composed of nine distinct vocalic sequences.


	a.	i. . .i. . .i. . .[image: U+025B]	βiri[image: U+0263]ic[image: U+025B][image: U+025B]n-a	‘make an inspection of’	1





	b.	i. . .i. . .i. . .a	θi[image: U+014B]giriman-a	‘be packed close’	2





	c.	u. . .u. . .u. . .e	uru[image: U+0263]u[image: U+0272]ek-a	‘be restless’	1





	d.	u. . .u. . .u. . .o	hu[image: U+014B]gurucok-a	‘pass through’	2





	e.	u. . .u. . .u. . .a	uru[image: U+0263]ucan-i-a	‘search’	1





	f.	[image: U+025B]. . .[image: U+025B]. . .[image: U+025B]. . .o	β[image: U+025B][image: U+014B]g[image: U+025B]r[image: U+025B]cok-a	‘get splintered’	3





	g.	[image: U+025B]. . .[image: U+025B]. . .[image: U+025B]. . .[image: U+025B]	θ[image: U+025B][image: U+014B]g[image: U+025B]r[image: U+025B]t[image: U+025B]r-a	‘move towards’	1





	h.	[image: U+0254]. . .[image: U+0254]. . .[image: U+0254]. . .[image: U+0254]	[image: U+0254]nd[image: U+0254]t[image: U+0254]m[image: U+0254]k-a	‘be afraid’	1





	i.	a. . .a. . .a. . .o	βara[image: U+0263]acok-a	‘be very dry’	3





Determine if these tetra-syllabic forms are consistent with the co-occurrence restrictions in bi-syllabic verb roots. Which vowel sequences violate the co-occurrence restrictions seen in bi-syllabic root forms?

a. (a–b) and (i)

b. (f)

c. (c–e)

d. none of the tetra-syllabic forms


(11) Questions 11–18 are based on root-suffix forms in Kikuyu. These eight questions are designed to help you solve Problem 1 in (19). They provide some guidance on how to compare bi-syllabic verb roots and root-suffix forms and determine if there is any relation between them. The data in (a) through (g) differ from bi-syllabic roots; they consist of a mono-syllabic root (CVC or VC) followed by the reversive suffix -or/-[image: U+0254]r. This suffix has a meaning similar to that of the English prefix un- in un-tie or un-do. In these forms, while V1 is part of the root, V2 belongs to the suffix. On the basis of the data, list the logically possible root-suffix vocalic sequences in the table. As the suffix vowel can only be [o] or [[image: U+0254]], there are only fourteen logically possible vocalic sequences. Follow the format in (5) of Chapter 1. You can ignore the final vowel suffix -a.


	a.	it-or-a		‘strangle’






	b.	cuuk-or-a		‘slander’






	c.	et-or-a		‘call’






	d.	tom-or-a		‘send things’






	e.	[image: U+0263][image: U+025B]t-or-a		‘make loose’






	f.	[image: U+0263][image: U+0254]n-[image: U+0254]r-a		‘make a deep sound’






	g.	tah-or-a		‘ladle out’






		
		
		
		
		
		
		





(12) On the basis of your response to (11), indicate the attested and unattested root-suffix vocalic sequences.


	Attested	Unattested
		
		
		
		
		
		
		






(13) Like the data in (11), the forms below consist of a mono-syllabic verb root followed by the suffix -ek/-[image: U+025B]k. This suffix -ek/-[image: U+025B]k expresses susceptibility or potentiality. For instance, the stem haat-a means ‘sweep’; the stem with -ek/-[image: U+025B]k, haat-ek-a, means ‘sweepable’ or ‘be swept’. On the basis of the data, list the logically possible root-suffix vocalic sequences in the table.


	a.	it-ek-a		‘be poured away’






	b.	kuund-ek-a		‘knot, tie’






	c.	et-ek-a		‘be called’






	d.	[image: U+0263]or-ek-a		‘be bought’






	e.	t[image: U+025B]m-[image: U+025B]k-a		‘be cut’






	f.	[image: U+0254]n-[image: U+025B]k-a		‘be seen, appear’






	g.	hat-ek-a		‘squeeze’






		
		
		
		
		
		
		






(14) On the basis of your response to (13), spell out the attested and unattested root-suffix vocalic sequences.


	Attested	Unattested
		
		
		
		
		
		
		






(15) Now let’s compare the twenty-eight attested and unattested root-suffix vocalic sequences with those seen in bi-syllabic verb roots. There are potentially four possible outcomes: (a) attested in both bi-syllabic roots and root-suffix forms; (b) unattested in both; (c) attested in bi-syllabic roots, but unattested in root-suffix forms; and (d) unattested in bi-syllabic roots, but attested in root-suffix forms. Now focus on the outcome in (a). How many vocalic sequences are attested in both bi-syllabic roots and root-suffix forms?

a. Sixteen

b. Fourteen

c. Twelve

d. Nineteen


(16) Now focus on the second outcome in (b). List the eight vocalic sequences that are unattested in both bi-syllabic and root-suffix forms.


[image: ]




(17) Now focus on the third outcome in (c). How many vocalic sequences are attested in bi-syllabic roots, but unattested in root-suffix forms?

a. Eight

b. Two

c. Four

d. Six


(18) Now focus on the fourth outcome in (d). How many vocalic sequences are unattested in bi-syllabic roots, but attested in root-suffix forms?

a. Zero

b. Two

c. Four

d. Six



Problems for analysis
(19) Problem 1: Vowel co-occurrence in Kikuyu bi-syllabic roots and root-suffix forms
Chapter 1 examined the bi-syllabic verb roots in Kikuyu. On the basis of this examination, we concluded that Kikuyu verb roots impose restrictions on the co-occurrence of vowels such that two types of mid vowels do not mix in bi-syllabic roots, with one exception. The purposes of this problem are to encourage you to compare the bi-syllabic verb roots with the root-suffix data and to identify whether there is any relation in co-occurrence restrictions between these two types of forms.


[image: ]


Examine the data in (I) and (II) and provide an essay response. In your response, address the questions in (III).


III. Questions to be addressed by your essay response

a. On the basis of the data presented in (I) and (II), determine what types of vowel sequences are allowed.

b. Deduce from the absence of data in (I) and (II) what vocalic sequences are logically possible, but are not attested.

c. On the basis of your responses to (IIIa) and (IIIb), state the generalization governing the co-occurrence of root vowels with suffix vowels.

d. Compare the patterns of vowel co-occurrence in (I) and (II) to determine whether they are consistent with the co-occurrence patterns seen in bi-syllabic verb roots in Chapter 1. Consider dividing your analysis into four parts.
i. Identify the vowel sequences that are attested in bi-syllabic verb roots and attested in (I) and (II).
ii. Identify the vowel sequences that are unattested in bi-syllabic verb roots and in (I) and (II).
iii. Identify the vowel sequences that are attested in bi-syllabic verb roots but are not attested in (I) and (II).
iv. Identify the vowel sequences that are unattested in bi-syllabic verb roots but are attested in (I) and (II), if such vocalic sequences exist.


e. On the basis of your comparison, determine whether the restrictions on mid vowels in Kikuyu verb roots are reflected in the co-occurrence of root and suffix vowels in (I) and (II).
Important! You must use the data to make your point. If you state that a particular vocalic sequence is attested in both bi-syllabic verb roots and in (I) and (II), you must include actual examples. The same goes for other attested vocalic sequences.



(20) Problem 2: Vowel–consonant co-occurrence restrictions in Kwawu
Kwawu, a dialect of Akan spoken in the eastern region of Ghana, has both oral and nasal vowels marked by the tilde [image: U+223C] placed on top of vowel symbols. Kwawu distinguishes three classes of consonants: a) nasal consonants m, n, [image: U+014B]; b) oral voiced consonants such as b, d, g; and c) oral voiceless consonants such as p, t, k, f. The data below, taken from Bat-El (1988), illustrate the co-occurrence restrictions between the two types of vowels and the three types of consonants. The restrictions are between vowel nuclei and syllable-initial or syllable-final consonants. Note that only nasals can appear in syllable-final position. In the data below, periods mark syllable boundaries while the acute[image: U+02CF] and grave[image: U+02CE] accents mark high and low tones.


[image: ]


Examine the Kwawu data and provide an analysis of the co-occurrence restrictions between the vowel nuclei and syllable-edge consonants. Address the following questions in your analysis.

a. Determine the logically possible patterns between the two types of vowels and the three types of consonants.

b. Identify the patterns that are attested in Kwawu.

c. Identify the patterns that are not attested in Kwawu.

d. State the generalizations that govern the co-occurrence restrictions.


(21) Problem 3: The distribution of k/[image: U+0263] in Kikuyu roots
The canonical Kikuyu root consists of C1VC2-, that is, a consonant-vowel-consonant sequence. The middle vowel may be short or long. When k or [image: U+0263] appears in C1, it exhibits co-occurrence restrictions with C2 such that some C1VC2 sequences are attested while others are not. The data, based on Benson (1964), illustrate the distribution of k and [image: U+0263]. In Kikuyu, k represents a voiceless velar plosive; [image: U+0263] stands for a voiced velar fricative. Kikuyu has five series of consonants: (a) voiceless [t, c, k, θ]; (b) voiced [β, r, g, h]; (c) nasals [m, n, [image: U+0272], [image: U+014B]]; (d) prenasalized stops [mb, nd, [image: U+0272]j, [image: U+014B]g]; and (e) glides [w, y].

[image: ]


Examine the data and try to determine the restrictions on the distribution of k or [image: U+0263], when they appear in C1. Focus on the co-occurrence of the consonants in bold. Address these points in your analysis.

a. Determine the logically possible patterns between k/[image: U+0263] in C1 and the consonants in C2. Sort and arrange the data to highlight the patterns in Kikuyu.

b. Identify the attested patterns in Kikuyu.

c. Identify the unattested patterns in Kikuyu.

d. Identify the feature involved in the restrictions and state the generalizations governing the co-occurrence restrictions.

Note that Kikuyu does not appear to have roots of [[image: U+0263]. . .h] and [[image: U+0263]. . .[image: U+014B]]. You can ignore these two unattested patterns.

(22) Problem 4: The distribution of nasality in Warao
The data presented below, which are taken from Osborn (1966), illustrate the distribution of nasality in Warao. In this language, vowels and some consonants may be nasalized under certain conditions. The nasality on vowels and the nasalized consonants is marked by [image: U+223C]. For your information, Warao has four types of consonants: (a) voiceless consonants [p, t, s, k, kW]; (b) nasals [m, n]; (c) glides [w, y]; and (d) the glottal fricative [h].


[image: ]


Examine the data. Try to determine the distribution of nasality in Warao. In your analysis, address these points.

a. Determine which segments can be nasalized and which ones cannot.

b. Identify where oral segments are found and where they are not.

c. Identify where nasal segments are found and where they are not.

d. State the generalizations governing the distribution of oral and nasal segments in Warao. In other words, spell out the conditions under which oral and nasal segments may or may not co-occur.





2 The distribution of English nasals

1. Introduction
We continue to explore distribution in this chapter. As a type of phonological phenomenon, distribution displays co-occurrence restrictions. By co-occurrence restrictions, we refer to constraints imposed on the ability of two or more entities to appear together. With respect to distribution in phonology, these entities can refer to sounds (vowels and consonants), stress, tone, and structural positions such as word-initial, word-final, or syllable positions such as onset, nuclei, and coda, etc. Languages limit the ability of certain sounds to co-occur or appear in such positions as those in a word or syllable. In the units on tone and stress to be presented later, we show that stress and tone are subject to distributional restrictions as well. For instance, a high tone might not co-occur with another high tone in some languages. In others, all syllables containing a long vowel or ending in a vowel–consonant sequence must be stressed. These phenomena have in common restrictions on the co-occurrence of two or more entities, resulting in gaps in the distribution. Gaps in distributions stem from the fact that not all logical possibilities are attested.
This chapter examines a case of distribution involving English nasals. Those of you who are familiar with English believe that English has three nasal sounds. One is the bilabial m, which appears as the first and last sound in ‘mat’ or ‘damn.’ The second is the alveolar n, as in ‘nap’ or ‘tan’. The third nasal is the ng sound, which is the last sound in ‘long’ or ‘strong.’ Linguists use the symbol [image: U+014B] to represent the ng sound, a sound linguists call engma. Unlike m and n, engma is a velar sound, articulated by raising the back of the tongue toward the velar region. We see shortly that these three nasal sounds are not equal in their distribution. One of them is restricted to a specific position in a word. Moreover, all three nasals are subject to restrictions when they appear as part of a consonant cluster.
This chapter has three objectives. First, it introduces you to a more complex problem of distribution. By analyzing this problem, this chapter develops your understanding of distributional phenomena. Second, this chapter develops your ability to identify the patterns in distributional phenomena and to express the generalizations in these patterns. That is, this chapter continues to develop your ability to analyze phonological data. With respect to distribution, analyses imply (a) identifying the gaps or patterns in the distribution; (b) determining the hidden connections among seemingly different distributional gaps; and (c) stating the generalizations underlying the distributional gaps. Apart from these two objectives, this chapter highlights the point that not all sounds are equal. Some sounds play an important role in distinguishing different meanings in a language. Linguists refer to these sounds as phonemes. Other sounds, though different acoustically and articulatorily, do not play a significant role in distinguishing meanings. Linguists treat these sounds as the variants of other phonemes and refer to them as allophones. This chapter introduces concepts such as phoneme and allophone and related concepts such as contrastive and complementary distribution.
2. The puzzles
We present two puzzles involving the English nasals in this section. The first puzzle involves the distribution of nasals in word-initial and word-final position. The second concerns the co-occurrence of English nasals with immediately following consonants. These puzzles highlight the fact that English nasals are not unrestricted in their distribution. They are, like other sounds in English, subject to distributional restrictions.
We present in (1) some data that illustrate the distribution of the English nasals m, n, and [image: U+014B]. These data reveal where these nasals can or cannot appear in a word. Examine these data carefully and see whether you can identify the distributional gaps in the data.
	(1) 	Data illustrating the distribution of English nasals in a word
	næp	‘nap’	d[image: U+028C][image: U+014B]k	‘dunk’	sm[image: U+0259][image: U+028A]k	‘smoke’
	mju[image: U+02D0]z	‘muse’	sn[image: U+026A][image: U+0259]	‘sneer’	d[image: U+026A]n	‘din’
	k[image: U+026A][image: U+014B]	‘king’	d[image: U+026A]m	‘dim’	bænd	‘band’
	le[image: U+026A]m	‘lame’	nju[image: U+02D0]z	‘news’	bæ[image: U+014B]k	‘bank’
	sm[image: U+026A][image: U+0259]	‘smear’	sn[image: U+0259][image: U+028A]	‘snow’	l[image: U+0252][image: U+014B]	‘long’
	pr[image: U+0252]mpt	‘prompt’	tent	‘tent’	mæp	‘map’
	le[image: U+026A]n	‘lane’	b[image: U+028C]mp	‘bump’		






The data in (2) present a different puzzle. These data illustrate the types of co-occurring nasal–consonant clusters that are permissible in English. You will see from these data that in addition to the bilabial m, the alveolar n, and velar [image: U+014B], English has two other nasals that you might not be aware of: [image: U+0271] and [image: ]. The symbol [image: U+0271] represents a labio-dental nasal. It has the same place of articulation with the English sounds f and v. The symbol [image: ] represents a dental nasal. It is identical in place of articulation to the English dental θ and ð, which correspond to the first sound in ‘think’ and ‘there.’
	(2) 	Data illustrating the types of permissible final NC(C) clusters in English.
	bent[image: U+222B]	‘bench’	bæ[image: U+014B]k	‘bank’	mend	‘mend’
	pr[image: U+0252]mpt	‘prompt’	bæl[image: U+0259]ns	‘balance’	læbr[image: U+026A][image: ]θ	‘labyrinth’
	n[image: U+026A][image: U+0271]f	‘nymph’	tent	‘tent’	br[image: U+0252]nz	‘bronze’
	gl[image: U+026A]mps	‘glimpse’	l[image: U+026A][image: U+0271]f	‘lymph’	d[image: U+026A]st[image: U+026A][image: U+014B]kt	‘distinct’
	fe[image: U+026A]nt	‘faint’	m[image: U+026A][image: U+014B]ks	‘minx’	tens	‘tense’
	b[image: U+028C]mp	‘bump’	l[image: U+028C]nt[image: U+222B]	‘lunch’	bl[image: U+026A]nts	‘blintz’
	lenz	‘lens’	m[image: U+028C][image: ]θ	‘month’	m[image: U+026A]ns	‘mince’
	pl[image: U+028C]nd[image: U+0292]	‘plunge’	rænt[image: U+222B]	‘ranch’	æbs[image: U+026A][image: ]θ	‘absinthe’
	tra[image: U+026A][image: U+028C][image: U+0271]f	‘triumph’	bænd	‘band’	[image: U+0259]rend[image: U+0292]	‘arrange’
	b[image: U+026A]nd[image: U+0292]	‘binge’	bænz	‘banns’	b[image: U+0252]nd	‘bond’






Before we proceed to the analysis of the distribution of the English nasals, let’s pause a moment and consider why it is important to determine the distribution of English nasals or, for that matter, the sound distribution of any language. In other words, in what ways is such knowledge useful? There are several responses that we might give to this question. We will concentrate on one here. That is, such knowledge can help us to understand human language behaviors. We can mention two here in relation to the English nasals. One is related to how native English speakers pronounce foreign names beginning with ng such as the name of a Hong Kong politician and President of Hong Kong Baptist University, Ng Ching-fai. In pronouncing names such as Ng, native English speakers tend to insert a vowel before ng, rendering it as [image: U+0259][image: U+014B] or [image: U+028C][image: U+014B] rather than a plain [image: U+014B], as in Cantonese. The second is related to the syllabification of medial nasals in English. In English, when nasals such as m and n are surrounded by vowels on both sides as in t[image: U+026A]m[image: U+026A]d ‘timid’ and ten[image: U+0259]nt ‘tenant’, these nasals tend to be treated as the beginning sound of the following syllable. That is, they are pronounced as t[image: U+026A].m[image: U+026A]d and te.n[image: U+0259]nt, not as t[image: U+026A]m.[image: U+026A]d and ten.[image: U+0259]nt. Note that the period marks the syllable boundary. But this is not the case when [image: U+014B] appears between two vowels. In this position, [image: U+014B] is treated as the ending sound of the preceding syllable. For example, s[image: U+026A][image: U+014B][image: U+0259] ‘singer’ is pronounced as s[image: U+026A][image: U+014B].[image: U+0259], not as s[image: U+026A].[image: U+014B][image: U+0259]. We will show later that an understanding of the distribution of English nasals can help us to understand language behaviors like these two.
3. The distribution of English nasals within a syllable
We analyze the distribution of the three English nasals m, n, and [image: U+014B] in this section. The data presented in (1) are not sorted according to the three nasals. Nor are they sorted according to the structural positions these nasals appear in. As a first step in the analysis, let’s arrange the data according to the three nasals. In (3), we place the words with the nasal m under one column, the words with n under a different column, and the words with [image: U+014B] under a third column. Moreover, we sort the words in (1) into four separate groups. Those with any of the three nasals in word-initial position are presented in (3a). Those with any of the three nasals in word-final position are presented in (3b). We place in (5) those words with the nasals as part of beginning or ending consonant clusters, but not in the initial or final position of the word. We will consider (5) shortly. But first, let’s consider the data in (3). In (3), we use the pound sign (#) to denote the word boundary. Thus, the column with the heading “#m. . .” refers to the forms with m in word-initial position while under the “. . .m#” column are words with m in word-final position. Now examine the data in (3) to see whether you can identify any gap in the distribution of the three English nasals.
	(3) 	The distribution of English nasals in word-initial and word-final position
	a. 		#m. . .	Gloss	#n. . .	Gloss	#[image: U+014B]. . .	Gloss
	mæp	‘map’	næp	‘nap’		
	mju[image: U+02D0]z	‘muse’	nju[image: U+02D0]z	‘news’		




	b. 		. . .m#	Gloss	. . .n#	Gloss	. . .[image: U+014B]#	Gloss
	le[image: U+026A]m	‘lame’	le[image: U+026A]n	‘lane’	l[image: U+0252][image: U+014B]	‘long’
	d[image: U+026A]m	‘dim’	d[image: U+026A]n	‘din’	k[image: U+026A][image: U+014B]	‘king’







Once the data are arranged as in (3), it is not hard to see how the three English nasals differ in their distribution. We see in (3) that two of the three nasals, m and n, can appear in both word-initial and word-final position. However, the velar nasal [image: U+014B] is restricted to the word-final position. There is no English word in which [image: U+014B] appears word-initially. Put another way, there is a gap in the distribution. That is, out of the six logical possibilities (=three nasals × two positions), only five are attested in English. The sixth option, that is, [image: U+014B] in word-initial position, is not attested. We can tentatively state the generalization regarding the distribution of the nasals in (4).
	(4) 	Generalization concerning the distribution of English nasals
Of the three nasals in English, only m and n can appear in both word-initial and word-final position, while [image: U+014B] is limited to the word-final position and prohibited in word-initial position.



Let’s consider the remaining data in (1). Apart from the words with the three nasals in word-initial and word-final position, the data in (1) include forms in which the nasals appear as part of a beginning or ending consonant cluster. What distinguishes these forms from some of the words in (3), such as mju[image: U+02D0]z ‘muse,’ is the fact that the nasals in these forms are in neither word-initial position nor word-final position. In (5a), we list the words with the three nasals appearing as part of a beginning consonant cluster. In (5b), we have the forms with the three nasals as part of an ending consonant cluster. Note that “C” represents a non-nasal consonant in (5).
	(5) 	The distribution of English nasals as part of beginning and ending consonant clusters
	a. 		#Cm. . .	Gloss	#Cn. . .	Gloss	#C[image: U+014B]. . .	Gloss
	sm[image: U+026A][image: U+0259]	‘smear’	sn[image: U+026A][image: U+0259]	‘sneer’		
	sm[image: U+0259][image: U+028A]k	‘smoke’	sn[image: U+0259][image: U+028A]	‘snow’		




	b. 		. . .mC(C)#	Gloss	. . .nC#	Gloss	. . .[image: U+014B]C#	Gloss
	b[image: U+028C]mp	‘bump’	tent	‘tent’	bæ[image: U+014B]k	‘bank’
	pr[image: U+0252]mpt	‘prompt’	bænd	‘band’	d[image: U+028C][image: U+014B]k	‘dunk’







As these data show, both m and n can appear as part of a beginning or an ending consonant cluster. But the distribution of the velar nasal [image: U+014B] is restricted. It can only be part of an ending consonant cluster. There is no English word in which [image: U+014B] is part of a beginning consonant cluster. Once again, out of the six logical possibilities (three nasals x two types of clusters), five are attested in English. The sixth possibility – #C[image: U+014B]. . . – is not attested.
The restriction on engma in (5) presents us with two choices in stating the generalization in the distribution of the three English nasals. We can state the generalization in (5) separately from that of (3). Or we can look for the connection between (3) and (5). The first choice is less desirable than the second for two reasons. First, part of the goals of linguistic analyses is to look for the underlying relations between seemingly unrelated phenomena. For this reason, linguists do not settle on this choice until they have tried and failed to identify the connection. Second, to state the pattern in (5) separately from (3) leads to more complex statements of the generalizations in the data. Such an analysis is less desirable than one that employs a single statement of the generalization if such an analysis exists. For these two reasons, let’s attempt to see the relation between the gap in (3) and the gap in (5).
Two things about (3) and (5) suggest that the gaps are related. First, the restriction is on the distribution of [image: U+014B] in both (3) and (5). Moreover, the restriction is imposed on [image: U+014B] in the beginning rather than in the ending of a word in both (3) and (5). These two similarities suggest that there might be a way to unify the generalizations in (3) and (5). Recall that we state the generalization of the three nasals by referring to two word positions: word-initial and word-final. This statement implies that words of the type #C[image: U+014B]. . . should be attested in English, because (4) prohibits [image: U+014B] only in word-initial position. When [image: U+014B] follows a word-initial consonant, it is not in word-initial position and should be allowed. The fact that #C[image: U+014B]. . . is not attested in English is therefore not accounted for by the statement in (4). Thus, we cannot express the generalizations in (3) and (5) in reference to word-initial or word-final positions.
To understand the relation between (3) and (5), we need to appeal to the construct syllable. Syllable is a phonological constituent or unit. As a constituent, syllable groups a string of sounds into a larger unit. Linguists divide this unit into three parts: onset, nucleus, and coda. The obligatory and most important part of a syllable is the nucleus, which is generally occupied by a vowel and occasionally by a consonant when a vowel is absent. The consonant or consonants preceding the nucleus make up what linguists call onset. The consonant or consonants following the nucleus are referred to as the coda. Take pr[image: U+0252]mpt ‘prompt,’ for example. This word has one syllable. The onset of this syllable is the consonant cluster pr; its nucleus is [image: U+0252]; the coda consists of three consonants mpt, as shown in (6a). English has, of course, words that have more than one syllable such as bæl[image: U+0259]ns ‘balance.’ The syllabic structure of a two-syllable word is shown in (6b).
	(6) 	The syllabic structure of pr[image: U+0252]mpt ‘prompt’ and bæl[image: U+0259]ns ‘balance’
	a. 			Syllable	
	ONSET	NUCLEUS	CODA
	pr	[image: U+0252]	mpt




	b. 		1st Syllable	2nd Syllable
	ONSET	NUCLEUS		ONSET	NUCLEUS	CODA
	b	æ		l	[image: U+0259]	ns







With syllable and its sub-syllabic units onset and coda, we see how the restriction on [image: U+014B] in (3) is related to that in (5). In English, neither #[image: U+014B]. . . nor #C[image: U+014B]. . . is attested. In both of these cases, [image: U+014B] appears as the onset of a syllable. That is, [image: U+014B] is prohibited in the onset, but not in the coda. We can now state the generalization common to (3) and (5) in (7).
	(7) 	Generalization concerning the distribution of English nasals
Of the three nasals in English, only m and n can appear in both onset and coda, while [image: U+014B] is limited to the coda and prohibited in the onset.



This statement captures the distribution of the three nasals in both (3) and (5).
Towards the end of section 2, we mentioned two speech behaviors related to the pronunciation of engma by native speakers of English. One is that when native English speakers encounter names beginning with ng such as Ng Ching-fai, they tend to insert a vowel, rendering it as [image: U+0259][image: U+014B] or [image: U+028C][image: U+014B]. The second concerns the syllabification of the intervocalic [image: U+014B] such as in s[image: U+026A][image: U+014B][image: U+0259] ‘singer.’ Unlike the other intervocalic nasals m and n, engma is always syllabified as s[image: U+026A][image: U+014B].[image: U+0259] with [image: U+014B] treated as part of a preceding syllable. Both of these behaviors stem from the prohibition of [image: U+014B] in the onset position. By inserting a vowel before engma or by syllabifying it as part of a preceding syllable, native English speakers re-analyze [image: U+014B] as a coda in accordance with what is allowed in English. If a vowel had not been inserted or if s[image: U+026A][image: U+014B][image: U+0259] had been pronounced as s[image: U+026A].[image: U+014B][image: U+0259], engma would have been treated as an onset. Thus, an understanding of sound distribution in a language helps us to make sense of human speech behaviors such as these two.
4. The types of nasal–consonant clusters allowed in English
The data in (2), like (1), are not sorted. As a first step in the analysis, let’s arrange the data according to the nasals they contain. You can see from (2) that there are five nasals: m, [image: U+0271], [image: ], n, and [image: U+014B]. We present in (8) the forms with the alveolar nasal n. The forms with m, [image: U+0271], [image: ], and [image: U+014B] are shown in (9). Now examine (8) and (9) closely and pay particular attention to the nasal–consonant sequences highlighted in bold in (8) and (9). Try to identify the restrictions on the co-occurrence of nasals with following consonants.
	(8) 	Attested nasal–consonant clusters with the alveolar n as the nasal
	a. 		. . .nt	Gloss	. . .ns	Gloss	. . .nt[image: U+222B]	Gloss
	tent	‘tent’	tens	‘tense’	l[image: U+028C]nt[image: U+222B]	‘lunch’
	fe[image: U+026A]nt	‘faint’	bæl[image: U+0259]ns	‘balance’	bent[image: U+222B]	‘bench’
	bl[image: U+026A]nts	‘blintz’	m[image: U+026A]ns	‘mince’	rænt[image: U+222B]	‘ranch’




	b. 		. . .nd	Gloss	. . .nz	Gloss	. . .nd[image: U+0292]	Gloss
	bænd	‘band’	lenz	‘lens’	pl[image: U+028C]nd[image: U+0292]	‘plunge’
	mend	‘mend’	br[image: U+0252]nz	‘bronze’	[image: U+0259]rend[image: U+0292]	‘arrange’
	b[image: U+0252]nd	‘bond’	bænz	‘banns’	b[image: U+026A]nd[image: U+0292]	‘binge’







	(9) 	Attested nasal–consonant clusters with m, [image: U+0271], [image: ], or [image: U+014B] as the nasal
	. . .mp	Gloss	. . .[image: U+0271]f	Gloss	. . .[image: ]θ	Gloss	. . .[image: U+014B]k	Gloss
	b[image: U+028C]mp	‘bump’	tra[image: U+026A][image: U+028C][image: U+0271]f	‘triumph’	m[image: U+028C][image: ]θ	‘month’	bæ[image: U+014B]k	‘bank’
	pr[image: U+0252]mpt	‘prompt’	n[image: U+026A][image: U+0271]f	‘nymph’	æbs[image: U+026A][image: ]θ	‘absinthe’	m[image: U+026A][image: U+014B]ks	‘minx’
	gl[image: U+026A]mps	‘glimpse	l[image: U+026A][image: U+0271]f	‘lymph’	læbr[image: U+026A][image: ]θ	‘labyrinth’	d[image: U+026A]st[image: U+026A][image: U+014B]kt	‘distinct’






According to (8), the alveolar nasal n permits a much wider range of following consonants than the four nasals in (9). We see that n allows voiceless consonants t, s, and t[image: U+0283] and their voiced counterparts d, z, and d[image: U+0292] in the immediately following position. In contrast, the consonants that appear after m, [image: U+0271], [image: ], or [image: U+014B] are limited to the voiceless consonants p, f, θ, and k, even though they each have a voiced equivalent b, v, ð, and g in English. That is, none of the four logically expected nasal–consonant clusters in (10) is attested in English.
	(10) 	Unattested nasal–consonant clusters with m, [image: U+0271], [image: ], or [image: U+014B] as the nasal
	*. . .mb	*. . .[image: U+0271]v	*. . .[image: ]ð	*. . .[image: U+014B]g






These are some of the distributional gaps involving English nasals as the first member of a consonant cluster. In (11), we provide a tentative statement of the generalization as revealed by these distributional gaps.
	(11) 	Generalization regarding the co-occurrence of English nasals with voiced consonants
Except for the alveolar nasal n, English does not allow nasals to co-occur with immediately following voiced consonants.



Note this is a tentative statement of the generalization given the data presented so far. This statement will need to be revised once more data are considered. We will leave the more precise statement of this generalization for you to figure out through the exercises that accompany this chapter.
Apart from the restriction on post-nasal voiced consonants, the data in (8) and (9) reveal other restrictions on the co-occurrence of nasals with immediately following consonants. As the attested data show, the consonants that are allowed in post-nasal position are highly restricted in English. Only one consonant is allowed after m, [image: U+0271], [image: ], and [image: U+014B]. Even though the alveolar n permits a wider range of consonants, it is limited to six consonants. There are, however, potentially, fourteen consonants that can appear in post-nasal position. They include the voiceless consonants we see in (8) and (9) (that is, p, f, θ, t, s, t[image: U+222B], and k) and their voiced counterparts (b, v, ð, d, z, d[image: U+0292], and g). If we combine these fourteen consonants randomly with the five nasals, there should be seventy possible nasal–consonant clusters (5 nasals × 14 consonants in post-nasal position). According to (12), out of the seventy logically possible clusters, only ten nasal–consonant clusters are attested, marked by the check ([image: U+2713]). The remaining sixty nasal–consonant sequences are not attested, which we indicate with the asterisk *.
	(12) 	Attested and unattested nasal–consonant sequences
		. . .mC	. . .[image: U+0271]C	. . . [image: ]C	. . .nC	. . .[image: U+014B]C
	a.	[image: U+2713]. . .mp	*. . .[image: U+0271]p	*. . .[image: ]p	*. . .np	*. . .[image: U+014B]p
	b.	*. . .mb	*. . .[image: U+0271]b	*. . .[image: ]b	*. . .nb	*. . .[image: U+014B]b
	c.	*. . .mf	[image: U+2713]. . .[image: U+0271]f	*. . .[image: ]f	*. . .nf	*. . .[image: U+014B]f
	d.	*. . .mv	*. . .[image: U+0271]v	*. . .[image: ]v	*. . .nv	*. . .[image: U+014B]v
	e.	*. . .mθ	*. . .[image: U+0271]θ	[image: U+2713]. . .[image: ]θ	*. . .nθ	*. . .[image: U+014B]θ
	f.	*. . .mð	*. . .[image: U+0271]ð	*. . .[image: ]ð	*. . .nð	*. . .[image: U+014B]ð
	g.	*. . .mt	*. . .[image: U+0271]t	*. . .[image: ]t	[image: U+2713]. . .nt	*. . .[image: U+014B]t
	h.	*. . .md	*. . .[image: U+0271]d	*. . .[image: ]d	[image: U+2713]. . .nd	*. . .[image: U+014B]d
	i.	*. . .ms	*. . .[image: U+0271]s	*. . .[image: ]s	[image: U+2713]. . .ns	*. . .[image: U+014B]s
	j.	*. . .mz	*. . .[image: U+0271]z	*. . . [image: ]z	[image: U+2713]. . .nz	*. . .[image: U+014B]z
	k.	*. . .mt[image: U+222B]	*. . .[image: U+0271]t[image: U+222B]	*. . .[image: ]t[image: U+222B]	[image: U+2713]. . .nt[image: U+222B]	*. . .[image: U+014B]t[image: U+222B]
	l.	*. . .md[image: U+0292]	*. . .[image: U+0271]d[image: U+0292]	*. . .[image: ]d[image: U+0292]	[image: U+2713]. . .nd[image: U+0292]	*. . .[image: U+014B]d[image: U+0292]
	m.	*. . .mk	*. . .[image: U+0271]k	*. . .[image: ]k	*. . .nk	[image: U+2713]. . .[image: U+014B]k
	n.	*. . .mg	*. . .[image: U+0271]g	*. . .[image: ]g	*. . .ng	*. . .[image: U+014B]g






Note that under certain conditions, voiced consonants such as z and d can appear immediately after the nasals m and [image: U+014B], such as in bi[image: U+02D0]mz ‘beams,’ bi[image: U+02D0]md ‘beamed,’ k[image: U+026A][image: U+014B]z ‘kings,’ and l[image: U+0252][image: U+014B]d ‘longed.’ We do not mean to suggest that nasal-clusters such as mz, nd, or [image: U+014B]z are not attested at all in English. They are. But these forms differ from the data presented in (2). Some of the exercises for this chapter ask you to figure out whether such words as these are exceptions to the patterns observed in (12).
Let’s attempt to identify the generalizations underlying the attested and unattested nasal–consonant clusters in English. Earlier, we identified the generalization regarding the four nasal-voiced consonants highlighted in bold. We can skip these nasal–consonant sequences and focus on the remaining attested and unattested sequences. To understand the pattern, we need to consider the characteristics of the sounds in English. Linguists classify sounds into different types on the basis of how these sounds are articulated. One of these characteristics is the place of articulation, which refers to the location where a sound is produced. With respect to the five nasals and fourteen consonants of English in question, they are produced at five places of articulation: bilabial, labio-dental, dental, alveolar, and velar. In (13), we provide the place of articulation information for the five nasals and the fourteen potential post-nasal consonants.
	(13) 	Place of articulation for the five nasals and fourteen other consonants
		Bilabial	Labio-dental	Dental	Alveolar	Velar
	NASALS	m	[image: U+0271]	[image: ]	n	[image: U+014B]
	STOPS	p, b			t, d	k, g
	FRICATIVES		f, v	θ, ð	s, z	
	AFFRICATES				t[image: U+222B], d[image: U+0292]	






English has three bilabial consonants: m, p, and b. In the production of these bilabial sounds, the lips are pressed together, hence the label, bilabial. English has three labio-dental sounds: [image: U+0271], f, and v. The production of these three sounds involves the contact of the upper teeth with the lower lip. There are three dental sounds: [image: ], θ, and ð. In the production of dental sounds, the tongue tip touches the inside of the upper front teeth. The alveolar sounds n, t, d, s, and z are produced at the region of the oral cavity known as the alveolar ridge. In the production of n, t, and d, the tongue blade makes contact with the alveolar ridge. To articulate s and z, the tongue blade approaches the alveolar ridge, creating a narrow opening for the air to pass through and thus generating frication noise. The two affricates t[image: U+0283] and d[image: U+0292] are, strictly speaking, alveolar-palatal, produced at the region behind the alveolar ridge known as the hard palate. As these two affricates behave like other alveolar consonants in co-occurring with the alveolar nasal, we place them under the alveolar column. Finally, English has three velar consonants: [image: U+014B], k, and g. These three sounds are produced by pressing the back of the tongue against the region where the hard palate ends and the soft palate begins, a region known as the velum. Hence, they are classified as velar sounds. Now that you have the place of articulation information, you can go back and re–examine the attested and unattested nasal–consonant clusters in English. Try to determine for yourself why some nasal–consonant clusters such as mp are attested and why many others such as mt, md, mk, and mg are not. See whether you can identify and state the generalization yourself.
To understand the pattern in (12), we need to examine the place of articulation of the nasals and the adjoining consonants. In (14), We spell out this information for each nasal–consonant pair. The first label of each pair refers to the place of articulation for the nasal and the second lists the place of articulation for the post-nasal consonant. Note that I provide the place of articulation information only for two types of nasal–consonant clusters: mc and nc. You can fill in this information for the three remaining nasal–consonant clusters yourself.
	(14) 	Attested and unattested nasal–consonant sequences
	a. 		[image: U+2713]. . .mp	bilabial-bilabial	*. . .np	alveolar-bilabial




	b. 		*. . .mb	bilabial-bilabial	*. . .nb	alveolar-bilabial




	c. 		*. . .mf	bilabial-labio-dental	*. . .nf	alveolar-labio-dental




	d. 		*. . .mv	bilabial-labio-dental	*. . .nv	alveolar-labio-dental




	e. 		*. . .mθ	bilabial-dental	*. . .nθ	alveolar-dental




	f. 		*. . .mð	bilabial-dental	*. . .nð	alveolar-dental




	g. 		*. . .mt	bilabial-alveolar	[image: U+2713]. . .nt	alveolar-alveolar




	h. 		*. . .md	bilabial-alveolar	[image: U+2713]. . .nd	alveolar-alveolar




	i. 		*. . .ms	bilabial-alveolar	[image: U+2713]. . .ns	alveolar-alveolar




	j. 		*. . .mz	bilabial-alveolar	[image: U+2713]. . .nz	alveolar-alveolar




	k. 		*. . .mt[image: U+222B]	bilabial-alveolar	[image: U+2713]. . .nt[image: U+222B]	alveolar- alveolar




	l. 		*. . .md[image: U+0292]	bilabial-alveolar	[image: U+2713]. . .nd[image: U+0292]	alveolar-alveolar




	m. 		*. . .mk	bilabial-velar	*. . .nk	alveolar-velar




	n. 		*. . .mg	bilabial-velar	*. . .ng	alveolar-velar







As you can see from (14), the attested nasal–consonant clusters are those in which the nasal agrees in place of articulation with the following consonant, highlighted in bold. The only exception is mb, where a bilabial nasal appears adjacent to a following voiced bilabial plosive. Even though this nasal and consonant do agree in place of articulation, it is not attested. We have already accounted for the restriction on post-nasal voiced consonants through the generalization in (11). Except for mb, the nasal–consonant clusters that are not attested are those in which the nasal does not agree in place of articulation with the following consonant. You can verify these claims against the other three nasal–consonant clusters to see whether they are true. What the attested and unattested nasal–consonant clusters in (14) reveal is that nasals must agree in place of articulation with the following consonant. The unattested nasal–consonant clusters violate this restriction. We can now state the generalization governing the attested and unattested nasal–consonant clusters in (15)
	(15) 	Generalization governing the attested and unattested nasal–consonant clusters
Nasals must agree in place of articulation with the immediately following consonant in English.



This statement of the generalization is tentative. Like the generalization in (11), this statement needs to be refined. Specifically, this generalization holds only in specific domains. Some of the exercises at the end of this chapter are designed for you to determine the precise domain in which this generalization holds.
To summarize, we have identified three types of gaps involving the distribution of English nasals. In section 3, we concluded that the engma sound [image: U+014B] cannot appear in the syllable onset. In this section, we have identified two types of restriction on the co-occurrence of nasals with immediately following consonants. One concerns the inability of voiced consonants to appear right after m, [image: U+0271], [image: ], and [image: U+014B]. The second restriction, which is stated in (15) here, requires that adjacent nasal–consonant sequences agree in place of articulation.
5. Not all sounds are created equal: phonemes versus allophones
Those of you who know English are likely to believe that English has three nasals: m, n, and [image: U+014B]. Certainly, this is what you are told by most books of English grammar. But according to the data presented in section 4, English possesses five nasals. In addition to the three, English has a labio-dental nasal [image: U+0271] and a dental nasal [image: ]. Why are these two nasals not mentioned? To address this question, we need to understand that not all sounds are equal. Linguists divide sounds into two classes, depending on the role they play in distinguishing one word from another, that is, from one meaning from another. To understand this role, we need to consider the distribution of sounds.
Let’s start with the bilabial m and alveolar n. We present in (16a) two pairs of words, whose pronunciations differ only with respect to the word-initial nasal. The two pairs of words in (16b) differ with respect to the ending nasal. Linguists refer to such pairs as minimal pairs, because they are almost completely identical, differing with each other only with respect to one sound.
	(16) 	Minimal pairs involving m and n
	a.	Onset	Gloss	b.	Coda	Gloss
		mæp	‘map’		le[image: U+026A]m	‘lame’
		næp	‘nap’		le[image: U+026A]n	‘lane’
		mju[image: U+02D0]z	‘muse’		d[image: U+026A]m	‘dim’
		nju[image: U+02D0]z	‘news’		d[image: U+026A]n	‘din’






Minimal pairs such as these provide information on the role that sounds play in distinguishing one word from another or one meaning from another. Suppose that we are to do a phonetic experiment. We record the pronunciations of ‘map’ and ‘nap’ as spoken by a native speaker of English. We then cut out the portion of the tape corresponding to the first sound of ‘map’ and ‘nap’. We take the portion of tape corresponding to n of ‘nap’ and join it with the portion of the tape corresponding to ap of ‘map.’ We then play the re-assembled tape of n of ‘nap’ and ap of ‘map’ and ask native speakers of English to tell us what they hear. What do you think they are likely to hear? Most likely, they will tell you that they hear ‘nap’, not ‘map’ from the tape. We can conduct similar experiments with the three remaining pairs and the result is likely to be the same. In such pairs, if you substitute n for m, you are likely to hear ‘news,’ ‘lane,’ and ‘din,’ not ‘muse,’ ‘lame,’ and ‘dim.’
When the substitution of one sound for another results in a different word being heard, we say that these sounds are contrastive in their distribution. Two or more sounds are contrastive under two conditions: (a) if they appear in identical environments and (b) if the substitution of one sound for another results in a different word. The term “environment” refers to what precedes and follows the sounds in question. The reason why linguists select minimal pairs to establish whether two or more sounds are contrastive is that the preceding and following environments of the sounds in question are completely identical. Take minimal pairs such as mæp ‘map’ versus næp ‘nap,’ for instance. Both appear in word-initial position, that is, follow nothing. They both appear before æp. For this reason, minimal pairs are an important tool used to establish that two or more sounds are contrastive. Linguists refer to sounds that are contrastive in distribution as phonemes and define a phoneme as the smallest unit of sound that makes a difference in meaning. It is important to emphasize that a phoneme is not defined as the smallest unit of sound that has a meaning. It only makes a difference in meaning. By this we mean that if one phoneme is substituted for another, it will result in a different word, consequently, a different meaning being heard. Because n and m are contrastive, as demonstrated by the minimal pairs in (16), we can conclude that m and n are phonemes.
However, not all sounds in a language are phonemic. Some of these sounds are not contrastive. Put another way, they do not play a significant role in distinguishing one word from another or one meaning from another. Consider the distribution of the labio-dental nasal [image: U+0271] and the dental nasal [image: ] in English. You might have noticed that the data reported in (3) or (5) do not include any word with [image: U+0271] or [image: ]. This is not due to an omission. There is no English word with [image: U+0271] or [image: ] in word-initial or word-final position. Nor is there any English word with [image: U+0271] or [image: ] in the onset. Put another way, the distribution of [image: U+0271] and [image: ] is restricted. The labio-dental [image: U+0271] is limited to two positions: (a) before the labio-dental fricatives f and v in word-medial position (e.g. k[image: U+0259][image: U+0271]f[image: U+025C][image: U+02D0]t ‘comfort’ and k[image: U+0259][image: U+0271]v[image: U+025C][image: U+02D0]t ‘convert’) and (b) before the voiceless f in word-final position (e.g. n[image: U+026A][image: U+0271]f ‘nymph’). Similarly, the dental nasal [image: ] can appear only in two positions as well: (a) before the dental fricatives θ in word-medial position (e.g. æ[image: ]θ[image: ] ‘anthem’ and æ[image: ]θræks ‘anthrax’) and (b) before θ in word-final position (e.g. mΛ[image: ]θ ‘month’ and te[image: ]θ ‘tenth’). Owing to their limited distributions, [image: U+0271] and [image: ] are not contrastive with themselves. Minimal pairs that are comparable to mæp versus næp, that is, [image: U+0271]æp versus [image: ]æp, simply do not exist in English. Nor are they contrastive with other nasal sounds such as m and n. There is no minimal pair in which mæp contrasts with [image: U+0271]æp or næp contrasts with [image: ]æp because forms such as [image: U+0271]æp and [image: ]æp are not attested at all in English. Even in the limited environments where [image: U+0271] and [image: ] are found in English (that is, before f and v for [image: U+0271] or before θ for [image: ]), they are not contrastive with m and n. Recall that m and n cannot appear in these positions due to the fact that English nasals must agree in place of articulation with following consonants. In short, the relation of [image: U+0271] or [image: ] to each other and to the other nasal sounds in English is not a contrastive one. For this reason, they cannot be phonemes like m and n.
So what are they? If we look at the distribution of [image: U+0271] and [image: ] in relation to the other three nasals in English, they are in what linguists call complementary distribution with these other nasals. Note that it is “complementary” with an e, not “complimentary” with an i. The word “complementary” comes from the stem “complement,” which means “to make complete.” Consider for a moment the attested and unattested nasal–consonant clusters in English in (12). If we combine all of the consonants that can appear after any of the five nasals, we arrive at a total of ten consonants: seven voiceless consonants (p, f, θ, t, s, t[image: U+222B], and k) and three voiced consonants (d, z, and d[image: U+0292]). The four voiced consonants b, v, ð, and g are not allowed after any nasal in (12). We can think of these ten consonants that can appear in post-nasal position in (12) as a complete list of consonants. If we consider the distribution of an individual nasal, whether it be m, [image: U+0271] , [image: ], n, and [image: U+014B], we see that it co-occurs with only a subset of these ten consonants. For instance, m co-occurs only with a following p while only f can appear immediately after [image: U+0271]. Even the alveolar n permits only six of the ten consonants: t, s, t[image: U+222B], d, z, and d[image: U+0292]. It is important to point out that the subset of segments that can follow any one nasal is completely different from the subset of segments that can follow any other nasal. For instance, only m allows a following p; no other nasal can be directly followed by p. Linguists describe such a distribution as that of the five nasals as mutually exclusive. The environments in which these five nasals are found are mutually exclusive in the sense that where one nasal can appear is precisely where other nasals cannot. That is, the presence of m before p excludes the presence of [image: U+0271] or any other nasal before p. Now if we combine the sounds that can appear after any of the five nasals, we end up having the complete list of segments that are found in post-nasal position. This is what linguists mean when they claim that the five nasals are in complementary distribution.
The sounds that are in complementary distribution are by definition not contrastive. The sounds that are contrastive must be able to appear in identical environments, not in mutually exclusive environments. If such sounds are not contrastive, they cannot be phonemes. What are they? Linguists refer to these sounds as allophones and define allophones as the variants of the same phoneme, meaning that they are the different pronunciations of the same underlying or basic sound. Two conditions must be met in order for two or more sounds to be classified as allophones. First, these sounds must be in complementary distribution. Second, they must be phonetically similar. We know that [image: U+0271] and [image: ] are in complementary distribution with the other nasals in English. Phonetically, [image: U+0271] and [image: ] are similar to other nasals because they are all nasal sounds, differing only with respect to the place of articulation. For these two reasons, linguists analyze [image: U+0271] and [image: ] as allophones.
Recall that we define allophones as the variants of the same phoneme. You might ask what phonemes the labio-dental [image: U+0271] and the dental [image: ] are allophones of? The labio-dental nasal [image: U+0271] is likely an allophone of the phoneme m, while the dental nasal [image: ] is most likely a variant of the alveolar nasal n. Some evidence for this comes from the fact that native speakers of English might pronounce forms with [image: U+0271] such as k[image: U+0259][image: U+0271]f[image: U+025C][image: U+02D0]t ‘comfort’ and k[image: U+0259][image: U+0271]v[image: U+025C][image: U+02D0]t ‘convert’ variously as k[image: U+0259]mf[image: U+025C][image: U+02D0]t ‘comfort’ and k[image: U+0259]mv[image: U+025C][image: U+02D0]t ‘convert.’ Similarly the forms with the dental nasal such as æ[image: ]θ[image: ] ‘anthem’ and æ[image: ]θræks ‘anthrax’ can have alternative pronunciations such as ænθ[image: ] ‘anthem’ and ænθræks ‘anthrax’ with an alveolar nasal. The variation between m and [image: U+0271] and between n and [image: ] suggests that they might be connected.
To summarize, this analysis suggests that the nasal phonemes m and n each have two allophones as shown in (17).
	(17) 	Relationship of a phoneme to its allophones
[image: ]



In some environments such as word-initial and word-final and before bilabial or alveolar consonants, the phonemes m and n are realized as [m] or [n]. But under other conditions such as before f and v (for m) and before θ (for n), these two phonemes may manifest themselves as [[image: U+0271]] or [[image: ]].
The relation between the phoneme and its allophones is not unique to human languages. To understand this relation, let’s compare it to something you are familiar with. The relationship of a phoneme to its allophones is very much like that of H2O to steam, water, and ice. H2O expresses the chemical structure or components underlying steam, water, and ice. Under certain temperature condition, that is, above 100 °C, H2O manifests itself as steam. When the temperature drops between 100 °C and 0 °C, it is realized as water. Finally, when the temperature drops below 0 °C, the water becomes frozen and surfaces as ice.
	(18) 	Relationship of H2O to steam, water, and ice
[image: ]



Just as H2O can manifest itself differently under different temperature conditions, a phoneme can also take on different forms under different conditions, that is, in different environments.
Let’s consider the status of the velar nasal [image: U+014B]. The distribution of [image: U+014B] is both similar to and different from that of m or n. The similarity lies in the fact that the velar nasal [image: U+014B] can appear in the syllable coda. As a result, [image: U+014B] contrasts with both m and n in that position. In (19a), we provide two minimal pairs that show that [image: U+014B] contrasts with m. The two minimal pairs in (19b) show that [image: U+014B] contrasts with n in the coda.
	(19) 	Minimal pairs contrasting [image: U+014B] with m or n in word-final position
	a.	Coda	Gloss	b.	Coda	Gloss
		k[image: U+026A]m	‘kim’		bæn	‘ban’
		k[image: U+026A][image: U+014B]	‘king’		bæ[image: U+014B]	‘bang’
		d[image: U+028C]m	‘dumb’		d[image: U+028C]n	‘done’
		d[image: U+028C][image: U+014B]	‘dung’		d[image: U+028C][image: U+014B]	‘dung’






This is the extent of the similarity of [image: U+014B] to m or n in English. Recall that [image: U+014B] is not allowed in the onset unlike m or n. English has no minimal pair in which [image: U+014B] contrasts with either m or n in the onset. Thus, [image: U+014B] is contrastive only partially in the coda position. This fact presents us with two choices in how we classify [image: U+014B]. If we analyze it as a phoneme on a par with m and n, we need to explain why only [image: U+014B] is limited in its distribution, that is, why it is not allowed in the onset. On the other hand, if we treat it as an allophone, we must explain why [image: U+014B] contrasts with m and n in the coda, unlike the two other nasal allophones [image: U+0271] and [image: ]. In Chapter 5, we will take up the topic of the English nasals once again when we consider alternation as a phenomenon. We will address the question of whether [image: U+014B] should be treated as a phoneme or allophone in that chapter once additional alternation data involving these nasals are considered.
At the beginning of this section, we asked why only three of the five nasals – m, n, and [image: U+014B] – are mentioned by most grammars of English and why few English speakers are aware of the two other nasals [image: U+0271] and [image: ]. The reason is that some sounds are more important than others. The sounds we refer to as phonemes play a significant role in distinguishing one word from another and distinguishing one meaning from another. In describing the sounds of a language, most grammar books focus on describing phonemes – not allophones – because of phonemes’ role in distinguishing meanings. This is why most English grammar books mention only m, n, and [image: U+014B] because of the contrastive role they play. It is also for this reason that native speakers of a language are much more aware of the phoneme sounds in their language. As we have shown here, the labio-dental [image: U+0271] and dental [image: ], are not phonemes. They do not play a significant role in distinguishing one word from another. This is why they are rarely mentioned in grammar books and why you as native speakers of English are much less aware of their existence.
6. Conclusion
We present two sets of data from English that illustrate the distribution of the nasal sounds in English. One set of data illustrates the co-occurrence of three English nasals m, n, and [image: U+014B] with two syllable positions: onset and coda. We find that whereas m and n can appear in both the onset and the coda, [image: U+014B] is restricted to the coda. That is, out of the six logically possible patterns (3 nasals × 2 syllable positions), only five of these patterns are attested in English. The second set of data illustrates the distribution of the five English nasals in pre-consonant position. We find that out of the seventy possible nasal–consonant clusters (5 nasals × 14 consonants), only ten are found in English. The main point we wish to emphasize through this examination of the distribution of English nasals is that sounds are not free to occur anywhere. They are subject to what we call co-occurrence restrictions.
Linguists who study the sound systems of human languages are interested in these co-occurrence restrictions. They are interested in identifying what is attested and what is not in a particular language. They are also interested in relating the restrictions found in one language to those found in other languages to see whether there are cross-linguistic patterns, that is, patterns shared by different languages. To analyze distribution as a phenomenon, linguists start by sorting the data according to the sounds being examined. Arranging the data as we did in (3), (5), (8), and (9) makes it easier for us to identify what is allowed in a language and deduce the missing patterns, the patterns that are logically expected but not attested in a language. Once the attested and unattested patterns are identified, linguists attempt to formulate the generalization(s) underlying the patterns. This step of the analysis requires examining whether the gaps in distribution found in one set of data are related to other gaps in the data such that the generalization(s) in the data can be stated in the simplest fashion. We demonstrated this in section 3 by comparing the two statements of the generalization concerning the distribution of engma and came to the conclusion that not only is engma prohibited in word-initial position. It is also forbidden in the syllable onset, which includes, but is not limited to, the word-initial position. To learn to analyze distribution as a phonological phenomenon involves (a) determining the attested and unattested patterns and (b) identifying the generalization(s) underlying these patterns.
In addition to increasing your understanding of distributional phenomena and developing your analytic abilities, we introduce the idea that not all sounds are equal in a language. Some sounds are analyzed as phonemes. Phonemes play a significant role in distinguishing one word from another. Other sounds are analyzed as allophones. Allophones do not play a significant role in distinguishing one meaning from another. One thing that distinguishes phonemes from allophones is that the former are contrastive in their distribution, while the latter are not, appearing only in complementary distribution with other variants of the same phonemes. We have shown that out of the five nasals in English, the bilabial m and the alveolar n are phonemes. They each have two allophones. The labio-dental [image: U+0271], we conclude, is likely an allophone of the phoneme m while the dental [image: ] is probably an allophone of n.
The question we leave unaddressed in this chapter is the phonemic status of the velar nasal [image: U+014B]. We have shown that this nasal contrasts with the nasal phonemes m and n on the one hand. On the other, it does not, due to its limited distribution. To determine the status of [image: U+014B], we need to consider additional data. Some of these data are presented in the form of exercises, the answers to which you have to figure out yourself. Other data will be introduced in Chapter 5 when we consider alternation as a type of phonological phenomenon. There you will see how these nasals behave in more complex word forms in English and how this nasal can be classified. Before we wrap up this chapter, it might be interesting to mention one other fact about [image: U+014B] in English. The bilabial nasal m and the alveolar nasal n tend to correspond to one letter in spelling, that is, the letters m and n, even though this is, of course, not always the case. But when it comes with the velar nasal [image: U+014B], it is mostly represented by the letter n (as in ‘bank’) a string of two letters ng (as in ‘long’) or an even longer string such as ngue (as in ‘tongue’). The letter or letter string that corresponds to [image: U+014B] have in common the letter n, which normally corresponds to the alveolar nasal sound n in pronunciation, not [image: U+014B]. The question is why English orthography chooses to represent the velar sound [image: U+014B] by using a letter that corresponds to the alveolar nasal n. I leave this question and the status of [image: U+014B] for you to ponder.

Exercises
Discussion/Reading response questions
Question 1: This chapter examines two types of restrictions on English nasals. Discuss what these restrictions are and illustrate them with examples from English. With respect to the co-occurrence of nasals with immediately following consonants, this chapter suggests some reason or cause for the restrictions. Discuss the reason or cause identified.


Question 2: Chapter 2 introduces four concepts. Two – phoneme and allophone – describe the types of sounds. Two describe the types of relations between sounds. They are contrastive and complementary distribution. Discuss your understanding of these concepts and provide an example illustrating these concepts. Note that these concepts are related. Highlight their relations in the discussion.



Multiple-choice/Fill-in-the-blank questions
(1) On the basis of what you learned in Chapter 2, determine how to syllabify the three English words below. Use the period to indicate the syllable boundary.


[image: ]




(2) On the basis of the forms in (8) and (9), we conclude that nasals must agree in place of articulation with the immediately following consonant in English. Examine the data below and determine how they differ from those in (8) and (9).


	. . .mC	Gloss	. . .[image: U+014B]C	Gloss
	dre[image: U+026A]mt	‘dreamt’	stre[image: U+014B]θ	‘strength’
	bi[image: U+02D0]md	‘beamed’	le[image: U+014B]θ	‘length’
	si[image: U+02D0]mz	‘seems’	k[image: U+026A][image: U+014B]z	‘kings’
	w[image: U+0254][image: U+02D0]mθ	‘warmth’	hæ[image: U+014B]d	‘hanged’





a. The nasal–consonant sequences in these data do not agree in place, unlike (8) and (9).

b. The post-nasal consonants in these data belong to a separate syllable, unlike (8) and (9).

c. The post-nasal consonants in these data belong to the suffix, unlike (8) and (9).

d. Both (a) and (b)

e. Both (a) and (c)

f. Both (b) and (c)


(3) On the basis of the data in (2), determine whether the italicized generalization needs to be revised. If yes, restate the generalization. Otherwise, indicate “No.” Note that the restated generalization must hold of the data in (2) as well as the data in (8) and (9) of Chapter 8. Be precise, clear, and brief.


(4) Hammond (1999: 72) reports these forms in English. Examine these data and determine how they differ from (8) and (9).


	t[image: U+0251][image: U+02D0]mt[image: U+026A]t	‘tomtit’	n[image: U+0251][image: U+02D0]np[image: U+0259]rel	‘nonpareil’
	k[image: U+028C]mkw[image: U+0251][image: U+02D0]t	‘kumquat’	kænkæn	‘cancan’
	h[image: U+028C]md[image: U+026A][image: U+014B][image: U+0259]	‘humdinger’	b[image: U+0251][image: U+02D0]nb[image: U+0251][image: U+02D0]n	‘bonbon’





a. The nasal–consonant clusters in these forms do not agree in place, unlike (8) and (9).

b. The post-nasal consonants in these forms belong to the suffix, unlike (8) and (9).

c. These forms appear to be loans, that is, words borrowed into English from another language.

d. Both (a) and (b)

e. Both (a) and (c)

f. Both (b) and (c)


(5) On the basis of the data in (4), determine if the italicized generalization in (2) needs to be revised. If yes, restate the generalization. Otherwise, indicate “No.” Note that the restated generalization must hold of (2) and (4) as well as the data in (8) and (9) of Chapter 2. Be precise, clear, and brief.


(6) Which one of the following patterns shows that [m], [n], and [[image: U+014B]] are in complementary distribution with one another? Note that unattested nasal–consonant sequences are crossed out.


	[a.]
	mp	mt	mk
	mb	md	m[image: U+0261]
	np	nt	nk
	nb	nd	n[image: U+0261]
	[image: U+014B]p	[image: U+014B]t	[image: U+014B]k
	[image: U+014B]b	[image: U+014B]d	[image: U+014B][image: U+0261]






	[b.]
	mp	mt	mk
	mb	md	m[image: U+0261]
	np	nt	nk
	nb	nd	n[image: U+0261]
	[image: U+014B]p	[image: U+014B]t	[image: U+014B]k
	[image: U+014B]b	[image: U+014B]d	[image: U+014B][image: U+0261]






	[c.]
	mp	mt	mk
	mb	md	m[image: U+0261]
	np	nt	nk
	nb	nd	n[image: U+0261]
	[image: U+014B]p	[image: U+014B]t	[image: U+014B]k
	[image: U+014B]b	[image: U+014B]d	[image: U+014B][image: U+0261]






	[d.]
	mp	mt	mk
	mb	md	m[image: U+0261]
	np	nt	nk
	nb	nd	n[image: U+0261]
	[image: U+014B]p	[image: U+014B]t	[image: U+014B]k
	[image: U+014B]b	[image: U+014B]d	[image: U+014B][image: U+0261]






(7) Which pattern in (6) best shows that [m], [n] and [[image: U+014B]] are contrastive?

a. 

b. 

c. 

d. 


(8) Cantonese has two series of plosives: unaspirated plosives [p, t, ts, k, kw] and aspirated plosives [ph, th, tsh, kh, kwh]. The following data from Kao (1971: 60–61) illustrate the distribution of these two series of plosives in Cantonese. Note that the superscripted numbers indicate tones.


	paw21	‘to wrap’	phaw21	‘to toss’
	t[image: U+0103]y21	‘low’	th[image: U+0103]y21	‘ladder’
	ts[image: U+0103]w35	‘wine’	tsh[image: U+0103]w35	‘ugly’
	k[image: U+0103]w33	‘enough’	kh[image: U+0103]w33	‘to deduct’
	kw[image: U+0103]n35	‘to boil’	kwh[image: U+0103]n35	‘to bundle up’




What is the relation between [p, t, ts, k, kw] and [ph, th, tsh, kh, kwh]?

a. Complementary

b. Contrastive

c. Cannot be determined

d. None of the preceding


(9) What kind of sounds are [p, t, ts, k, kw] and [ph, th, tsh, kh, kwh] likely to be in Cantonese?

a. Phonemes

b. Allophones

c. Cannot be determined

d. None of the preceding


(10) Mohawk has two types of stops: [p, t, k] and [b, d, g]. The data below illustrate their respective distribution. Note that periods mark syllable boundaries.


	[b, d, g]	Gloss	[p, t, k]	Gloss
	la.bah.bet	‘catfish’	ap.lam	‘Abraham’
	o.lii.de?	‘pigeon’	oh.yot.sah	‘chin’
	o.dah.sa	‘tail’	zah.set	‘hide it! (sg.)’
	sduu.ha	‘a little bit’	la.bah.bet	‘catfish’
	o.yaa.ga.la	‘shirt’	[image: U+01F0]iks	‘fly’
	gaa.lis	‘stocking’	wisk	‘five’




Which one of the following statements best captures the generalization governing the distribution of stops?

a. [b, d, g] appear only after long vowels; [p, t, k,] appear only after short vowels.

b. [b, d, g] appear only in syllable-initial position; [p, t, k,] appear only in syllable-final position.

c. [b, d, g] appear only in the syllable onset; [p, t, k] appear only in the syllable coda.

d. [b, d, g] appear only in word-initial position; [p, t, k] appear only in word-initial position.



Problems for analysis
(11) Problem 1: The co-occurrence of nasals and vowels in English
English has three types of vowel nuclei: (a) short/lax vowels [[image: U+026A], e, [image: U+028C], [image: U+0259], [image: U+0252], æ]; (b) long/tense vowels [i[image: U+02D0], [image: U+025C][image: U+02D0], u[image: U+02D0], [image: U+0254][image: U+02D0], [image: U+0251][image: U+02D0]]; and (c) diphthongs [e[image: U+026A], [image: U+0254][image: U+026A], a[image: U+026A], a[image: U+028A], [image: U+0259][image: U+028A]]. The data presented here illustrate the restrictions on the co-occurrence of [m, n, [image: U+014B]] with the three types of vocalic nuclei, when they appear immediately before these three nasals within the same syllable.


[image: ]


Examine the data and try to determine the distributional restrictions on the co-occurrence of [m, n, [image: U+014B]] with the immediately preceding vowels in English. Address these points in your analysis.

a. Sort the data according to the three nasals and vowels they each can co-occur with.

b. Identify which one of the three nasals is restricted in its distribution.

c. Determine the attested patterns between [m, n, [image: U+014B]] and the immediately preceding vowels.

d. Determine the unattested patterns between [m, n, [image: U+014B]] and the immediately preceding vowels.

e. State the generalizations governing the distribution of [m, n, [image: U+014B]].

f. Discuss whether the restriction identified here is in any way related to the restrictions on [m, n, [image: U+014B]] in Chapter 2.


(12) Problem 2: Word-medial nasal–consonant clusters in English
The data in (I) illustrate the types of nasal–consonant (NC) clusters attested in English. These data differ from those analyzed in Chapter 2 in that they show the types of NC clusters permitted in word-medial position. Those analyzed in Chapter 2 illustrate the types of word-final NC clusters. Examine these data and answer the questions in (I). Note that periods mark syllable boundaries in (I).

I. Types of NC clusters permitted in word-medial position in English

[image: ]




II. Points to be addressed

a. Arrange the data so that they highlight the types of word-medial NC clusters allowed in English. In sorting the data, follow the model in Chapter 2. Note that some NC clusters appear in one syllable while others straddle two syllables. In sorting the data, distinguish these two types of NC clusters.

b. List the logically possible types of NC clusters. On the basis of (I), indicate the attested NC clusters using the check sign [image: U+2713] and the unattested NC clusters using the asterisk as in Chapter 2.

c. On the basis of your responses to (a) and (b), compare the attested and unattested word-medial NC clusters with the word-final NC clusters in section 4 of Chapter 2. Determine whether the patterns identified match those in Chapter 2. Whatever your response, discuss in what ways word-medial and word-final NC clusters are identical or different.

d. On the basis of your comparison, determine whether the generalization that “Nasals must agree in place of articulation with the immediately following consonant in English” needs to be revised. If so, re-state the generalization.



(13) Problem 3: The distribution of the letter c in English
In English, the letter c can be pronounced in two ways: [s] or [k]. Linguists refer to the s-sounding c as the soft c. They refer to the k-sounding c as the hard c. These two types of c exhibit co-occurrence restrictions with the immediately following environment. Examine the data below and determine the distribution of the soft and hard c’s in English.


[image: ]


Address these points in your analysis.

a. Re-arrange the data so they highlight the distribution of the two kinds of c’s.

b. Identify the distribution of the soft c and the distribution of the hard c. That is, determine under what condition we find the soft c and under what conditions we find the hard c.

c. State in simplest terms the generalization governing the distribution of the two c’s in English.


(14) Problem 4: The distribution of nasality in Southern Barasano
Southern Barasano, an Eastern Tucanoan language spoken by 300–400 inhabitants in Columbia, has both oral and nasal segments. It distinguishes six vowels [i, [image: U+026A], e, a, o, u], with I representing a central high vowel. These six vowels each have a nasal variant: [[image: U+0129], [image: ], [image: U+1EBD], ã, õ ,[image: U+0169]]. Southern Barasano has seven voiced consonants [b, d, g, r, h, w, y], all of which have corresponding nasal variants: [m, n, [image: U+014B], [image: U+0148], [image: ], [image: ], [image: U+1EF9]]. In addition, there are four voiceless consonants [p, t, s, k] in Southern Barasano. The bilabial plosive p is rare, appearing only in Spanish loan words. The data below, reported in Smith and Smith (1971) and Jones and Jones (1991), illustrate the distribution of oral and nasal segments.


[image: ]


Analyze these data to determine the distribution of nasality. Try to answer these questions in your analysis.

a. Sort the data to highlight the distribution of oral and nasal segments.

b. Determine the conditions governing the distribution of oral as opposed to nasal segments. Consider, for instance, whether oral segments can co-occur with nasal segments and, if so, under what condition.

c. In the simplest language, state the patterns of co-occurrence.

d. Compare the distribution of nasality in Southern Barasano with that of Warao in Problem 4 in the exercises for Chapter 1. Identify the similarities and differences between the distribution of oral and nasal segments in these two languages.





3 Luganda liquids and the analysis of complementary distribution

1. Introduction
In Chapter 2, we considered the distribution of the English nasals: m, [image: U+0271], [image: ], n, and [image: U+014B]. We showed that out of the five nasals, the labial and alveolar nasals m and n are contrastive; they contrast in the syllable onset as well as in the coda. The labio-dental and dental nasals [image: U+0271] and [image: ] are found only before labio-dental and dental sounds. They are in complementary distribution with m and n. The velar nasal [image: U+014B], which is known as engma, is only partially contrastive, contrasting with m and n only in the syllable coda. Even though we identified the distributional restrictions of these nasals in English and suggested that the labio-dental and dental nasals [image: U+0271] and [image: ] are likely to be derived from the other nasals, we have yet to provide a demonstration of how the phenomena of complementary distribution are analyzed. This chapter presents such a demonstration, using the data from Luganda (known also as Ganda), a Bantu language spoken by over 10 million people in Southern Uganda. The focus of the analysis is the distribution of the two Luganda liquids l and r, whose distribution is complementary. We present and contrast two different analyses. The first analysis hypothesizes that these two liquids are related and originate from one sound. In the second analysis, we treat the two liquids as two independent sounds and derive them from two distinct sources. We argue that the first analysis is superior to the second.
This chapter has four objectives. First, it introduces a second case of complementary distribution and reinforces your understanding of complementary distribution as a phonological phenomenon. Second, this chapter presents the steps involved in the analysis of complementary distribution from the identification of distributional restrictions to the analysis of these restrictions. Third, this chapter compares two contrasting analyses of sounds in complementary distribution. This comparison reveals the linguistic reasoning underlying the conclusion that the sounds that are phonetically similar and in complementary distribution originate from the same source, that is, they are really the surface outcomes of one underlying sound. Recall that linguists refer to the source sound as a phoneme and the surface variations of a phoneme as allophones. Finally, this chapter introduces two key analytical concepts: representation and rule. We demonstrate that a sound can have an underlying representation, that is, a form that is distinct from its surface representation or outcome. Phonological rules mediate between the underlying representation of a sound and its surface representation, deriving the sound’s surface outcome from its underlying form.
2. The puzzle
When speakers of a language come in contact with speakers of a different language through migration, trade, and war, etc., they create what linguists call contact phenomena. One type of contact phenomenon is borrowing. Linguistic borrowing happens when speakers of one language take words from another language and make them part of their own language. Linguists refer to such borrowed forms as loan words. When loan words enter a new language, they typically undergo adaptations so as to conform to the structural requirements of the language they are borrowed into. In (1), we present some Luganda loans from English and Swahili. The pronunciations of Luganda loans are presented in the leftmost column, which are juxtaposed with the source language pronunciations in the second column. In examining the data, pay attention to the two liquids l and r (highlighted in bold). Try to determine what happens to them in Luganda loans. Note that the beginning consonant in many Luganda loans can be pronounced as short or long. For instance, ‘blouse’ can be pronounced as bulawuzi with a short b or bbulawuzi with a long b represented by bb, referred to as geminate consonants or geminates. The parentheses are used to mark that the first b is optional. We have mostly followed our sources with respect to the symbols used to represent consonant and vowel sounds, except that a long vowel is marked by placing [image: U+02D0] after the vowel symbol. It is worth noting that c and j represent voiceless and voiced palatal stops while y represents a palatal glide. The loan data reported here are taken mostly from Katamba and Rottland (1987).

	(1) 	Luganda loans
		Luganda loans		Source language pronunciation	Source language	Gloss
	a.	(b)bulawuzi	[image: U+2190]	bla[image: U+028A]z	English	‘blouse’
		(f)fulasika	[image: U+2190]	fl[image: U+0251][image: U+02D0]sk	English	‘flask’
		(p)poli[image: U+02D0]si	[image: U+2190]	p[image: U+0259]li[image: U+02D0]s	English	‘police’
		(g)galani	[image: U+2190]	gæl[image: U+0259]n	English	‘gallon’
	b.	(p)pe[image: U+02D0]tero[image: U+02D0]li	[image: U+2190]	petr[image: U+0259]l	English	‘petrol’
	c.	kira[image: U+02D0]bu	[image: U+2190]	kl[image: U+028C]b	English	‘club’
		(j)gira[image: U+02D0]si	[image: U+2190]	gl[image: U+0251][image: U+02D0]s	English	‘glass’
	d.	likoda	[image: U+2190]	rek[image: U+025C][image: U+02D0]d	English	‘record’
		(b)bule[image: U+02D0]ke	[image: U+2190]	bre[image: U+026A]k	English	‘brake’
		(g)gule[image: U+02D0]vi	[image: U+2190]	gre[image: U+026A]vi	English	‘gravy’
		ssaffa[image: U+02D0]li	[image: U+2190]	safari	Swahili	‘safari’






According to (1), Luganda and the source language – that is, English and Swahili – both possess the liquid sounds l and r. Under normal circumstances, we would expect these two sounds to remain intact when they are borrowed into Luganda. But this is not always what happened. The liquids l and r remain unchanged in Luganda loans in (1a) and (1b). But the loans in (1c) and (1d) show that the original l and r in English can be pronounced as r and l, respectively, in Luganda loans. Why is it the case that some liquids remain unchanged while others are adapted? Is there a pattern to how these liquids are modified in Luganda loans?
To understand the puzzle posed by these loans, we need to understand the distribution of the two liquids in Luganda. In (2), we present a small sample of native Luganda words that include the two sounds in question. These data are taken from Cole (1967) and Halle and Clements (1983). They provide an illustration of their distribution, that is, what is allowed and, by inference, what is not in Luganda. Examine these data carefully to see whether you can identify the distribution of these two sounds.

	(2) 	Native Luganda words with l and r
	lya	‘eat’	dira	‘sound’
	jjukira	‘remember’	[image: U+014B]galo	‘finger’
	lumonde	‘sweet potato’	effirimbi	‘whistle’
	wawa[image: U+02D0]bira	‘accuse’	omuliro	‘fire’
	lu[image: U+02D0]la	‘sit’	lwana	‘fight’
	kwera	‘to sweep’	ku-su[image: U+02D0]bira	‘to hope’
	eryato	‘canoe’	oluganda	‘Ganda language’
	olulimi	‘tongue’	be[image: U+02D0]ra	‘help’
	bu[image: U+02D0]lira	‘tell’	yala	‘spread out’
	omugole	‘bride’	eraddu	‘lightning’
	mmere	‘food’	eggulu	‘sky’
	eddwaliro	‘hospital’	emme[image: U+02D0]ri	‘ship’
	lagira	‘command’	kola	‘do’






In Chapter 2, we discussed some of the steps involved in determining sound distribution. For instance, we discussed the need to arrange the data according to the sounds whose distributions are being examined. We demonstrated this by sorting the data containing English nasals. Try to do the same by sorting the data in (2) according to the two liquids. With the knowledge you have gained from the first two chapters, you should be able to at least start determining the distribution of these two sounds before proceeding to the next section.
3. Analysis
We present an analysis of Luganda liquids in this section. We start off this section by determining the distribution of the two liquids on the basis of the data in (2). In section 3.2, we show how the patterns of distribution are analyzed. This section introduces two theoretical constructs: representation and rule. In addition, we introduce the idea that a sound can have an underlying and surface representation. In section 3.3, we return to the loan data in (1) to address how an understanding of the distribution of the two liquids in Luganda helps us make sense of the loan data.
3.1 Determining the distribution of Luganda liquids
Determining sound distribution involves five steps: (a) sorting the data according to the sound or sounds whose distributions are being investigated; (b) listing the environments in which these sounds are found; (c) eliminating the redundant environments; (d) comparing the environments to determine whether they are unique to particular sounds; and (e) inferring the unattested patterns. We demonstrate these five steps in this section.
Before proceeding, a word of caution is in order. We do not mean to imply that this is the only way to identify sound distribution. Nor do we intend to suggest that this is the way linguists go about determining sound distribution. By spelling out each step in detail, we attempt to provide a demonstration of one way in which you might set out to identify the distribution of sounds and to articulate the steps or assumptions that are involved. As you become more familiar with distributional phenomena and more efficient in pattern discovery, you might find some of the steps unnecessary. It is natural that you might want to skip some of the steps in the analysis. The goal is pattern discovery, not the faithful adherence to these steps. We provide this demonstration so that those of you who are unfamiliar with linguistic problem solving have a way to start analyzing phonological problems.
Sorting the data
The data, as they are presented in (2), are not sorted according to the liquids; consequently, they do not lend themselves easily to pattern discovery. As a first step of the analysis, it is important to arrange these data according to the liquids they contain. In (3), we sort the data into two groups. Those that include the liquid l are placed in one column. Those with the liquid r are placed in a different column. Note that the liquids under scrutiny are in bold. Some words are included in both columns because they include both l and r.

	(3) 	Luganda liquids organized according to whether they include l or r
	[l]	Gloss	[r]	Gloss
	lya	‘eat’	dira	‘sound’
	lwana	‘fight’	jjukira	‘remember’
	lumonde	‘sweet potato’	effirimbi	‘whistle’
	lagira	‘command’	wawa[image: U+02D0]bira	‘accuse’
	lu[image: U+02D0]la	‘sit’	lagira	‘command’
	eggulu	‘sky’	ku-su[image: U+02D0]bira	‘to hope’
	bu[image: U+02D0]lira	‘tell’	bu[image: U+02D0]lira	‘tell’
	omuliro	‘fire’	omuliro	‘fire’
	olulimi	‘tongue’	eddwaliro	‘hospital’
	kola	‘do’	be[image: U+02D0]ra	‘help’
	omugole	‘bride’	mmere	‘food’
	oluganda	‘Ganda language’	eraddu	‘lightning’
	eddwaliro	‘hospital’	eryato	‘canoe’
	[image: U+014B]galo	‘finger’	emmeeri	‘ship’
	yala	‘spread out’	kwera	‘to sweep’






Though the sorted data in (3) make it easier to identify the distribution of the two liquids, some of you might still find it difficult to identify the pattern in the distribution of the two liquids. For this reason, let’s proceed to the second step of the analysis.
Listing the environments
We stated in Chapter 2 that environments can refer to what precede or follow the sounds in question. These environments can refer to immediately preceding or following sounds. Chapter 2 provided an example of this where it is shown that the distribution of the five English nasals is determined by the types of immediately following consonants. Even though immediately surrounding sounds can and often do affect sound distribution, it is important to realize that not all co-occurrence restrictions stem from the requirements imposed by adjacent sounds. There are many cases of distribution in which the restrictions are imposed on the co-occurrence of non-adjacent, sometimes quite distant sounds. An example of this comes from restrictions on vowel sequencing in Kikuyu in Chapter 1. Vowels, even when they are separated by intervening consonants, are quite often subject to co-occurrence restrictions, limiting which vowels can co-occur. The exercises for this chapter include an example of this type of distributional phenomenon.
With this said, let’s start by considering the immediately adjacent environment first. If we fail to identify a unique environment for the distribution of the two liquids, we can move on to consider the nonadjacent sounds. In (3), we list the immediately preceding and following environments surrounding each instance of l or r. We start with the form at the top, that is, lya ‘eat.’ The liquid l in this form appears in word-initial position. This is marked by placing the pound sign (#) before “. . .”. Note that the pound sign “#” denotes the word boundary, while “. . .” identifies the location of the liquids under scrutiny. By “#. . .” we indicate that the liquid l of lya appears in word-initial position. As this liquid also appears immediately before the palatal glide y, we list its immediately preceding and following environments as “#. . .y” in (4). If we do this for each word in (3), we obtain the environments for the distribution of the two liquids in (4).

	(4) 	The preceding and following environments of l and r
	[l]	[r]
	#. . .y	i. . .a
	#. . .w	i. . .a
	#. . .u	i. . .i
	#. . .a	i. . .a
	#. . .u[image: U+02D0]	i. . .a
	u[image: U+02D0]. . .a	i. . .a
	u. . .u	i. . .a
	u. . .i	i. . .o
	u. . .i	i. . .o
	o. . .u	e. . .a
	u. . .i	e. . .e
	o. . .a	e. . .a
	o. . .e	e. . .y
	o. . .u	e. . .i
	a. . .i	e. . .a
	a. . .o	
	a. . .a	






Eliminating the redundant environments
To determine the distribution of sounds, we are interested in where – not how frequently – these sounds appear. It is therefore not necessary to list multiple instances of an identical environment. The lists in (4) include a lot of identical environments. To see clearly where these two liquids are allowed, we need to remove the repeated environments, retaining only one instance of each type. The lists in (5) show the environments after the redundant environments are eliminated.

	(5) 	The preceding and following environments of the two liquids
	[l]	[r]
	Preceding	Following	Preceding	Following
	#	i	i	i
	u	e	e	e
	u[image: U+02D0]	o		o
	o	a		a
	a	y		y
		w		
		u		






Comparing the environments
In discussing the co-occurrence of English nasals with following consonants in Chapter 2, we noted that co-occurrence restrictions stem from the fact that not all logically expected patterns are attested. One consequence of these co-occurrence restrictions is that the distribution of each sound is unique to that particular sound. For instance, with respect to the English nasals, we see that the distribution of the bilabial nasal m is unique in that it alone appears before the bilabial plosive p. No other nasal is found in this context. To discover the distribution of a sound and, in particular, to determine whether it exhibits co-occurrence restrictions, we need to determine whether this sound appears in an environment that is distinct from the environment of comparable sounds. Thus, we need to compare the environments of the two liquids. The lists we generated in (5) make it easy to conduct a comparison.
We see from (5) that there are five sounds that follow both l and r: i, e, o, a, and y. This fact suggests that the distribution of l cannot be distinguished from that of r by the immediately following sounds. How about the preceding sounds? According to (5), l is allowed in word-initial position and after three vowels o, a, and u (both short and long). In contrast, r appears only after two front vowels: i and e. There is crucially no overlap in the environments for l and r. This means that there are restrictions on the co-occurrence of the two liquids with the immediately preceding environments. The liquid l appears word-initially and co-occurs with u, o, and a while r is found after i or e. In (6), we list the attested patterns of the two liquids, using the check symbol [image: U+2713] to mark an attested pattern.

	(6) 	The attested patterns involving the two liquids
	a.	[l]	b.	[r]
		[image: U+2713]#l		[image: U+2713]ir
		[image: U+2713]ul		[image: U+2713]er
		[image: U+2713]ol		
		[image: U+2713]al		






There are four attested patterns with l in (6a) and two attested patterns with r in (6b).
Inferring the unattested patterns
Once the attested patterns are identified, the next step is to infer the unattested patterns, that is, the patterns that are expected but not allowed in Luganda. To do this, we combine the environments for l with those for r. There are four distinct environments for l: #, u, o, and a. For r, there are two: i and e. These six environments make up all of the environments where l and r are expected to be found. If there were no restriction on the distribution of the two liquids, that is, if they can combine freely with other sounds, we would predict twelve attested patterns (6 environments × 2 liquids). This is not what we find in (7). Out of the twelve patterns, six are found in Luganda. The remaining six patterns – l after i and e and r after #, u, o, and a, – are not attested, marked by the asterisk *.

	(7) 	The attested and unattested patterns of the two liquids
	[l]	[r]
	Attested	Unattested	Attested	Unattested
	[image: U+2713]#l	*il	[image: U+2713]ir	*#r
	[image: U+2713]ul	*el	[image: U+2713]er	*ur
	[image: U+2713]ol			*or
	[image: U+2713]al			*ar






Now let’s consider the type of distribution the two liquids are in. Recall that for two or more sounds to be complementary in their distribution, they must appear in mutually exclusive environments. Moreover, these sounds, if considered together, must be able to appear in all of the environments, that is, their distributions must complement each other. The distributions of l and r satisfy these two conditions. If we compare the attested patterns for l with the unattested patterns for r, it is clear that the presence of l after #, u, o, and a excludes r in those positions. Similarly, the comparison of the attested patterns for r with the unattested patterns for l indicates that the presence of r after i and e means the absence of l in those positions. Clearly, these two liquids appear in mutually exclusive environments. Moreover, there are a total of six environments: #, u, o, a, e, and i. l can appear after four of these environments: #, u, o, and a; r is found in the remaining two: e and i. Together, they appear in all environments. In short, l and r are in complementary distribution.
Now that we are clear about the distributions of these two liquids, we can state their distributions in (8). Luganda has five vowels. Two are front vowels: i and e. Three are back vowels: u, o, and a. The attested and unattested patterns in (7) make it clear that r co-occurs with preceding front vowels while l is allowed after back vowels and in word-initial position.

	(8) 	The distributions of the two liquids in Luganda
The liquid l appears only in word-initial position or immediately after back vowels while r appears only with preceding front vowels.



To summarize, the identification of sound distribution involves five steps: (a) sorting the data; (b) listing the environments; (c) eliminating the redundant environments; (d) comparing the environments; and (e) inferring the unattested patterns. We cautioned earlier that the goal is pattern discovery, not the faithful adherence to these steps. We spelled out these steps for two reasons. First, this discussion is designed to develop your understanding of what it means to determine sound distribution. Second, it provides you with a framework for undertaking the analysis of distributional patterns. As you see more problems of distribution and know what to look for, some of these steps can be skipped.
The examples of distributional problems we have discussed thus far involve adjacent sounds. It is important to realize that not all co-occurrence restrictions are imposed on adjacent sounds. Distributional phenomena vary widely. For instance, co-occurrence restrictions can be imposed on non-adjacent sounds such as Kikuyu vowel co-occurrence. Moreover, the environments that matter are not always the preceding or following environment. In some cases, the preceding and following environments together determine the distribution of certain sounds. In the units on tone and stress, we show examples where the restrictions are not on co-occurring sound sequences, but on co-occurring tonal or stress sequences or on the co-occurrence of tone or stress with certain syllable types. These are just some of the variations possible in problems of distribution. You need to be aware of these possible variations in conducting the analysis of distributional problems, because it might be necessary to look beyond the immediately surrounding sounds as the factors determining sound distribution.
3.2 Two competing analyses of Luganda liquids
Determining the distribution of sounds represents an important step in the analysis of distributional problems. But linguistic analysis does not stop here. Apart from identifying the patterns of distribution, linguists seek to understand why two seemingly distinct and independent sounds cannot be present in the same environment. Why do they seem to “care” about where each other can or cannot appear? How can we understand this kind of distributional relationship between two sounds? In this subsection, we present two competing accounts of the distribution of l and r. The thrust of the first analysis is that these two sounds originate from one sound. The key idea of the second analysis is that the two sounds are independent of each other.
Once the two analyses are presented, we compare them to determine which one is superior. We evaluate these analyses via three criteria. First, we evaluate the analyses with respect to their account of the restriction on the distribution of l. Second, these analyses are compared on their account of the distributional restriction of r. Third, there is a relationship between l and r. This relationship can be seen in Luganda loans. For instance, we see that if a different sound is substituted for l or r in Luganda loans, it is either r or l. One cannot help but wonder why t or n or g is not selected to replace the two liquids? After all, these sounds are found in Luganda as well. What is it about l and r such that they are selected to replace each other? It is the responsibility of the analyses to make sense of this relationship.
Analysis 1
In this analysis, we implement the idea that the two liquids – l and r – originate from one sound. You might ask which sound l and r originate from. There are three possible answers to this question. One response is that l and r both originate from l. Put another way, l originates from l, but the liquid r also comes from l. This scenario is presented in (9a). Alternatively, the liquid r may be the source sound from which both l and r originate. This scenario is shown in (9b). A third possibility is that l and r come from a third sound. In (9c), we mark this third sound with a question mark because its identity is yet to be determined.

	(9) 	Three possible accounts of Luganda liquids on the assumption that they originate from one sound
[image: ]



Regardless of which sound turns out to be the source sound, these three accounts must provide an explanation of how this sound ends up as l in some cases and r in others in (2). This fact suggests that there is an advantage to (9a) and (9b), which is not shared by (9c). For instance, according to (9a), all of the liquids are originally l. Since some of these l’s are unchanged, the only thing to account for is how some of these l’s become r’s. The same goes with the claim that the original sound is r in (9b). This, however, is not the case with (9c). If we identify a sound that is neither l nor r, we must then explain how this sound becomes l in some cases but r in others. This account is inherently more complex than either (9a) or (9b). For this reason, we try (9a) first. We leave (9b) and (9c) for you to explore via exercises.
Now consider how (9a) can be implemented. This analysis assumes that the original sound is l for l and r. Under this assumption, the Luganda words kola ‘do,’ eryato ‘canoe,’ and lagira ‘command’ have the original forms shown in the top row of (10). We refer to these original forms as the underlying representations (UR) and to the actual pronunciations of these forms as their surface representations (SR). Following the standard linguistic notations, we mark the underlying representations or forms by placing them in forward slashes //. The surface or phonetic forms are enclosed in square brackets [].

	(10) 	Underlying and surface representations for kola ‘do,’ eryato ‘canoe,’ and lagira ‘command’
	UR	/kola/	/elyato/	/lagila/
	SR	[kola]	[eryato]	[lagira]






Note that only the liquid l is present in underlying representation. There is no r, even though ‘canoe’ and ‘command’ include r in their surface representations. If the underlying forms such as /elyato/ and /lagila/ have the liquid l and their corresponding surface forms are [eryato] and [lagira], this analysis must provide an account of how these two words come to have r in their surface representations.
In their classic work entitled The Sound Pattern of English, linguists Noam Chomsky and Morris Halle (1968) propose that it is the role of phonological rules to convert underlying to surface representations. They propose that phonological rules take the form in (11). In (11), X specifies the target, that is, the sound targeted for change. The pointing arrow ([image: U+2192]) specifies the change operation and can be interpreted to mean “is rewritten as or changes to.” Y specifies the outcome of the change. Consequently, “X [image: U+2192] Y” can be interpreted to say “X is rewritten as Y” or “X changes to Y.” The forward slash / specifies the condition under which X is to change to Y. Finally, “A ____B” specifies the condition, that is, the environment in which X is rewritten as Y. In this notation, the underline “____” marks the location of the target. Thus, A, when placed before “____,” marks the preceding environment or trigger. The placement of B after “_____” indicates the trigger that follows the sound targeted for change.

	(11) 	Form of a phonological rule
	Target	Changes to	Outcome	In the environment of	Trigger		Trigger
	X	[image: U+2192]	Y	/	A	______	B






We see from (10) that only some underlying l’s surface as r’s. Recall that r is found only after the two front vowels i and e in Luganda. Thus, we can state that l changes to r only if it follows i or e. This rule, cast in the form of (11), is presented in (12).

	(12) 	Luganda Liquid Rule: l [image: U+2192] r / {i, e} ___



In (12), {i, e} indicates that either i or e triggers the change from l to r. The placement of {i, e} before “____” shows that it is the preceding i or e that triggers the rule.
In (13), we use kola ‘do,’ eryato ‘canoe,’ and lagira ‘command’ to demonstrate how this rule interacts with the proposed underlying representations to produce the outcomes in Luganda. Linguists refer to such a demonstration as a derivation. The derivations proceed vertically, starting from the underlying representations in the top row. Then Luganda Liquid Rule applies. Finally, the predicted outcomes are presented in the row labelled as SR. Note that the predicted outcomes should be identical with the actual forms of these words in Luganda.

	(13) 	Derivations for kola ‘do,’ eryato ‘canoe,’ and lagira ‘command’
	UR	/kola/	/elyato/	/lagila/
	l [image: U+2192] r / {i, e} ___	NA	eryato	lagira
	SR	[kola]	[eryato]	[lagira]






Let’s look at the derivations in (13) more closely. Consider kola ‘do’ first, whose underlying representation is /kola/. Though /kola/ includes the target l, Luganda Liquid Rule cannot apply, because it is not preceded by i or e. This is marked by NA, which stands for “not applicable.” The analysis correctly predicts [kola] as the outcome. In the case of ‘canoe,’ its underlying representation is /elyato/, which also possesses the targeted l. This l appears after e, which triggers Luganda Liquid Rule, turning it into r and yielding [eryato] as the outcome. Finally, consider lagira ‘command,’ which has /lagila/ as its underlying representation. Note that /lagila/ has two l’s. One appears in word-initial position. This l does not comply with the condition of the rule and remains unaffected. However, the medial l is preceded by i, which is turned into r by Luganda Liquid Rule. We see through the derivations that Luganda Liquid Rule correctly derives all of the surface outcomes. Luganda Liquid Rule applies only if l appears after the two front vowels i and e. Thus, the l’s that appear in word-initial position or after the back vowels u, o, and a are not affected by the rule, correctly predicting that these l’s will remain unchanged.
Analysis 2
In this second analysis, we assume that l and r originate from two sounds. Consistent with this assumption, we can posit that l comes from l and r from r. That is, we can assume that the underlying representations of the two liquids and their surface forms are identical. Using kola ‘do,’ eryato ‘canoe,’ and lagira ‘command’ as examples, we present their underlying representations in (14).

	(14) 	Underlying and surface representations under the assumption that l and r are originally l and r
	UR	/kola/	/eryato/	/lagira/
	SR	[kola]	[eryato]	[lagira]






If the underlying and surface representations are identical as they are in (14), there is of course no need for a rule to derive the two liquids unlike Analysis 1. However, we have yet to account for the fact that l is found only in word-initial position or after u, o, and a while r is limited to the position following i and e. This analysis derives the two liquids by stipulating that both exist in underlying representation. If they are both underlying segments, why cannot we have underlying forms that look like /kora/, /elyato/, or /ragila/? What prevents these underlying forms from becoming [kora], [elyato], or [ragila]?
To prevent surface forms such as [kora], [elyato], or [ragila], that is, to restrict the distribution of l and r, we need the constraints in (15).

	(15) 	Constraints on the distribution of l and r in Luganda
	a. 	The liquid l is not allowed after i or e.



	b. 	The liquid r is not allowed in word-initial position or after u, o, and a.






These constraints, together with the stipulation that l and r are underlying, provide an account of the limited distribution of Luganda liquids.
Evaluation
Let’s compare the two analyses of Luganda liquids with respect to the three criteria laid out at the start of this subsection. The first criterion concerns the distribution of l, which is limited to the position after u, o, a, and #. Analysis 1 accounts for this fact with two claims. It claims that all liquids are l in underlying representation. This means that in underlying representation, l appears not only word-initially and after u, o, and a, but also after i and e. The fact that l is not found after i and e is accounted for by Luganda Liquid Rule, which turns it into r whenever l is preceded by i or e. Consequently, Luganda Liquid Rule ensures that il and el are not attested in Luganda. Analysis 2 accounts for the limited distribution of l via two claims as well. First, it claims that the surface l originates from an underlying l. Second, it claims that the constraint in (15a) prohibits l after the front vowels, which rules out il and el. Thus, with respect to the first criterion, the two analyses are equal.
The second criterion is concerned with the limited distribution of r in Luganda. According to Analysis 1, this fact follows from two claims. First, r does not exist in underlying representation. Hence, it can only be derived from a phonological rule. The rule responsible for deriving r is Luganda Liquid Rule. This rule applies only if l is preceded by i or e. Given Luganda Liquid Rule, r can be found only after i and e. Analysis 2 accomplishes this through the two claims as well. First, it claims that the surface r comes from an underlying r. Moreover, it forbids r in word-initial position and after u, o, and a, thus limiting it to the position after i or e. To conclude, the two analyses are equally capable of explaining the limited distribution of r.
The third criterion concerns the relationship between the two liquids. This relationship can be seen in Luganda loans where l is used to substitute for r and r for l. These loans suggest that Luganda speakers view these two liquids as similar, and hence they use one to exchange for the other. Analysis 1 offers an account of this relationship. These two liquids come from the same source sound, that is, /l/, according to Analysis 1. It claims essentially that they are originally the same sound. It should therefore come as no surprise that Luganda speakers exchange one for the other. In contrast, Analysis 2 does not explain the perceived similarity of l and r. Under the second analysis, the two liquids are not related. They start out as two independent underlying sounds. They are subject to independent constraints on their distribution. Thus, there is nothing in this analysis to suggest that the two liquids are related. Thus, the fact that Luganda speakers view l and r as related remains unaccounted for.
To summarize, the two accounts are equal with respect to the first two criteria. But with respect to the third, they are not. This comparison is summarized in (16).

	(16) 	Comparing the two analyses
	Three criteria	Analysis 1	Analysis 2
	a. Restriction on l	Yes	Yes
	b. Restriction on r	Yes	Yes
	c. Relationship of l and r	Yes	No






According to this comparison, Analysis 1 is superior and must be accepted. If we accept Analysis 1, then we must accept two additional claims of Analysis 1. One of these claims is related to Luganda. Analysis 1 claims that there is only one underlying liquid, that is, /l/ in Luganda, even though this liquid has two surface forms: [l] and [r]. Linguists refer to the underlying liquid /l/ as a phoneme and to its two surface forms – [l] and [r] – as allophones. Like all allophones, [l] and [r] are in complementary distribution. They are phonetically similar, which is why they are used as substitutes for each other in Luganda loans.
Second, Analysis 1 relies crucially on the claim that a sound has two levels of representation: an underlying and surface representation. The surface representation of a sound is easy to understand. We can take the surface representation of a sound to be equivalent to how it is perceived by the listener. What distinguishes Analysis 1 is the claim that a sound has an underlying representation, which may differ from its surface form. If there is any substance to the claim that a sound has an underlying as well as a surface representation, the underlying representation must be able to differ from the surface representation. Otherwise, the two levels of representations cannot be distinguished. We see this in Analysis 2. Even though this analysis uses the same terminology as Analysis 1, there is no difference between underlying and surface representation in (14). But in Analysis 1, the underlying and surface representation of the liquid r are distinct. Even though the surface forms of ‘canoe’ and ‘command’ are [eryato] and [lagira], they are represented underlyingly as /elyato/ and /lagila/. We see from the comparison the advantage of representing the surface [r] underlyingly as /l/. This representation makes it possible to relate the two liquids and helps us make sense of the fact that Luganda speakers perceive them as similar.
This comparison provides one of the crucial arguments for positing a level of representation called underlying representation. In Unit 2 where we discuss alternation as a phonological phenomenon, we will highlight the role of underlying representation. We will demonstrate that apart from a sound, other units of meaning such as morphemes can have an underlying and surface representation and that this way of thinking helps us to identify linguistically significant patterns and make sense of the patterns identified.
4. Luganda loans and the distribution of l and r
According to the Luganda loan data in (1), the two liquids exhibit four distinct patterns. In (1a) and (1b), l and r in English source words remain unchanged in Luganda loans. In (1c), the original English l is replaced by r in Luganda loans. Finally, r is switched to l in Luganda loans. The question to address with respect to Luganda loans is why some of the liquids remain intact while others are altered in Luganda loans.
Let’s consider the data in (1a) and (1b) where there is no adaptation of the two liquids in these forms: English l and r remain l and r in Luganda loans. The absence of adaptation in these forms lies in the fact that l and r in these forms appear in environments where they are permitted. In (1a), l appears after the three vowels u, o, and a: e.g. (b)bulawuzi ‘blouse,’ (p)poli[image: U+02D0]si ‘police,’ and (g)galani ‘gallon.’ This is precisely where l is sanctioned according to the analysis. With respect to petr[image: U+0259]l (English) [image: U+2192] (p)pe[image: U+02D0]tero[image: U+02D0]li (Luganda) in (1b), l appears after a long o[image: U+02D0], the environment where l is allowed, while r is found after e, which is consistent with its distribution in native Luganda forms. In short, the liquids in these forms remain intact because they appear in the environments sanctioned by Luganda.
In (1c), l in the English source words becomes r in Luganda loans. Examination of the Luganda loans shows that r appears after i: e.g. kira[image: U+02D0]bu ‘club.’ In (1d), the English r is replaced by l in Luganda loans: e.g. likoda ‘record,’ (b)bule[image: U+02D0]ke ‘brake,’ and ssaffa[image: U+02D0]li ‘safari.’ In these forms, we find that l appears in three environments: (a) word-initially; (b) following u and (c) after a. The patterns of r and l in these Luganda loans match their patterns in native Luganda forms in (2). As only l appears in word-initial position and co-occurs only with preceding back vowels, r in original English source words is replaced by l in Luganda loans. The same goes for the replacement of the English l by r in Luganda loans.
To summarize, there are four ways in which Luganda loans handle the two liquids: (a) l remains l; (b) r remains r; (c) l is replaced by r; and (d) r is replaced by l. But no matter how these liquids are handled, their final distribution in Luganda loans follows the distribution in native Luganda forms in (2).
5. Conclusion
This chapter presents two sets of data that are designed to illustrate the distribution of the Luganda liquids l and r. One set of data is made up of native Luganda words. The second consists of mostly loans from English. We learned from the analysis of native Luganda forms that l and r are subject to co-occurrence restrictions. Specifically, l is restricted to either the word-initial position or the position following the back vowels: u, o, and a. The liquid r is found only after the two front vowels i and e. We showed that the distributional restrictions on these liquids explained the substitution of l for r or r for l or the lack of such substitutions we observed in Luganda loans. We presented two competing analyses of l and r in Luganda. One analysis assumes that l and r are underlyingly one sound, while a second analysis posits that they are two distinct sounds. The major advantage of the first analysis is that it explains why l and r are selected as substitutes for each other in Luganda loans because only according to the first analysis, they are related and are the closest equivalents. Consequently, if a different sound is used in place of l or r in Luganda loans, r and l are chosen over other sounds in Luganda.
In addition to expanding your exposure to distributional phenomena, this chapter is designed to develop your analytic ability. To do so, we presented in detail the five steps involved in the identification of distributional restrictions: (a) sorting the data; (b) listing the environments; (c) eliminating the redundant environments; (d) comparing the environments; and (e) inferring the unattested patterns. Moreover, we compared two competing analyses and explained the linguistic reasoning behind the claim that sounds that are phonetically similar and in complementary distribution are really the surface outcomes of the same underlying sound. This comparison is intended to develop your knowledge of what it is that needs to be analyzed and how you should go about analyzing complementary distributional phenomena.
A key analytical concept that emerges from this discussion is the concept of underlying representation. Part of the task in analyzing complementary distribution and other types of phonological phenomena is to determine the underlying form or representation. In the chapters to come, we will continue to develop your understanding of the role of underlying representation. We will show that as a concept, underlying representation is important not only to understanding the relation between sounds in complementary distribution such as the relation between l and r observed in Luganda loans. In some cases, without first determining the underlying representation, it is hard to discover the phonological patterns, let alone analyze the patterns.

Exercises
Discussion/Reading response questions
Question 1: This chapter describes five steps in determining relations between sounds. Review these steps, discuss what they are, and explain why these steps are crucial to identifying distributional restrictions. Demonstrate your points with examples, wherever relevant.


Question 2: Chapter 3 introduces two important concepts: underlying versus surface representation. According to this chapter, each sound has an underlying and surface representation. Address these questions: (a) define what the chapter means by underlying and surface representations; (b) discuss how these representations of a sound can be distinguished; and (c) explain why linguists propose that a sound has an underlying and a surface representation, that is, what the concept of underlying representation explains in the case of Luganda liquids.



Multiple-choice/Fill-in-the-blank questions
(1) In what follows, we present additional Luganda loans from English. Examine these loans.


[image: ]



Which ones violate the distributional restrictions on l and r in Luganda?

a. (a, b)

b. (c, d, e, f, g)

c. (h, i, j)

d. None


(2) Which one of the following represents a case of complementary distribution between [a] and [o]? Note that unattested vocalic sequences are crossed out.


	[a.]
	i. . .a		i. . .o
	u. . .a		u. . .o
	o. . .a		o. . .o
	a. . .a		a. . .o






	[b.]
	i. . .a		i. . .o
	u. . .a		u. . .o
	o. . .a		o. . .o
	a. . .a		a. . .o






	[c.]
	i. . .a		i. . .o
	u. . .a		u. . .o
	o. . .a		o. . .o
	a. . .a		a. . .o






	[d.]
	i. . .a		i. . .o
	u. . .a		u. . .o
	o. . .a		o. . .o
	a. . .a		a. . .o






(3) The distribution of the Georgian clear [l] and the dark velarized [[image: U+026B]] is illustrated by these data.


[image: ]


What is the relation between [l] and [[image: U+026B]]?

a. Phonological

b. Contrastive

c. Complementary

d. No relation


(4) On the basis of the Georgian data in (3), how should [l] and [[image: U+026B]] be classified?

a. Phonemes

b. Allophones

c. Sounds

d. None of the preceding


(5) In what follows, we present four hypothetical forms. On the basis of the Georgian data in (3), which one of the following forms do you expect to be unattested?

a. [ke[image: U+026B]o]

b. [kaloba]

c. [sexo[image: U+026B][image: U+0161]i]

d. [chichxle]


(6) Section 3.2 suggests three possible analyses of Luganda liquids if we assume that they originate from one sound. One analysis, presented in (9b), proposes that l and r originate from /r/. What are the underlying representations for kola ‘do,’ eryato ‘canoe,’ and lagira ‘command’ under this proposal?


	UR	/____________/	/____________/	/____________/
	SR	[kola]	[eryato]	[lagira]






(7) If l and r originate from /r/, what rule is needed? Please state the rule in two ways.

a. In prose. For instance, Luganda Liquid Rule is stated as: l changes to r only if it follows i or e.

b. In the form of X [image: U+2192] Y / A ___ B.


(8) Complete the derivations for kola, eryato, and lagira. Follow the format for presenting derivations. Please fill in the underlying representations, the rule, and the results of applying the rule.


	UR	/____________/	/____________/	/____________/
	__________	____________	____________	____________
	SR	[kola]	[eryato]	[lagira]






(9) Two analyses are evaluated against three criteria in Section 3.2. Analysis 1 assumes that l and r come from /l/. Analysis 2 assumes that l originates from /l/ and r from /r/. Consider Analysis 3, the analysis in (6), (7), and (8). Determine whether it accounts for the restriction on l and r and their relation.


	Three criteria	Analysis 1	Analysis 2	Analysis 3
	a. Restriction on l	Yes	Yes	
	b. Restriction on r	Yes	Yes	
	c. Relation between l and r	Yes	No	






(10) Which one(s) of the three analyses is/are superior according to (9)?

a. Analysis 1

b. Analyses 1 & 2

c. Analyses 2 & 3

d. Analyses 1 & 3



Problems for analysis
(11) Problem 1: [r] in English
The liquid r in English may be pronounced sometimes as voiced – [r] – and sometimes devoiced [[image: ]]. The data below illustrate the distribution of [r] and [[image: ]].


[image: ]


Your task is to determine and analyze the distribution of [r] and [[image: ]] in English. Address the questions and points below.

a. Where can or cannot [r] and [[image: ]] appear in English?

b. What is their relation?

c. Provide two analyses of [r] and [[image: ]] along the lines of analyses of Luganda liquids. For each analysis, state the underlying representations and the rule. Demonstrate the analyses with derivations for re[image: U+026A]z, gr[image: U+0251][image: U+02D0]s, k[image: ]e[image: U+026A]zi, and sk[image: ]i[image: U+02D0]m.

d. Evaluate the two analyses, determine which one is superior and explain why.


(12) Problem 2: The distribution of fricatives vs. stops in Proto-Bantu
In Proto-Bantu, an ancestor language to Bantu languages such as Kikuyu and Luganda, there are two series of consonants produced at the bilabial, alveolar, and velar regions. One series includes [β, l, [image: U+0263]], which are voiced fricatives or approximants. The other series are voiced plosives, represented as [b, d, g].


[image: ]


Your jobs are to identify the constraints on [β, l, [image: U+0263]] and [b, d, g] and to provide two analyses. Address these points in your analysis.

a. Determine the distribution of [β, l, [image: U+0263]] and [b, d, g].

b. Determine the relation of [β, l, [image: U+0263]] and [b, d, g]. That is, what kind of distribution are they in?

c. Provide one analysis of [β, l, [image: U+0263]] and [b, d, g]. In this analysis, assume that both [β, l, [image: U+0263]] and [b, d, g] originate from /β, l, [image: U+0263]/. State the underlying representations and rule. Illustrate the analysis with derivations. Use these forms as examples: taβe, kulu, z[image: U+0254][image: U+0263]u, [image: U+0263][image: U+0254]mb[image: U+025B], kond[image: U+025B], and ki[image: U+014B]g[image: U+0254].

d. Provide a second analysis of [β, l, [image: U+0263]] and [b, d, g]. In this analysis, assume that [β, l, [image: U+0263]] come from /β, l, [image: U+0263]/ and [b, d, g] from /b, d, g/. State the underlying representations and constraints. Illustrate the analysis with derivations. Use these forms as examples: taβe, kulu, z[image: U+0254][image: U+0263]u, [image: U+0263][image: U+0254]mb[image: U+025B], kond[image: U+025B], and ki[image: U+014B]g[image: U+0254].

e. Evaluate the analyses and discuss which one is preferred and why.


(13) Problem 3: The distribution of long vowels in Mohawk
The Mohawk data in (I), taken from Postal (1968), illustrate the distribution of long vowels, represented here as [v[image: U+02D0]]. Long vowels are predictable; they are in complementary distribution with short vowels. Your job is to determine the distribution of long vowels as opposed to that of short vowels. Note that the period marks the syllable boundary and the acute accent [ [image: U+02B9] ] marks stress.

I. Mohawk data


[image: ]


Address the points in (II) and (III) in your written analysis.


II. Determine the distribution of long vowels as opposed to short vowels. To do this, consider the following.

a. Follow the five steps of pattern discovery to determine the distribution of long vs. short vowels.

b. Explain how you arrive at the conditions on the distribution of long vowels. In your explanation, consider whether stress has anything to do with the distribution of long vowels and whether the distribution of long vowels is affected by the number of consonants following vowels within a syllable.

c. State the principles governing the distribution of long and short vowels.


III. Present two analyses of the distribution of long vowels in Mohawk. In one analysis,assume that long vowels are derived from short vowels in Mohawk. In the second analysis, assume that short vowels are derived from long vowels. For each analysis, do the following.

a. State the underlying representations for ra.gé[image: U+02D0].das ‘he scrapes it,’ wísk ‘five’ and gé[image: U+02D0].zaks ‘I look for it.’

b. State the rule in prose and using the X [image: U+2192] Y/A__B notation.

c. Demonstrate the analyses with derivations for ra.gé:.das, wísk and gé[image: U+02D0].zaks.

d. Evaluate the analyses, determine which one is superior and explain why.



(14) Problem 4: Oral and nasal consonants in Taiwanese
According to Li (1985) and Lin (1988), Taiwanese, which is a Southern Min dialect of Chinese spoken in Taiwan, distinguishes oral and nasal vowels. It has six oral vowels: [i, u, e, o, [image: U+0254], a]. Except for [o], the other vowels have a nasal variant: [[image: U+0129], [image: U+0169], [image: U+1EBD], [image: ], ã]. As (I) shows, oral and nasal vowels may appear in open syllables, syllables ending in vowels. However, only oral vowels are found in closed syllables, syllables ending in consonants. Nasal vowels cannot appear in closed syllables, indicated by *c[image: U+1E7D]c in (I).

I. Oral and nasal vowels may appear in open syllables. But only oral vowels appear in closed syllables.


[image: ]


With this as background, consider the distribution of the oral voiced consonants [b, l, g] and nasal consonants [m, n, [image: U+014B]] in Taiwanese. The data in (II) illustrate the distribution of [b, l, g] and [m, n, [image: U+014B]] when they appear in onset position. In Taiwanese, the three nasals [m, n, [image: U+014B]] cannot appear as onsets in closed syllables with oral vowels. This is shown by *min, *na[image: U+014B], and *[image: U+014B]vc, which are not attested.


II. Data illustrating the distribution of [b, l, g] and [m, n, [image: U+014B]] in onset position


[image: ]


As for the coda, Taiwanese allows only six consonants in this position. They are voiceless unaspirated plosives [p, t, k] and nasals [m, n, [image: U+014B]]. There are no syllables ending in [b, l, g].
With this information in mind, analyze the distribution of [b, l, g] and [m, n, [image: U+014B]]. Address these questions.


III. Questions

a. What is the distribution of [b, l, g] and [m, n, [image: U+014B]]? That is, identify and state the conditions under which they are found in Taiwanese.

b. What is the relation between [b, l, g] and [m, n, [image: U+014B]]? Are they contrastive?

c. Can you provide an analysis of the distributional restrictions on [b, l, g] and [m, n, [image: U+014B]]? Consider whether both [b, l, g] and [m, n, [image: U+014B]] are underlying. If not, which set of consonants are not underlying? How can both sets be derived?






4 Contrast and complementarity: multiple complementation in Thai

1. Introduction
In Chapters 2 and 3, we introduced two key concepts regarding the distribution of sounds in a language: contrast and complementarity. Two or more sounds are contrastive if they appear in identical environments. They are complementary in their distribution if they appear in non-identical, mutually exclusive contexts. Contrast and complementarity play a key role in determining the status of sounds as either phonemes or allophones. We refer to the sounds whose distributions are contrastive as phonemes. We consider as allophones those sounds that are in complementary distribution and phonetically similar. Clearly, not all sounds are either contrastive or complementary in distribution. We demonstrated through the velar nasal [image: U+014B] in English that it appears to be partially contrastive, contrasting with other sounds in the syllable coda, but not in the onset. The exact status of [image: U+014B] as either a phoneme or an allophone of some other phoneme requires phonological analyses, a topic we will take up in Chapter 5.
This chapter reinforces your understanding of contrast and complementarity. The data come from standard Thai, the language spoken by the educated, middle-class population in the central region of Thailand, particularly in Bangkok. There are four sets of plosives in standard Thai: (a) voiced plosives [b, d]; (b) voiceless aspirated plosives [ph, th, kh]; (c) voiceless unaspirated plosives [p, t, k]; and (d) voiceless unaspirated and unreleased stops [p¬, t¬, k¬]. Some of these plosives are contrastive, while others are complementary. Part of the challenge of the Thai data is to determine which plosives are contrastive and constitute phonemes and which ones are complementary and are allophones of other phonemes. Moreover, there are potentially more than one set of phonemes from which allophones might be derived. Thus, the Thai data require considering the sources from which the allophones are derived.
The central question these Thai data raise is how the segment inventory of a language is determined. Those of you who have ever picked up a reference grammar of a language might have noticed that most of them start with a brief description of a language’s consonant and vowel inventory. The consonant and vowel sounds listed in a language’s segment inventory often correspond to the phonemes rather than the allophones in that language. In relation to the Thai plosives, the question we consider here is what constitutes the consonant inventory of standard Thai. Should all four sets of plosives be included in Thai’s consonant inventory? If not, which ones are part of this inventory and which ones are not?
This chapter has four objectives. First, this chapter introduces a more complex case of distributional phenomena and extends your understanding of this type of phonological phenomenon. Second, it reinforces your understanding of contrastive and complementary distribution. As the Thai data combine the issues of contrast and complementarity, this chapter shows how these issues interact in a language, rendering the task of determining the phonemic versus the allophonic status of sounds more challenging. Third, this chapter continues to strengthen your ability to analyze distributional phenomena. Finally, this chapter introduces the concept of natural classes and the formal tool linguists use – that is, distinctive features – to express natural classes of segments.
2. The puzzle
In (1) we introduce a representative sample of data from standard Thai. These data are taken mainly from Haas (1955), supplemented by Iwasaki and Ingkaphirom (2005). They are selected to illustrate the distribution of the four series of Thai plosives. The symbols [b, d] represent voiced plosives at the bilabial and alveolar points of articulation. The production of these plosives involves the vibration of vocal cords. The voiceless, aspirated plosives are represented by [ph, th, kh], with the superscripted h marking aspiration. A feature of aspirated sounds is that they involve a burst of air when the plosives are released. You can test this by holding a piece of paper close to your mouth and saying the English word ph[image: U+026A]t ‘pit.’ You will notice some movement of the paper due to the burst of air caused by the production of the initial aspirated ph. The counterparts to the voiceless, aspirated sounds are the voiceless unaspirated sounds represented by [p, t, k]. What distinguishes voiceless unaspirated sounds from their aspirated counterparts is that they lack the air burst that accompanies the production of aspirated sounds. You can also test this by saying the English word sp[image: U+026A]t ‘spit.’ Note that the second sound p is not aspirated in English. In this case, you will notice that there is no movement of the paper due to the absence of air burst. The fourth and last series of plosives are the unreleased stops symbolized by [p¬, t¬, k¬]. This series of plosives is similar to [p, t, k] in that both sets are voiceless and unaspirated. What distinguishes [p¬, t¬, k¬] from [p, t, k] is that the former are not fully released, unlike the voiceless unaspirated plosives. For ease of reference, we will refer to [b, d] simply as the voiced stops, [ph, th, kh] as the aspirated stops, [p, t, k] as the unaspirated stops, and finally [p¬, t¬, k¬] as the unreleased stops in the sections that follow. Just like the data presented in earlier chapters, the Thai data presented in (1) are deliberately scrambled. They are not arranged in any particular order. Part of the task for you is to determine the distribution of the four series of stops in Thai on the basis of the data in (1).


	(1) 	Data illustrating the distribution of Thai plosives

	dü[image: U+014B]	‘pull’	kε[image: U+02D0]	‘old’	pet¬	‘duck’
	krabu[image: U+014B]	‘basket’	sip¬	‘ten’	tra[image: U+02D0]	‘stamp’
	thi[image: U+014B]	‘abandon’	ba[image: U+02D0]	‘crazy’	panya[image: U+02D0]	‘brains’
	l[image: U+0259][image: U+02D0]y	‘pass’	phle[image: U+02D0][image: U+014B]	‘song’	di[image: U+02D0]	‘good’
	brü[image: U+02D0]	‘very fast’	ra[image: U+02D0]y	‘case’	rap¬	‘take’
	cu[image: U+0259]k¬	‘pure white’	the[image: U+02D0]	‘pour’	tit¬	‘get stuck’
	khε[image: U+014B]	‘hard’	lüak¬	‘choose’	h[image: U+0254][image: U+02D0]	‘package’
	dam	‘black’	tham	‘do/make’	kraphom	‘I’
	ha[image: U+02D0]	‘five’	kwa[image: U+02D0]	‘more than’	sta[image: U+02D0][image: U+014B]	‘money’
	bet¬	‘fishhook’	khan	‘itch’	kan	‘ward off’
	pha[image: U+02D0]	‘cloth’	krapaw	‘pocket’	tho[image: U+014B]	‘flag’
	khwa[image: U+02D0]	‘right side’	[image: U+0254][image: U+02D0]k¬	‘exit’	phet¬	‘spicy’
	ri[image: U+02D0]p¬	‘hurry’	tam	‘beat’	kla[image: U+02D0][image: U+014B]	‘middle’
	kha[image: U+02D0]	‘kill’	yi[image: U+02D0]sip¬	‘twenty’	rak¬	‘love’
	dray	‘drive’ (golf)	pla[image: U+02D0]	‘fish’	ca[image: U+02D0]n	‘dish’







We strongly encourage you to try to figure out the distribution of the Thai plosives yourself before proceeding to the next section. This involves sorting the data, identifying the environments and determining which Thai plosives are contrastive and which are complementary. You might find it useful to review the steps spelled out in Chapter 3 before attempting to determine the distribution of Thai plosives. Given the background and knowledge you have developed in the first three chapters, you should be able to identify the distribution of the Thai plosives.
3. Determining the distribution of Thai plosives
We mentioned earlier that the Thai data presented in (1) are not arranged according to the types of plosives they include. To facilitate pattern discovery, we start the analysis by sorting the data into four types, depending on the four types of plosives they contain. We present each series of plosives in a different column, starting with the voiced series, followed by the aspirated and unaspirated stops, and finally the unreleased stops. In addition, we arrange the data according to the plosive’s place of articulation. The first four rows report the data with the bilabial plosives: b, ph, p, and p¬. The second four rows present the data with the plosives produced at the alveolar region: d, th, t, and t¬. The last four rows of data include the velar plosives: kh, k, and k¬. To highlight the plosives, I present them in bold. Some of the data in (1) do not include any of the plosives in question. These forms are not included in (2) because the concern here is with the plosives.

	(2) 	Data illustrating the distributions of Thai plosives

	[b, d]	[ph, th, kh]	[p, t, k]	[p¬, t¬, k¬]
	bet¬	‘fishhook’	phet¬	‘spicy’	pet¬	‘duck’	ri[image: U+02D0]p¬	‘hurry’
	ba[image: U+02D0]	‘crazy’	pha[image: U+02D0]	‘cloth’	panya[image: U+02D0]	‘brains’	sip¬	‘ten’
	brü[image: U+02D0]	‘very fast’	phle[image: U+02D0][image: U+014B]	‘song’	pla[image: U+02D0]	‘fish’	yi[image: U+02D0]sip¬	‘twenty’
	krabu[image: U+014B]	‘basket’	kraphom	‘I’	krapaw	‘pocket’	rap¬	‘take’
	di[image: U+02D0]	‘good’	the[image: U+02D0]	‘pour’	tit¬	‘get stuck’	bet¬	‘fishhook’
	dü[image: U+014B]	‘pull’	thi[image: U+014B]	‘abandon’	tra[image: U+02D0]	‘stamp’	tit¬	‘get stuck’
	dam	‘black’	tham	‘do/make’	tam	‘beat’	phet¬	‘spicy’
	dray	‘drive’ (golf)	tho[image: U+014B]	‘flag’	sta[image: U+02D0][image: U+014B]	‘money’	pet¬	‘duck’
			khan	‘itch’	kan	‘ward off’	rak¬	‘love’
			khε[image: U+014B]	‘hard’	kε[image: U+02D0]	‘old’	lüak¬	‘choose’
			kha[image: U+02D0]	‘kill’	kwa[image: U+02D0]	‘more than’	[image: U+0254][image: U+02D0]k¬	‘exit’
			khwa[image: U+02D0]	‘right side’	kla[image: U+02D0][image: U+014B]	‘middle’	cu[image: U+0259]k¬	‘pure white’
					krabu[image: U+014B]	‘basket’		
					kraphom	‘I’		
					krapaw	‘pocket’		







You might have noticed from the gap in (2) that though Thai has voiced bilabial and alveolar plosives b and d, there is no form with a voiced velar g in Thai. This is a systematic gap. The voiced velar plosive is not attested at all in Thai, even though its presence is expected considering the fact that Thai allows both voiced and velar plosives. Apart from g, all other plosives are found.
The re-arranged data in (2) have made the patterns of distribution easier to discern. We see, for instance, that the voiced, the aspirated, and the unaspirated plosives can appear in word-initial position, while the unreleased stops are found in word-final position. But as we discussed in Chapter 3, determining the distribution of sounds involves carefully considering and comparing both the preceding and the following environments. Therefore, we need to examine the environments preceding and following the four series of plosives to see whether there is any overlap in the types of segments that precede or follow the plosives. To do this, we list the types of immediately preceding and following environments. To save space, we skipped one step outlined in Chapter 3. Instead of listing the environments on the basis of each word in (2), we list only once each distinct type of environment. Duplicate environments are not repeated. Moreover, we have arranged the environments such that their similarity is clearer. If a series of plosives can appear before or after both the short and the long version of a vowel, the short and long vowels are listed together, separated by the forward slash /. Performing this step yields the results in (3), with P identifying the immediately preceding environment and F the immediately following environments.

	(3) 	The environments that immediately precede and follow the Thai plosives

	[b, d]	[ph, th, kh]	[p, t, k]	[p¬, t¬, k¬]
	P	F	P	F	P	F	P	F
	#	i[image: U+02D0]	#	i	#	i	i/i[image: U+02D0]	#
		e		e/e[image: U+02D0]	s	e	e	
	a	a/a[image: U+02D0]	a	a/a[image: U+02D0]	a	a/a[image: U+02D0]	a	
		ü		ε		ε[image: U+02D0]	[image: U+0254][image: U+02D0]	
		u		o			u[image: U+0259]	
				w		w	üa	
		r		r		r		
				l		l		







Let’s consider the distribution of Thai plosives. We start with the voiced, the aspirated, and the unaspirated series of plosives, because of the similarity in their distribution. Comparing the immediately preceding environments of these three series of plosives, we see that they can all appear in word-initial position and follow the vowel a. A look at the environments under F also reveals an overlap in the types of segments that appear immediately after the three series of plosives. For instance, according to (3), these three classes of plosives can all appear right before the vowels i, e, a, a[image: U+02D0], and the consonant r. The overlap in both the preceding and the following environments shows that these three series of plosives do not appear in mutually exclusive environments. We can conclude from this distributional pattern that they are contrastive.
This conclusion is bolstered by the minimal pairs in (4). In (4a) and (4b), we see that [b, ph, p] and [d, th, t] can appear in completely identical environments. In (4c) and (4d), we see that [kh] and [k] can also appear in completely identical environments.

	(4) 	Minimal pairs showing that Thai contrasts voiced, aspirated, and unaspirated stops

		[b, d]	[ph, th, kh]	[p, t, k]
	a.	bet¬ ‘fishhook’	phet¬ ‘spicy’	pet¬ ‘duck’
	b.	dam ‘black’	tham ‘do/make’	tam ‘beat’
	c.		khan ‘itch’	kan ‘ward off’
	d.		khwa[image: U+02D0] ‘right side’	kwa[image: U+02D0] ‘more than’







These data show that voiced, aspirated, and voiceless unaspirated stops are contrastive, meaning that they cannot be predicted from the environments in which they are found. We stated in Chapter 3 that the key feature that marks a sound as a phoneme is that it is contrastive in its distribution. The similarity in environments made evident by (3) and (4) makes it clear that these three series of plosives are all phonemes in Thai. This conclusion is not surprising for those of you who are familiar with the Thai sound system. As a matter of fact, Thai is well known as a language that maintains both a contrast in voicing (e.g. [b, d] vs. [p, t]) and a contrast in aspiration (e.g. [ph, th, kh] vs. [p, t, k]). In the exercises that accompany this chapter, we will ask you to consider the distribution of the English equivalents to these plosives to determine to what extent the two languages are similar with respect to voicing and aspiration.
Now consider the unreleased stops [p¬, t¬, k¬] in Thai. When we compare the immediately preceding environments of unreleased stops with those of the voiced, aspirated, and unaspirated stops, we observe some overlap in the types of immediately preceding segments. For instance, the unreleased stops as well as the other stops can be preceded immediately by the vowel a. This suggests that the immediately preceding environments do not distinguish the distribution of unreleased stops from the distribution of other stops. However, when we consider the immediately following environments, we see no overlapping environments between the unreleased series and the other plosives. According to (3), the unreleased stops appear in word-final position. The voiced, aspirated, and unaspirated stops can appear right before vowels or consonants such as w and l, but not in word-final position. The lack of overlap in the immediately following environments shows that the unreleased plosives appear in mutually exclusive environments with the voiced, the aspirated, and the unaspirated plosives. Put another way, the unreleased stops [p¬, t¬, k¬] are simultaneously in complementary distribution with the voiced stops [b, d], the aspirated stops [ph, th, kh], and finally, the unaspirated stops [p, t, k], because none of the three series is found in word-final position. For this reason, we refer to the complementary distribution phenomenon in Thai as multiple complementation in the title of this chapter.
Now that we are clear about the distribution of the Thai plosives, we are ready to state the distribution of Thai plosives. In (5) and (6), we state the distribution of Thai plosives in two versions. The version in (5) states the distribution in reference to the positions within a word.

	(5) 	The distribution of Thai plosives (stated in terms of the word positions)
The unreleased stops [p¬, t¬, k¬] appear in word-final position while the voiced [b, d], aspirated [ph, th, kh], and unaspirated [p, t, k] stops cannot appear in word-final position.




Note that the word-final position in which [p¬, t¬, k¬] are found also corresponds to the syllable coda position. The position where the voiced, aspirated, and unaspirated stops are found corresponds to the syllable onset. Consequently, we can state the distribution in terms of syllable positions in (6).

	(6) 	The distribution of Thai plosives (stated in terms of the syllable positions)
The unreleased stops [p¬, t¬, k¬] appear in the coda while the voiced [b, d], aspirated [ph, th, kh], and unaspirated [p, t, k] can only appear in the onset.




The Thai data in (1) are consistent with either one of these statements. In the exercises for this chapter, we will introduce additional Thai data and ask you to evaluate which one of the two statements better captures the distribution of the Thai plosives.
We have shown through this analysis that the unreleased stops [p¬, t¬, k¬] are predictable, appearing in mutually exclusive environments with the other plosives in Thai. This fact raises the question as to which series of plosives [p¬, t¬, k¬] are derived from. The voiced series? The aspirated series? Or the unaspirated series? Or does it matter? This question does not arise in the analysis of the two Luganda liquids l and r in Chapter 3. With only two sounds in complementary distribution, there is no choice: either [r] is derived from /l/ or [l] is derived from /r/. The answer is less straightforward in the case of Thai. The unreleased stops can be derived from the voiced series /b, d, g/, the aspirated series / ph, th, kh/, or the unaspirated series /p, t, k/, or any two of the three series, or from all three series. We will take up this and other questions in the analysis to be presented next.
4. Analysis
We have established in section 3 that the voiced, aspirated, and unaspirated stops are contrastive in Thai, meaning that they cannot be predicted from the surrounding environments. However, the unreleased stops are not contrastive, appearing in complementary distribution with the other three classes of plosives. This means that the unreleased stops are predictable from the environment, by reference to either the word-final or the syllable coda position, as we indicated in (5) and (6). We stated in Chapter 3 that the underlying or lexical representation of a form includes the contrastive and the unpredictable information. As voiced, aspirated and unaspirated stops are contrastive and not predictable, they must be represented in underlying representation. In contrast, the unreleased stops are predictable; they must not be part of the underlying representation.
In (7), we illustrate the underlying representations of the four series of plosives in Thai using the minimal pairs from (4a): bet¬ ‘fishhook,’ phet¬ ‘spicy,’ and pet¬ ‘duck.’ The underlying representations in (7) comply with the requirement that they include the contrastive and unpredictable information. The voiced b, the aspirated ph, and the unaspirated p are included in the underlying representations because they are contrastive and not predictable. In contrast, the unreleased stop t¬ is not represented underlyingly even though the surface forms of these three words show an unreleased stop in word-final position. We represent the unreleased stop t¬ using the capitalized T.

	(7) 	Underlying and surface representations for bet¬ ‘fishhook,’ phet¬ ‘spicy,’ and pet¬ ‘duck’

	UR	/beT/	/pheT/	/peT/
	SR	[bet¬]	[phet¬]	[pet¬]







For now, we do not know what this T represents, apart from the fact that it represents an alveolar stop. But its voicing and aspiration have not been determined. Put another way, we do not know yet which underlying segments the unreleased stops are derived from. Are they the voiced series, the aspirated series, or the unaspirated series? We will address this question shortly.
We see from (7) that there is no need to explain how these three words end up having the voiced, aspirated, or unaspirated stop in word-initial position. These forms start out with the right stop in underlying representation. But we do have to account for how T ends up as t¬. To answer this question, we need to address two other questions first: (a) What is this T? and (b) How does this T end up as t¬?
We address the question in (a) first, that is, the underlying segments which the unreleased plosives are derived from. The unreleased stops are phonetically similar to the other three series of plosives. The unreleased stops differ from the voiced series only with respect to voicing and release. They differ from the aspirated series with respect to aspiration and release. Finally, they differ from the unaspirated stops only with respect to whether they are released or not. So any of the three series of plosives can be the sources from which the unreleased stops are derived. If we assume that the unreleased stops come from one of the three series, there are then three possible types of underlying representations, which are depicted in (8). In (8a), we assume that the unreleased stops are derived from the voiced plosives. In (8b), the unreleased plosives are assumed to originate from the aspirated series. Finally in (8c), it is assumed that the unreleased stops come from the unaspirated stops.

	(8) 	Underlying representations under the assumption that the unreleased stops are derived from one of the other three series of stops in Thai
	a. 		/b/	/ph/	/p/	/b/	/d/	/th/	/t/	/d/	/kh/	/k/	/g/
	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]
	[b]	[ph]	[p]	[p¬]	[d]	[th]	[t]	[t¬]	[kh]	[k]	[k¬]




	b. 		/b/	/ph/	/p/	/ph/	/d/	/th/	/t/	/th/	/kh/	/k/	/kh/
	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]
	[b]	[ph]	[p]	[p¬]	[d]	[th]	[t]	[t¬]	[kh]	[k]	[k¬]




	c. 		/b/	/ph/	/p/	/p/	/d/	/th/	/t/	/t/	/kh/	/k/	/k/
	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]
	[b]	[ph]	[p]	[p¬]	[d]	[th]	[t]	[t¬]	[kh]	[k]	[k¬]








In addition to these three possibilities, we may also assume that the unreleased stops are derived from two of the three series of plosives. There are again three possible types of underlying representations under this assumption, which are shown in (9). In (9a), we assume that the unreleased stops come from the voiced and aspirated stops. In (9b), the aspirated and unaspirated stops are assumed to be the sources of the unreleased stops. In (9c), the unreleased stops are assumed to originate from the voiced and unaspirated stops.

	(9) 	Underlying representations under the assumption that the unreleased stops are derived from two of the other three series of stops in Thai
	a. 		/b/	/ph/	/p/	/b, ph/	/d/	/th/	/t/	/d, th/	/kh/	/k/	/g, kh/
	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]
	[b]	[ph]	[p]	[p¬]	[d]	[th]	[t]	[t¬]	[kh]	[k]	[k¬]




	b. 		/b/	/ph/	/p/	/ph, p/	/d/	/th/	/t/	/th, t/	/kh/	/k/	/kh, k/
	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]
	[b]	[ph]	[p]	[p¬]	[d]	[th]	[t]	[t¬]	[kh]	[k]	[k¬]




	c. 		/b/	/ph/	/p/	/b, p/	/d/	/th/	/t/	/d, t/	/kh/	/k/	/g, k/
	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]
	[b]	[ph]	[p]	[p¬]	[d]	[th]	[t]	[t¬]	[kh]	[k]	[k¬]








Apart from these six possibilities, there is one other possible underlying representation. That is, the unreleased stops can come from all three series of plosives. This possibility is presented in (10).

	(10) 	Underlying representations under the assumption that the unreleased stops are derived from all three series of stops in Thai

	/b/	/ph/	/p/	/b, ph, p/	/d/	/th/	/t/	/d, th, t/	/kh/	/k/	/g, kh, k/
	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]	[image: U+2193]
	[b]	[ph]	[p]	[p¬]	[d]	[th]	[t]	[t¬]	[kh]	[k]	[k¬]







Thus, the question – What is this T? – boils down to which one of the seven options in (8) through (10) is right for Thai.
To determine the correct choice, let’s return to the representation of the voiced, aspirated, and unaspirated stops in Thai in (7). These three series of stops must all be included in underlying representation, because they are not predictable. Thus, we assume in (7) that there is a word-initial voiced b, an aspirated ph, and an unaspirated p in the underlying representations of bet¬ ‘fishhook,’ phet¬ ‘spicy,’ and pet¬ ‘duck.’ This assumption is necessary because we cannot predict whether it is the voiced b, the aspirated ph, or the unaspirated p that shows up in the position marked by the underline in these forms: _et¬ ‘fishhook,’ _et¬ ‘spicy,’ and _et¬ ‘duck.’ Once we allow these three stops in underlying representation and once we assume that they appear in word-initial position, then there is nothing that prevents one from assuming or stipulating that these stops appear in other positions in underlying representation, so long as consonants are permitted in these positions in Thai. We know that Thai consonants are allowed in word-final as well as word-initial position. Consequently, the voiced, aspirated, and unaspirated stops must be allowed in word-final position in underlying representation.
What does this mean for the capitalized T? It means that the capitalized T can be the voiced, aspirated, or unaspirated plosive. That is, we have to entertain all three possibilities in underlying representation. With respect to the underlying representations of bet¬ ‘fishhook,’ phet¬ ‘spicy,’ and pet¬ ‘duck,’ this means that we need to consider the voiced /d/ in (11a), the aspirated /th/ in (11b), and the unaspirated /t/ in (11c) as the underlying segment, the source which the unreleased final stop t¬ is derived from.

	(11) 	Underlying and surface representations for bet¬ ‘fishhook,’ phet¬ ‘spicy,’ and pet¬ ‘duck’
	a. 		UR	/bed/	/phed/	/ped/
	SR	[bet¬]	[phet¬]	[pet¬]




	b. 		UR	/beth/	/pheth/	/peth/
	SR	[bet¬]	[phet¬]	[pet¬]




	c. 		UR	/bet/	/phet/	/pet/
	SR	[bet¬]	[phet¬]	[pet¬]








This suggests that the correct choice out of the seven listed in (8) through (10) is (10). That is, the answer to the question – What is this T? – is that all three series of plosives are the sources from which the unreleased stops are derived.
Now that we are clear about the underlying representation of the unreleased stops, let’s address the second question, that is, how these forms end up having the unreleased stops in word-final position. We stated in Chapter 3 that phonological rules mediate between the underlying and the surface representation of a form. They act upon the underlying representation and turn the underlying representation into the surface representation. Phonological rules apply under the specified conditions. To convert the underlying voiced, aspirated, and unaspirated stops into their corresponding unreleased stops, we need three sets of rules in (12). We established in section 3 that the unreleased stops are found only in word-final position in Thai. We can make use of this distributional fact and state that these rules apply only if the voiced, aspirated, and unaspirated stops are in word-final position. We mark this in (12) by placing the word boundary symbol # right after the long underline ____. Note that though the examples in (11) have only a word-final alveolar stop in underlying representation, words such as ri[image: U+02D0]p¬ ‘hurry’ and rak¬ ‘love’ have the bilabial or velar stop in this position. These forms would have the bilabial or velar equivalents in underlying representation. Consequently, we need the first and the third rule that convert a bilabial or velar into their corresponding unreleased stops as well as the second one in each of the three sets in (12).

	(12) 	Phonological rules needed to convert from underlying representations to their surface outcomes in Thai
	a. 		/b/	[image: U+2192]	[p¬]	/ ____ #
	/d/	[image: U+2192]	[t¬]	/ ____ #
	/g/	[image: U+2192]	[k¬]	/ ____ #




	b. 		/ph/	[image: U+2192]	[p¬]	/ ____ #
	/th/	[image: U+2192]	[t¬]	/ ____ #
	/kh/	[image: U+2192]	[k¬]	/ ____ #




	c. 		/p/	[image: U+2192]	[p¬]	/ ____ #
	/t/	[image: U+2192]	[t¬]	/ ____ #
	/k/	[image: U+2192]	[k¬]	/ ____ #








We stated the rules in (12) intentionally in segmental terms for two reasons. First, we want to make explicit the changes involved. Second, we want to highlight the problems with stating rules in terms of the segments affected. One problem with (12) is complexity. To express the changes involved, (12) resorts to nine rules. The second and more serious problem is that it fails to capture the similarity in the rules. For instance, we see that all of the changes are triggered by an identical condition, namely, word-final. Moreover, the changes expressed by the three rules in (12a), (12b), or (12c) are identical; they involve a change in voicing, aspiration, and/or release. Listing the individual segments that undergo the change does not capture this shared similarity among the three rules in each set.
To express the similarity in rules and the similarity among segments, linguists classify sounds into different groups or classes. For instance, the four series of plosives in Thai form a class of segments linguists refer to as either stops or plosives. One feature that distinguishes these four series of plosives from other consonant sounds in Thai lies in their production. For instance, in the production of plosives, a closure is formed at some points of the oral cavity, whether it is at the lips, the alveolar, or velar region. This closure stops the air emitted from the lungs temporarily, which results in a build-up in air pressure in the oral cavity. The release of the air pressure results in turbulent sounds perceived as stops. Linguists capitalize on the shared phonetic characteristics of sounds as a basis for classifying sounds into different classes.
With respect to the voiced series [b, d], the shared phonetic feature of these stops is that they involve the vibration of vocal cords. In contrast, the production of the other three series of stops is not accompanied by vocal fold vibration. Linguists express the similarity of [b, d] as opposed to other stops using the feature [voice]. Each feature has two values: the plus value + and the minus value −. The voiced [b, d] are classified as [+voice], while the other three series of stops are assigned the feature value [−voice]. In general, you can take the plus value of a feature as indicating the presence of some feature. In the case of [+voice] segments, they involve the presence of vocal cord vibration, while there is an absence of vocal fold vibration in the production of the [−voice] segments. The symbols [ph, th, kh] represent what we call the aspirated sounds. Their shared feature is of course aspiration. Let’s use the feature [aspiration] to express the similarity among these three plosives. As the production of [ph, th, kh] is accompanied by aspiration, they are assigned [+aspirated]. The other three series are assigned the feature value [−aspirated]. This yields the following classification of these four series as plosives via the two features [voice] and [aspiration] in (13).

	(13) 	Classification of Thai plosives in terms of [voice] and [aspiration]

	Features	b, d, g	ph, th, kh	p, t, k	p¬, t¬, k¬
	[voice]	+	−	−	−
	[aspiration]	−	+	−	−







According to (13), the changes from /b, d, g/ to [p¬, t¬, k¬] in (12a) involve the change in the value of the feature [voice]. These two series of plosives are identical with respect to [aspiration]. The changes from /ph, th, kh/ to [p¬, t¬, k¬] expressed by the rules in (12b) involve the change in the feature [aspiration], with the two sets of plosives identical with respect to [voice]. Finally, the change from the aspirated /p, t, k/ to [p¬, t¬, k¬] expressed by the rules in (12c) do not involve a change in either voice or aspiration.
You might ask why the unreleased stops [p¬, t¬, k¬] are not assigned the feature [release]. For instance, we might assign the feature value [−release] to [p¬, t¬, k¬], while assigning the other three series of stops as [+release]. Surely, the unreleased stops [p¬, t¬, k¬] share the phonetic feature [−release] that distinguishes them from other plosives in Thai, which are [+release]. The reason is related to the fact that not all phonetic properties of sounds are equally important. The classification of [b, d, g] as a class of segments defined by the feature [+voice] relies partially on their shared phonetic property, that is, the presence of vocal cord vibration. But this is not the only factor linguists consider in determining whether to introduce a certain feature. In addition to the shared property, linguists consider the role this phonetic property plays in the sound systems of human language. The key reason we introduce the features [voice] and [aspiration] is that they play a contrastive role in human languages. That is, human languages make use of segments that are distinguished by the feature [voice] or [aspiration]. We have shown that Thai contrasts voiced [b, d] with voiceless consonants [p, t] and aspirated [ph, th, kh] with unaspirated segments [p, t, k]. Many other languages have segments that contrast in either [voice] or [aspiration]. For instance, English contrasts voiced with voiceless segments while Cantonese distinguishes aspirated from unaspirated plosives. Only when a phonetic property serves a contrastive role do we assign that property a feature such as [voice] and [aspiration]. For this reason, linguists refer to features such as [voice] and [aspiration] as distinctive features. That is, these features express differences that are distinctive or contrastive in human languages.
Unlike the properties expressed by [±voice] and [±aspiration], the difference between the unreleased and released stops is not distinctive or contrastive. We know of no language that contrasts released stops with unreleased stops. That is, we do not know of any language that possesses the minimal pairs in (14) in which the unreleased stops appear in identical contexts as the released stops.

	(14) 	Minimal pairs showing that release is contrastive
	a. 		ri[image: U+02D0]p¬	bet¬	rak¬




	b. 		ri[image: U+02D0]p	bet	rak








Remember that Thai allows the three forms in (14a). But the forms in (14b) with the word-final released stops are not attested in Thai. Thus, even though the unreleased stops share a phonetic property that distinguish them from other stops, this property of sounds – that is, whether they are released or not – does not play a contrastive role unlike [voice] and [aspiration]. For this reason, no feature is introduced to distinguish the unreleased stops from the released stops in Thai. Linguists like to think of this property as something that is taken care of by the phonetic component of the grammar, that is, in the implementation stage when these sounds are produced, but not by the phonological component of the grammar. As far as the phonology is concerned, the unreleased stops [p¬, t¬, k¬] are considered to be identical to the released, unaspirated plosives [p, t, k] in that both sets of plosives are [−voice] and [−aspiration]. They are distinct from the voiced stops [b, d, g] only with respect to [voice]. They differ from the aspirated plosives [ph, th, kh] with respect to [aspiration].
Even though the plus and minus values of a feature serve to distinguish one sound from another or one set of sounds from another, they also express the similarity across segments, when we look at the plus and minus value separately. For example, the feature value [+voice] assigned to the voiced plosives [b, d] expresses the fact that these two plosives are similar both phonetically and phonologically. Likewise, the feature value [−voice] assigned to other plosives in Thai express the fact that these segments have some shared property. Note that the distinctive feature label [+voice] or [−voice] is similar to other categorial labels you are familiar with, labels such as [noun], [verb], or [adjective] used in syntax. The key reason that words such as like, kick, or love are assigned to the category of verbs is that they exhibit shared syntactic and morphological properties. Morphologically, these three words all take the past tense suffix -ed. Syntactically, they can all appear in the position marked by the underline in the sentence “John ___ed the boy.” By assigning the category [verb] to these words, we express the fact that they exhibit shared syntactic and morphological properties. Similarly by assigning [b, d] the distinctive feature label [+voice], we express the fact that these two sounds exhibit shared phonetic and phonological properties. What distinguishes the distinctive feature labels such as [±voice] from the syntactic category such as [verb] is that each distinctive feature has two opposing values, with each defining a different class of sounds, while the category [verb] has only one value and thus defines only one class of words.
Linguists refer to sets of sounds such as [b, d, g], [ph, th, kh] or [p, t, k] as natural classes. These classes of segments are natural partially because they exhibit shared phonetic characteristics. In addition, as we will show in the following chapters, these classes of segments behave alike in phonological processes. They are often selected together as targets or triggers of phonological rules. Distinctive features such as [voice] and [aspiration] are the tools, if you like, linguists use to express such natural classes of segments and to capture the similarity across segments. We show next that they can also be used to express the similarity across phonological rules while at the same time simplifying the formal statement of these rules.
Let’s return to the rules in (12) and consider how these rules might be formulated in terms of the distinctive features. Consider first the three rules in (12a). These three rules express a change from /b, d, g/ to [p¬, t¬, k¬]. We have just shown that [p¬, t¬, k¬] are identical to [p, t, k] phonologically in that both sets are [−voice] and [−aspiration]. For this reason, these three rules really express a change in [voice]. Thus, we can state the three rules in (12a) as one rule in (15a). This rule states that [+voice] segments become [−voice] if they appear in word-final position. With respect to the three rules in (12b), we can restate them as (15b). As the released, unaspirated stops [p, t, k] are not different from the unreleased stops with respect to the two features in question, no rule is included to express the change expressed by the three rules in (12c).

	(15) 	Phonological rules stated in terms of distinctive features
	a. 		Devoicing	[+voice]	[image: U+2192]	[−voice]	/ ____ #




	b. 		De-aspiration	[+aspiration]	[image: U+2192]	[−aspiration]	/ ____ #








Thus, the nine rules in (12) are reduced to two in (15). You can see from the comparison with (12) that stating the rules in terms of distinctive features drastically reduces the complexity in the formal statement of the rules. But more importantly, feature-based rule statements such as (15) capture the similarity across the different rules in each set in (12) and highlight the crucial change involved in each set of rules in (12). These two types of considerations – that is, the need to express the similarity across segments and the similarity across phonological rules – provide some of the reasoning for the introduction of distinctive features.
The two rules, as they are stated in (15), are somewhat simplified. To identify only the voiced and aspirated plosives as the targets, we need to include in the specification of the rule targets other features such as [continuant], [consonantal], [nasal], etc. We have deliberately left out these feature specifications partially because we want to highlight the changes involved and partially because these other features have not been introduced. Thus, it is important to bear in mind that the rules in (15) are not the final forms of these rules. Now let’s consider the derivations. In (16), we provide the derivations for bet¬ ‘fishhook.’ We concluded earlier that the unreleased stop can come from the voiced, aspirated, or unaspirated stop. Thus, we provide in (16) three underlying representations for bet¬ ‘fishhook,’ which represent the word-final unreleased stop t¬ as /d/, /th/, and /t/. The derivations proceed from top to bottom, starting with the underlying representations.

	(16) 	Derivations for bet¬ ‘fishhook’
	a. 		UR	/bed/	/beth/	/bet/
	Devoicing	bet	NA	NA
	De-aspiration	NA	bet	NA
	SR	[bet¬]	[bet¬]	[pet¬]








According to (16), the application of Devoicing and De-aspiration produce [bet] as the outcome, regardless of whether the voiced, aspirated, or the unaspirated stop is assumed to be the underlying representation of the final plosive. The fact that the final stop is unreleased – that is, it is [t¬], not just [t] – results from the phonetic component, which can provide the instruction that all final plosives should be realized with no release. Thus, the response to the earlier question – How does this T end up as t¬? – is that it results from two rules – Devoicing and De-aspiration.
We stated in the introduction that the Thai data raise the question of what segments make up the consonant inventory of standard Thai. Generally speaking, the consonant inventory of any language includes the phonemic consonants, not the allophonic consonants. We have determined through the analysis presented here that the voiced, aspirated, and unaspirated stops are all phonemic and hence are all part of the consonant inventory of Thai. In contrast, the unreleased stops are not phonemic. They are allophones, which are derived from underlying voiced, aspirated, and unaspirated stops. For this reason, they are not part of the consonant inventory of Thai. When you pick up a reference grammar of Thai, you will see the voiced, aspirated, and unaspirated stops listed as part of the Thai consonant inventory, but not the three unreleased stops
5. Conclusion
This chapter introduce some data that illustrate the distribution of the four series of plosives in standard Thai, which we refer to as the voiced plosives [b, d], the aspirated plosives [ph, th, kh], the unaspirated plosives [p, t, k], and the unreleased plosives [p¬, t¬, k¬]. We determined through the analysis that the first three sets of plosives are contrastive in their distribution, while the unreleased stops are not. The unreleased stops are in complementary distribution simultaneously with the voiced series, the aspirated series, and the unaspirated series. Since the unreleased stops are phonetically similar to the other stops and in complementary distribution with them, the Thai data raise the question as to which set or sets of plosives the unreleased stops are derived from. We stated in section 4 that there are a total of seven possibilities: (a) any one of the three series of plosives which yields three possibilities; (b) any two of the three series of plosives which yields another three possibilities; and (c) all three series of plosives which yields the seventh possibility. We concluded that the unreleased stops are derived from all three series of plosives, that is, the option in (c). The picture that emerges from this analysis regarding the phonemes and allophones in standard Thai is presented in (17).

	(17) 	Phonemes and allophones in standard Thai
[image: ]




According to (17), Thai has three series of underlying plosive phonemes: (a) /b, d/; (b) /ph, th, kh/; and (c) /p, t, k/. The three sets of plosive phonemes each have two sets of allophones: (a) the allophones that are identical to their underlying representations and (b) the unreleased stop allophones. The unreleased stop allophones are found in word-final position while the allophones identical to their underlying representations are found in non-word-final position. The unreleased stop allophones are in complementary distribution with the voiced, aspirated, and unaspirated allophones. The fact that the unreleased stops are in complementary distribution with the voiced, aspirated, and the unaspirated stops has led us to refer to the distribution of the Thai unreleased stops as a case of multiple complementation.
Apart from introducing a different complementary distribution problem, this chapter strengthens your understanding of the two distribution-related concepts – contrast and complementarity – and the role that they play in the classification of sounds as phonemes or allophones. This chapter also introduces two new concepts: natural classes and distinctive features. We demonstrate that sounds such as b and d, though differing in their place of articulation, are similar in other aspects such as voicing. To capitalize on these similarities, linguists classify sounds into natural classes. The sounds that are members of a natural class share some phonetic property. In addition to the shared phonetic properties, the members of a natural class tend to participate in phonological processes together. They tend to participate in phonological processes as either targets or triggers. You see this in Thai that all three aspirated plosives are the targets of the de-aspiration rule in (15b). This suggests that the grouping of ph, th, and kh as a class is not random. It is natural in that they exhibit shared phonetic properties and they are selected as targets and triggers by phonological processes. The recurrence of such segmental groups will become much clearer once you are exposed to more phonological processes, which show that these segmental groups are repeatedly targeted by phonological processes in different languages. To express the similarity across segments, that is, to highlight the shared feature of the members of a natural class and distinguish them from other sounds, linguists introduce distinctive features. Each distinctive feature has two values: the plus + value and the minus – value. The plus value of a feature as well as the minus value each expresses a natural class of segments, even though there have been significant debates regarding whether some of the natural classes expressed by the minus value of a feature are really natural classes or not.
The primary objective of this chapter is to develop and strengthen your ability to analyze distributional phenomena. To do this, we reviewed via the analysis of the Thai plosives the key steps involved in the identification of sound distribution first introduced in Chapter 3. In presenting the analysis of Thai plosives in section 4, we deliberately spelled out the seven possible underlying representations in (8) through (10), through which the unreleased stops might be derived. Moreover, in presenting phonological rules, we intentionally compare two different types of formulations of the phonological processed involved in Thai: (a) segment-based and (b) distinctive feature-based. These discussions highlight several analytical points worth emphasizing here. First, in analyzing phonological problems, you need to be aware of the analytic options or possibilities. Second, you need to weigh these options before reaching a conclusion. Finally, the conclusion drawn should be based on sound reasoning. The detailed discussion of the analysis presented in section 4 is intended to highlight the analytical possibilities and the reasoning that has led to the conclusions presented here.

Exercises
Discussion/Reading response questions
Question 1: Chapter 4 discusses the concept of natural classes and distinctive features. Define and explain what these terms mean. Provide at least two examples of natural classes and the distinctive features.


Question 2: Unit 1 introduces one type of sound pattern, referred to as distribution. Select any one distributional pattern discussed in this unit and discuss what we mean by a distributional pattern or distribution problem. Illustrate your explanation with a concrete example backed by actual data.



Multiple-choice/Fill-in-the-blank questions
(1) We state the generalization governing the distribution of Thai plosives in (5) and (6) of Chapter 4 in two ways. Now evaluate these statements against the Thai data from Haas (1955).


[image: ]



Which statement best describes the distribution of Thai plosives in all of the data?

a. The unreleased stops [p¬, t¬, k¬] appear in word-final position while the voiced [b, d], aspirated [ph, th, kh], and unaspirated [p, t, k] stops cannot appear in word-final position. (= (5))

b. The unreleased stops [p¬, t¬, k¬] appear in the coda while the voiced [b, d], aspirated [ph, th, kh], and unaspirated [p, t, k] can only appear in the onset. (=(6))

c. Neither (a) nor (b).

d. Both (a) and (b).


(2) In light of (1), which pair of rules correctly describes the distribution of Thai plosives? Note that σ[ and ]σ mark the left and right edges of a syllable, respectively.

a. [+voice][image: U+2192][−voice] / ___# [+aspiration] [image: U+2192][−aspiration] /___#

b. [+voice][image: U+2192][−voice] / ___ ]σ [+aspiration] [image: U+2192][−aspiration] /___]σ

c. [+voice][image: U+2192][−voice] / σ[___ [+aspiration] [image: U+2192][−aspiration] /σ[___

d. [−voice][image: U+2192][+voice] /___ ]σ [−aspiration] [image: U+2192][+aspiration] /___]σ


(3) In Chapter 4, we concluded that /b, d/, /ph, th, kh/, and /p, t, k/ are underlying and [p¬, t¬, k¬] are derived from them. You might wonder why [b, d], [ph, th, kh], and [p, t, k] cannot be derived from /p¬, t¬, k¬/. To answer this question, consider the underlying representations for bet¬ ‘fishhook,’ phet¬ ‘spicy,’ and pet¬ ‘duck’ if /p¬, t¬, k¬/ are underlying.


	UR	/_________/	/_________/	/_________/
	SR	[bet¬]	[phet¬]	[pet¬]






(4) Which explanation best describes the problem with treating /p¬, t¬, k¬/ as underlying and deriving [b, d], [ph, th, kh], and [p, t, k] from /p¬, t¬, k¬/?

a. The distribution of [b, d], [ph, th, kh], and [p, t, k] is complementary. For this reason, they cannot be predicted from /p¬, t¬, k¬/.

b. /p¬, t¬, k¬/ are in complementary distribution with [b, d], [ph, th, kh], and [p, t, k]. Hence, [b, d], [ph, th, kh], or [p, t, k] cannot be derived from /p¬, t¬, k¬/.

c. [b, d], [ph, th, kh], and [p, t, k] are contrastive; they appear in identical environments. If we were to derive [b, d], [ph, th, kh], and [p, t, k] from /p¬, t¬, k¬/, forms such as bet¬ ‘fishhook’, phet¬ ‘spicy,’ and pet¬ ‘duck’ would have an identical underlying representation /p¬et/. For a given form, we cannot predict whether it should surface as [bet¬], [phet¬], and [pet¬].

d. None of the above.


(5) Complete the derivations for phet¬ ‘spicy’ and pet¬ ‘duck’ according to the analysis adopted in section 4 of Chapter 4. (Recall that Thai unreleased stops can come from three sources. Hence, there are three underlying representations for each stop.)
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(6) Complete the derivations for pok¬.khr[image: U+0254][image: U+02D0][image: U+014B] ‘to rule’ according to the analysis adopted in Chapter 4.


	UR	/_______________/	/_______________/	/_______________/
	Devoicing	_______________	_______________	_______________
	De-aspiration	_______________	_______________	_______________
	SR	[pok¬.khr[image: U+0254][image: U+02D0][image: U+014B]]	[pok¬.khr[image: U+0254][image: U+02D0][image: U+014B]]	[pok¬.khr[image: U+0254][image: U+02D0][image: U+014B]]






(7) The four types of Thai plosives are distinguished by three phonetic properties: voice, aspiration, and release. Two distinctive features – [±voice] and [±aspiration] – are introduced to express the contrast in voice and aspiration. But no feature is introduced to express the difference in release between [p, t, k] and [p¬, t¬, k¬], because release is not contrastive. Suppose that Thai unreleased stops can be pronounced with or without release. That is, forms such as bet¬ ‘fishhook’ have two acceptable pronunciations: [bet¬] or [bet]. Consider if this changes the status of release.

a. If so, release is contrastive and should be assigned a feature like [±voice] and [±aspiration].

b. Release remains non-contrastive and should not be assigned a feature.

c. Release is complementary and hence should be assigned a distinctive feature.

d. None of the above


(8) English has three sets of plosives on the surface: (a) the voiced stops [b, d, g]; (b) the voiceless aspirated stops [ph, th, kh]; and (c) the voiceless unaspirated stops [p, t, k]. According to the data in Problem 2 below, English has these pairs of forms in word-initial (WI) and word-final (WF) positions.
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Which plosives are expected but unattested in word-initial and word-final positions in English?

a. WI: [p, t, k]; WF: [ph, th, kh]

b. WI: [b, d, g]; WF: [ph, th, kh]

c. WI: [p, t, k]; WF: [b, d, g]

d. WI: [ph, th, kh]; WF: [ph, th, kh]


(9) What property distinguishes the two attested sets of plosives in both word-initial and word-final positions in English according to the data in (8)?

a. voice

b. aspiration

c. release

d. None of the preceding


(10) According to (8), which feature is contrastive and which feature is not?


[image: ]





Problems for analysis
(11) Problem 1: Cantonese stops and affricates
Cantonese has voiceless stops and affricates. Both can be aspirated or unaspirated. That is, Cantonese has [ph, th, kh, kwh, tsh] and [p, t, k, kw, ts]. In what follows, we use the data from Kao (1971: 60–61) to illustrate their distribution in two positions: word-initial/onset and word-final/coda. To make this problem easier, we have sorted the data. kw represents a labialized velar plosive while ts an alveolar affricate. The superscripted numbers at the end of each form represent tones.
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Examine these data and determine the relation of aspirated and unaspirated sounds in Cantonese. Consider these issues in your analysis.

a. What is the relation between [ph, th, kh, kwh, tsh] and [p, t, k, kw, ts]? Is this a contrastive or complementary relation? Does it matter that [ph, th, kh, kwh, tsh] are not allowed in word-final/coda position?

b. What is the status of these sounds? Are they phonemes or allophones?

c. What feature is distinctive/contrastive in Cantonese? Voice, aspiration, release, etc.?

d. How can these Cantonese sounds be analyzed? What sounds are underlying and what are not? How would you derive the attested sounds? How would you explain the absence of forms in the last column?

e. How do Cantonese stops compare with Thai plosives? In what way are they similar and/or different?


(12) Problem 2: English plosives
English has three sets of plosives on the surface: (a) the voiced stops [b, d, g]; (b) the voiceless aspirated stops [ph, th, kh]; and (c) the voiceless unaspirated stops [p, t, k]. Their distribution is exemplified by these forms.
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Provide an analysis of these stops. Note that multiple-choice questions in (8) through (10) are designed to help you with the analysis. Review your answers to the questions as you address the questions here.

a. What are the relations between [b, d, g] and [ph, th, kh], between [b, d, g] and [p, t, k], and between [p, t, k] and [ph, th, kh]? Are they contrastive or complementary? Hint: It might help to sort the data first.

b. What is the distribution of English plosives? State the generalizations.

c. How might English plosives be analyzed? Determine which plosives are unpredictable and must be specified underlyingly and which ones are predictable. State the rule and illustrate the analysis with the derivations for d[image: ]b, th[image: ]b, th[image: ]p, d[image: U+026A].sp[image: ][image: U+02D0]s, r[image: U+026A].ph[image: ][image: U+02D0]t.

d. Which stops have the status of phonemes? Which are allophones?

e. How does the distribution of English plosives compare with that of Thai plosives? In other words identify the similarities and/or differences in relation and status.


(13) Problem 3: The distribution of high front vowels in English
According to the Longman Dictionary of Contemporary English, English has three high front vowels – [[image: U+026A]], [i], and [i[image: U+02D0]] – whose distribution is illustrated by the data below. Note that the acute accent ′ marks stress and the period signals syllable boundaries. [a[image: U+026A]], [e[image: U+026A]], and [[image: U+026A][image: U+0259]] are diphthongs; they are distinct sounds from [[image: U+026A]].
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Consider these data and determine their distribution. Address these points in your analysis.

a. Determine the relation between [[image: U+026A]] and [i[image: U+02D0]], between [i] and [i[image: U+02D0]], and between [i] and [[image: U+026A]]. Are they contrastive or complementary? Rearrange the data first before addressing this question.

b. On the basis of your response to (a), state the distribution of high front vowels.

c. Provide an analysis of these vowels. In your analysis, identify which vowels are unpredictable and must be specified in underlying representation and which are predictable. State the underlying representations and rule. Provide derivations for s[image: U+0259].rí[image: U+02D0]n, ri.[image: ].l[image: U+026A].ti, d[image: U+026A].vá[image: U+026A]n, and s[image: U+0259].lÍ.d[image: U+026A].ti.

d. Discuss which – [[image: U+026A]], [i], and [i[image: U+02D0]] – should be analyzed as phonemes and which as allophones.


(14) Problem 4: The distribution of Japanese velars
Japanese has three velar consonants on the surface. We illustrate their distribution using the data from Itô and Mester (1997). These data are sorted into two blocks, depending on the location of velars: word-initial and word-internal. *[image: U+014B]. . . shows that [image: U+014B] cannot appear in word-initial position, while *. . .g. . . means that g is not allowed in word-internal position.
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Analyze the three velars in Japanese. Consider these questions in your analysis.

a. What is the relation of the three velars?

b. What is their status in Japanese?

c. How might they be analyzed? Construct two analyses. Spell out the underlying representations and rule for each analysis and illustrate the analyses with derivations.





Unit 2 Alternation

This unit introduces the problems of alternation, a type of phonological phenomenon in which a unit of meaning such as a root or prefix appears to vary, that is, alternate, in its pronunciation. As this unit demonstrates, such alternations are often predictable from phonological contexts. This unit develops your ability to identify and analyze alternations. Like Unit 1, this unit focuses on segments, that is, alternations affecting segments. We leave alternations involving tone and stress to later units. This unit opens with Chapter 5, which presents an alternation impacting nasal consonants in English. As we showed in Chapter 2, English nasals are subject to co-occurrence restrictions with immediately following consonants. Chapter 5 shows that such distributional restrictions manifest themselves as conditions on alternation. This chapter highlights, among other things, the relations between distributional restrictions and conditions on alternation. Chapter 6 presents a more complex problem of alternation from Tibetan numerals. Without analyses, the problem represented by Tibetan numerals is not obvious. Only through analyses do we discover that Tibetan numerals alternate and what conditions the alternation. This chapter emphasizes the role of phonological analyses and shows how instrumental the concept of underlying representation is to uncovering the patterns of alternation and the relation between alternating forms of Tibetan numerals. Chapters 7 and 8 analyze even more complex problems of alternation: one involving Tonkawa stems and another affecting roots and suffixes in Yawelmani. You will learn not only that there are alternations but that different alternations can interact, creating complex pattern interactions. We demonstrate how such pattern interactions can be identified and analyzed. These four chapters, together with exercises, present a variety of increasingly more complex problems of alternation. They develop and strengthen your understanding of concepts such as morpheme vs. allomorph, underlying vs. surface representations, natural classes and distinctive features, rules and rule ordering, different types of rule relations and linguistic arguments, and so on.


5 Alternation and the case of English nasals

1. Introduction
Up to now we have focused only on problems of distribution. The shared feature of distributional problems is the co-occurrence restrictions, restrictions imposed on, say, the types of segment sequences allowed, the types of segments appearing in certain contexts such as word boundaries or syllable positions. For example, we find that English can have mp and nt sequences such as in b[image: U+028C]mp ‘bump’ and tent ‘tent’ within a morpheme, but no English morpheme allows np or mt as a sequence. In analyzing distributional problems, linguists consider the forms that may or may not be semantically related. But in analyses of alternation, linguists examine forms that are semantically related – pairs such as ‘damn’ and ‘damnation,’ ‘rewrite’ and ‘rethink,’ or ‘undoable’ and ‘unthinkable.’ These pairs are related semantically in that they share the same root damn, the same prefixes re- and un-, or the same suffix -able. Linguists compare these semantically related forms to see whether the root damn, the prefixes re- and un-, or the suffix -able have identical or different pronunciations when they appear alone or with different affixes or roots. In other words, they compare, say, damn when it appears alone and damn when it appears with the suffix -ation to see if the two occurrences of damn are identical or different in their phonetic forms. This chapter introduces a relatively simple case of phonological alternation from English. The central goal of this chapter is to develop your understanding of alternation as a type of phonological phenomenon and develop your ability to analyze alternation problems.
This chapter has these objectives. First, it introduces the phenomenon of phonological alternation. This introduction is designed to familiarize you with the characteristics of phonological alternation and the similarities and differences between distribution and alternation. Second, this chapter attempts to develop your ability to analyze problems of alternation. Through the analysis of a problem of alternation, this chapter spells out what conducting an analysis of alternation entails and helps you understand what it is that you need to analyze when presented with problems of alternation. Third, this chapter introduces the concepts of morpheme and allomorph. In addition to these objectives, it highlights the importance of engaging in linguistic analyses. The main goals of linguistic analysis are to uncover and understand the patterns in human language. But the benefits of such analyses are often not limited to just these objectives. Linguistic analyses can provide insights into issues or puzzles that may seem unrelated. In Chapter 2, we note that English has nasals such as m, n, and [image: U+014B] and these nasals are not identical in their distribution. For instance, only [image: U+014B] is limited to the coda position in a syllable. Moreover, we observe that [image: U+014B] is spelled as either n, as in bæ[image: U+014B]k ‘bank,’ or by a sequence of two letters ng, as in l[image: U+0252][image: U+014B] ‘long’ in English orthography. We demonstrate that an understanding of the alternation can explain the distribution of English nasals and the seeming inconsistency in how English orthography represents the nasal sounds such as [image: U+014B].
2. The puzzle
In (1), we present some data that illustrate an alternation in English. We stated in the introduction that linguists identify problems of alternation by examining forms that are connected semantically. They look to determine whether the parts that different forms share in meaning have identical phonetic forms, that is, whether they have identical pronunciations. Normally we assume that identical meanings have identical pronunciations. For instance, the root of the English words ‘cat’ and ‘cats’ is pronounced the same, that is, as kæt, whether this root appears with or without the plural suffix. But as we see shortly, this assumption is not always true. Now consider the data in (1). Before proceeding to the explanation right after the data, try to answer these two questions yourself: (a) What do these forms have in common in terms of meaning and (b) what phonetic form or forms does this shared meaning correspond to, in other words, how is this shared meaning pronounced in English?
	(1) 	Data illustrating an alternation in English
	[image: U+026A]mp[image: U+0251]s[image: U+0259]bl	‘impossible’	[image: U+026A]m[image: U+0259]t[image: U+0283][image: U+028A][image: U+0259]	‘immature’
	[image: U+026A][image: U+014B]k[image: U+0252]ns[image: U+026A]d[image: U+0259]re[image: U+026A]t	‘inconsiderate’	[image: U+026A][image: U+0271]ver[image: U+026A][image: U+0259]bl	‘invariable’
	[image: U+026A]nd[image: U+026A]f[image: U+0259]ns[image: U+026A]bl	‘indefensible’	[image: U+026A]n[image: U+0259]pr[image: U+0259][image: U+028A]pr[image: U+026A]e[image: U+026A]t	‘inappropriate’
	[image: U+026A]mpr[image: U+0252]b[image: U+0259]bl	‘improbable’	[image: U+026A][image: U+014B]gl[image: U+0252]r[image: U+026A][image: U+0259]s	‘inglorious’
	[image: U+026A]nd[image: U+026A]str[image: U+028C]kt[image: U+0259]bl	‘indestructible’	[image: U+026A][image: U+0271]fleks[image: U+0259]bl	‘inflexible’
	[image: U+026A]ntænd[image: U+0292][image: U+026A]bl	‘intangible’	[image: U+026A]ns[image: U+026A]ns[image: U+026A][image: U+0259]	‘insincere’
	[image: U+026A][image: U+0271]f[image: U+0252]l[image: U+026A]bl	‘infallible’	[image: U+026A]m[image: U+0259]t[image: U+026A]r[image: U+026A][image: U+0259]l	‘immaterial’
	[image: U+026A][image: U+014B]k[image: U+0252][image: U+014B]gr[image: U+028A][image: U+0259]s	‘incongruous’	[image: U+026A][image: U+0271]v[image: U+026A]s[image: U+026A]bl	‘invisible’
	[image: U+026A]nse[image: U+026A]n	‘insane’	[image: U+026A]n[image: U+0259]tent[image: U+026A]v	‘inattentive’
	[image: U+026A]nt[image: U+0252]l[image: U+0259]r[image: U+0259]bl	‘intolerable’		






As you probably have figured out, this set of data have in common the meaning of ‘not’ because English words such as ‘impossible’ or ‘immature’ can be translated roughly as ‘not possible’ or ‘not mature.’ Even if you are not familiar with these English words, you are likely to hypothesize that this meaning is probably indicated by the beginning sound or sounds, because all of the data in (1) begin with the vowel [image: U+026A]. Your hypothesis stems from the earlier assumption that identical meanings tend to have identical pronunciations. This means that the part meaning ‘not’ is some sort of a prefix because it is attached to the base form at the beginning.
This much is straightforward and can be gleaned easily from the data in (1). However, to determine the precise phonetic form or forms of the prefix, we need some additional data, as you have probably realized. One way to determine where the prefix ends and the root begins is to compare the forms in (1) and the related forms without this prefix. In (2), we provide the related forms without this prefix for some of the data in (1). You can supply the related forms for the remaining words in (1) yourself.
	(2) 	Comparison of forms with or without the prefix
	p[image: U+0251]s[image: U+0259]bl	‘possible’	[image: U+026A]mp[image: U+0251]s[image: U+0259]bl	‘impossible’
	fleks[image: U+0259]bl	‘flexible’	[image: U+026A][image: U+0271]fleks[image: U+0259]bl	‘inflexible’
	v[image: U+026A]s[image: U+026A]bl	‘visible’	[image: U+026A][image: U+0271]v[image: U+026A]s[image: U+026A]bl	‘invisible’
	t[image: U+0252]l[image: U+0259]r[image: U+0259]bl	‘tolerable’	[image: U+026A]nt[image: U+0252]l[image: U+0259]r[image: U+0259]bl	‘intolerable’
	d[image: U+026A]f[image: U+0259]ns[image: U+026A]bl	‘defensible’	[image: U+026A]nd[image: U+026A]f[image: U+0259]ns[image: U+026A]bl	‘indefensible’
	s[image: U+026A]ns[image: U+026A][image: U+0259]	‘sincere’	[image: U+026A]ns[image: U+026A]ns[image: U+026A][image: U+0259]	‘insincere’
	[image: U+0259]tent[image: U+026A]v	‘attentive’	[image: U+026A]n[image: U+0259]tent[image: U+026A]v	‘inattentive’
	k[image: U+0252][image: U+014B]gr[image: U+028A][image: U+0259]s	‘congruous’	[image: U+026A][image: U+014B]k[image: U+0252][image: U+014B]gr[image: U+028A][image: U+0259]s	‘incongruous’
	gl[image: U+0252]r[image: U+026A][image: U+0259]s	‘glorious’	[image: U+026A][image: U+014B]gl[image: U+0252]r[image: U+026A][image: U+0259]s	‘inglorious’
	m[image: U+0259]t[image: U+0283][image: U+028A][image: U+0259]	‘mature’	[image: U+026A]m[image: U+0259]t[image: U+0283][image: U+028A][image: U+0259]	‘immature’






This comparison shows that the prefix meaning ‘not’ includes the vowel [image: U+026A] and the immediately following nasal, except for the word ‘immature,’ whose prefix seems to include only [image: U+026A]. We can thus hypothesize that there is a boundary between the prefix and root in English. In (3), I use the hyphen (-) to mark this boundary.
	(3) 	Comparison of forms with or without the prefix (the prefix–root boundary marked by the hyphen)
	p[image: U+0251]s[image: U+0259]bl	‘possible’	[image: U+026A]m-p[image: U+0251]s[image: U+0259]bl	‘impossible’
	fleks[image: U+0259]bl	‘flexible’	[image: U+026A][image: U+0271]-fleks[image: U+0259]bl	‘inflexible’
	v[image: U+026A]s[image: U+026A]bl	‘visible’	[image: U+026A][image: U+0271]-v[image: U+026A]s[image: U+026A]bl	‘invisible’
	t[image: U+0252]l[image: U+0259]r[image: U+0259]bl	‘tolerable’	[image: U+026A]n-t[image: U+0252]l[image: U+0259]r[image: U+0259]bl	‘intolerable’
	d[image: U+026A]f[image: U+0259]ns[image: U+026A]bl	‘defensible’	[image: U+026A]n-d[image: U+026A]f[image: U+0259]ns[image: U+026A]bl	‘indefensible’
	s[image: U+026A]ns[image: U+026A][image: U+0259]	‘sincere’	[image: U+026A]n-s[image: U+026A]ns[image: U+026A][image: U+0259]	‘insincere’
	[image: U+0259]tent[image: U+026A]v	‘attentive’	[image: U+026A]n-[image: U+0259]tent[image: U+026A]v	‘inattentive’
	k[image: U+0252][image: U+014B]gr[image: U+028A][image: U+0259]s	‘congruous’	[image: U+026A][image: U+014B]-k[image: U+0252][image: U+014B]gr[image: U+028A][image: U+0259]s	‘incongruous’
	gl[image: U+0252]r[image: U+026A][image: U+0259]s	‘glorious’	[image: U+026A][image: U+014B]-gl[image: U+0252]r[image: U+026A][image: U+0259]s	‘inglorious’
	m[image: U+0259]t[image: U+0283][image: U+028A][image: U+0259]	‘mature’	[image: U+026A]-m[image: U+0259]t[image: U+0283][image: U+028A][image: U+0259]	‘immature’






We have just conducted what linguists call a morphemic analysis. In conducting a morphemic analysis, linguists examine words such as ‘impossible’ or ‘immature’ and attempt to determine the meaningful parts of these words. Take ‘immature’ as an example. We know that this word means ‘not mature.’ By conducting a morphemic analysis, linguists attempt to determine which part of [image: U+026A]m[image: U+0259]t[image: U+0283][image: U+028A][image: U+0259] corresponds to ‘mature’ and which part corresponds to ‘not.’ This analysis yields [image: U+026A]-m[image: U+0259]t[image: U+0283][image: U+028A][image: U+0259] with [image: U+026A] and m[image: U+0259]t[image: U+0283][image: U+028A][image: U+0259] marking ‘not’ and ‘mature’ respectively. Linguists refer to [image: U+026A] and m[image: U+0259]t[image: U+0283][image: U+028A][image: U+0259] as morphemes, which are defined as the smallest meaningful units. By defining a morpheme as the smallest meaningful unit, we mean that forms such as [image: U+026A] or m[image: U+0259]t[image: U+0283][image: U+028A][image: U+0259] cannot be de-composed further into smaller meaningful pieces. For instance, we cannot break m[image: U+0259]t[image: U+0283][image: U+028A][image: U+0259] into, say, m[image: U+0259] and t[image: U+0283][image: U+028A][image: U+0259], because neither m[image: U+0259] nor t[image: U+0283][image: U+028A][image: U+0259] means anything in English.
In English a word can consist of one morpheme such as ‘cat’ and ‘mature,’ two morphemes such as ‘cats’ and ‘immature’, and many morphemes such as ‘antidisestablishmentarianism’. Try to determine for yourself how many morphemes ‘antidisestablishmentarianism’ is composed of. In what follows, we refer to words such as ‘mature’ or ‘cat’ as morphologically simple forms and words such as ‘immature’, ‘cats’ or ‘antidisestablishmentarianism’ as morphologically complex forms. As you see even from these limited examples, English words can vary considerably in their morphological complexity. The goal of the morphemic analysis is to determine the morphemes that make up morphologically complex words such as ‘impossible’ and ‘immature’. Even though it seems easy and straightforward to identify the morphemes in words in (1), conducting a morphemic analysis is not always as easy or straightforward. We show in Chapter 6 that identifying the morphemic boundary in morphologically complex forms can often involve much more than a morphemic analysis. It can involve conducting a phonological analysis because phonological processes can obscure the morpheme boundaries, making it difficult to detect the boundary through a comparison of related forms as we did in (2).
According to (3), there are five distinct phonetic forms that indicate the meaning of ‘not’: [image: U+026A]m-, [image: U+026A][image: U+0271]-, [image: U+026A]n-, [image: U+026A][image: U+014B]-, and [image: U+026A]-. Are they five different prefixes? Recall that it is generally assumed that identical meanings have identical phonetic forms. The flip side of this assumption is that different meanings have different phonetic forms. For instance, English minimal pairs such as mæp ‘map’ or næp ‘nap,’ and d[image: U+026A]m ‘dim’ and d[image: U+026A]n ‘din,’ though differing only slightly with respect to m and n, are different morphemes, in this case, different words with different meanings. If d[image: U+026A]m ‘dim’ and d[image: U+026A]n ‘din’ are different morphemes, why shouldn’t [image: U+026A]m- and [image: U+026A]n- be treated as different morphemes, that is, different prefixes? Put another way, how do we know that they are not five different prefixes?
Linguists determine whether two or more distinct phonetic forms are different morphemes or variants of the same morpheme on the basis of at least three criteria: (a) semantic identity; (b) morphological identity; and (c) phonological relation. First and foremost, linguists look at whether these distinct phonetic forms are connected semantically, that is, whether they share a meaning. If they do, this suggests that they may be variants of one morpheme rather than different morphemes. We can refer to this criterion as semantic identity. Second, linguists examine the morphological processes these phonetic forms participate in to see whether they are identical. By “morphological processes” we refer to what type of forms they attach to and what they produce as a result. If they participate in identical morphological processes, this is another clue that they may be variants of one morpheme. We can refer to this criterion as morphological identity. The assumption here is this. If the different phonetic forms are different morphemes, then there is no reason why they should have identical meanings or participate in identical morphological processes. But if they are variants of the same morpheme, then semantic and morphological identities are to be expected.
Let’s apply these two criteria to [image: U+026A]m-, [image: U+026A][image: U+0271]-, [image: U+026A]n-, [image: U+026A][image: U+014B]-, and [image: U+026A]-. The words in (1), in which we find these five distinct phonetic forms, can all be translated roughly as ‘not something.’ This suggests that these distinct phonetic forms have a shared meaning, that is, ‘not.’ Moreover, they all affix to an adjective. This affixation produces as a result words that are still adjectives. This means that the distinct phonetic forms all participate in an identical morphological process. Clearly the five phonetic forms satisfy both the semantic and morphological identity criteria. Should we conclude, then, that these phonetic forms are variants of the same morpheme, in other words, one prefix? The answer is no. The semantic and morphological identity criteria, though promising, are not sufficient to establish that the five phonetic forms are one prefix. The reason is this. Consider the prefix spelled as un- in words such as ‘unimportant’ or ‘unbelievable.’ This prefix means ‘not.’ It affixes to an adjective and returns as a result an adjective. If semantic and morphological identities are the only criteria, un- should be treated as a variant of the morpheme meaning ‘not’ as well. Those of you who are native speakers of English probably have an intuition that un- is different from the other five. What distinguishes un-? Clearly, it is not semantic or morphological identity. What is it?
Apart from these two criteria, linguists look at a third criterion, that is, whether the different phonetic forms are related phonologically. We can refer to this third criterion as phonological relation. If we say that [image: U+026A]m-, [image: U+026A][image: U+0271]-, [image: U+026A]n-, [image: U+026A][image: U+014B]-, and [image: U+026A]- are one prefix, then it is important to explain how this one prefix can have so many distinct pronunciations or phonetic variants and how these variants are related. This is the question that phonological analysis seeks to answer. Through the analysis, we attempt to determine whether the phonetic variants are related and, if yes, how they are related. We will return to the question of why un- is different after the analysis in section 3.
3. Analysis
In analyzing problems of alternation, linguists generally start by identifying the conditions triggering the alternation. To do this, linguists study the contexts in which the different phonetic forms appear. The goal is to determine whether there is a pattern to the alternation, that is, whether the different phonetic forms are predictable from the surrounding environments. In section 3.1, we show how the conditions triggering an alternation can be identified. Once it is established that there is a pattern to the alternation and the pattern is understood, linguists then construct an analysis of the problem. In relation to alternation, the analysis seeks to address two central questions: (a) how come the forms that are pronounced differently mean the same thing? and (b) how are these different phonetic forms related? The first question concerns semantic identity while the second focuses on phonetic forms. We show that the analysis presented in 3.2 can help us understand both of these questions.
3.1 Identifying the condition triggering the alternation
In discussions of distributional problems in Unit 1, we have learned that sounds are subject to co-occurrence restrictions. These restrictions limit what sounds can appear together or where sounds can appear, such as in a word or syllable. We learned that sounds are not entirely free to appear anywhere and that their distributions are subject to contextual constraints. We learned that to discover these contextual constraints, we need to look at surrounding sounds and structural positions. In discussions of sounds in complementary distribution, that is, allophones, we showed that we can discover the contextual constraints if we arrange the words in columns, according to the allophones. Arranging the data in columns makes it easier to compare and discover the differences in distribution of different allophones. In (4), we do just that, except that the data in (1) are sorted not according to allophones, but according to the phonetic variants [image: U+026A]m-, [image: U+026A][image: U+0271]-, [image: U+026A]n-, [image: U+026A][image: U+014B]-, and [image: U+026A]-.
	(4) 		[image: U+026A]m-	[image: U+026A][image: U+0271]-	[image: U+026A]n-	[image: U+026A][image: U+014B]-	[image: U+026A]-
	[image: U+026A]mp[image: U+0251]s[image: U+0259]bl	[image: U+026A][image: U+0271]fleks[image: U+0259]bl	[image: U+026A]nt[image: U+0252]l[image: U+0259]r[image: U+0259]bl	[image: U+026A][image: U+014B]k[image: U+0252]ns[image: U+026A]d[image: U+0259]re[image: U+026A]t	[image: U+026A]m[image: U+0259]t[image: U+0283][image: U+028A][image: U+0259]
	[image: U+026A]mpr[image: U+0252]b[image: U+0259]bl	[image: U+026A][image: U+0271]f[image: U+0252]l[image: U+026A]bl	[image: U+026A]ntænd[image: U+0292][image: U+026A]bl	[image: U+026A][image: U+014B]k[image: U+0252][image: U+014B]gr[image: U+028A][image: U+0259]s	[image: U+026A]m[image: U+0259]t[image: U+026A]r[image: U+026A][image: U+0259]l
		[image: U+026A][image: U+0271]ver[image: U+026A][image: U+0259]bl	[image: U+026A]nd[image: U+026A]f[image: U+0259]ns[image: U+026A]bl	[image: U+026A][image: U+014B]gl[image: U+0252]r[image: U+026A][image: U+0259]s	
		[image: U+026A][image: U+0271]v[image: U+026A]s[image: U+026A]bl	[image: U+026A]nd[image: U+026A]str[image: U+028C]kt[image: U+0259]bl		
			[image: U+026A]ns[image: U+026A]ns[image: U+026A][image: U+0259]		
			[image: U+026A]nse[image: U+026A]n		
			[image: U+026A]n[image: U+0259]tent[image: U+026A]v		
			[image: U+026A]n[image: U+0259]pr[image: U+0259][image: U+028A]pr[image: U+026A]e[image: U+026A]t		




One thing we learned from analyzing distributional problems is that the surrounding environment can impact the distribution of sounds. As [image: U+026A]m-, [image: U+026A][image: U+0271]-, [image: U+026A]n-, [image: U+026A][image: U+014B]-, and [image: U+026A]- are composed of sounds, these phonetic forms are likely to be affected by the surrounding environment as well. To determine whether and how these forms are affected by their environment, we need to examine the context before and after these variants. In (5), we list the segments that can appear before and after each phonetic form. Identical environments are shown only once. We use “pre” and “post” to refer to the preceding and following environments, respectively. The pound sign (#) marks the word boundary. With regard to the following environment, we focus first on the immediately following sound, because as we have learned, the immediately surrounding sounds tend to have the most direct impact on sound distribution.
	(5) 	Distribution of the five phonetic forms meaning ‘not’
	[image: U+026A]m-	[image: U+026A][image: U+0271]-	[image: U+026A]n-	[image: U+026A][image: U+014B]-	[image: U+026A]-
	pre	post	pre	post	pre	post	pre	post	pre	post
	#	p	#	f	#	t	#	k	#	m
				v		d		g		
						s				
						[image: U+0259]				






We see from (5) that all five phonetic variants can appear word-initially. We can thus eliminate the preceding environment as the factor determining the distribution of the five phonetic forms. If we compare the sounds that immediately follow these five variants, we notice that they appear before entirely different sounds. For instance, [image: U+026A]m- can appear immediately before p. No other phonetic variant can appear before p. To use an expression you should be familiar with by now, the five phonetic variants appear in mutually exclusive environments; that is, they are in complementary distribution. To see this, let’s look at (6), which lists the following sound or sounds that can or cannot co-occur with each of these phonetic variants. Note that the unattested patterns are marked by asterisks.
	(6) 	Distribution of the five phonetic forms meaning ‘not’
	[image: U+026A]m-	[image: U+026A][image: U+0271]-	[image: U+026A]n-	[image: U+026A][image: U+014B]-	[image: U+026A]-
	[image: U+026A]m-	p	*[image: U+026A][image: U+0271]-	p	*[image: U+026A]n-	p	*[image: U+026A][image: U+014B]-	p	*[image: U+026A]-	p
	*[image: U+026A]m-	f	[image: U+026A][image: U+0271]-	f	*[image: U+026A]n-	f	*[image: U+026A][image: U+014B]-	f	*[image: U+026A]-	f
	*[image: U+026A]m-	v	[image: U+026A][image: U+0271]-	v	*[image: U+026A]n-	v	*[image: U+026A][image: U+014B]-	v	*[image: U+026A]-	v
	*[image: U+026A]m-	t	*[image: U+026A][image: U+0271]-	t	[image: U+026A]n-	t	*[image: U+026A][image: U+014B]-	t	*[image: U+026A]-	t
	*[image: U+026A]m-	d	*[image: U+026A][image: U+0271]-	d	[image: U+026A]n-	d	*[image: U+026A][image: U+014B]-	d	*[image: U+026A]-	d
	*[image: U+026A]m-	s	*[image: U+026A][image: U+0271]-	s	[image: U+026A]n-	s	*[image: U+026A][image: U+014B]-	s	*[image: U+026A]-	s
	*[image: U+026A]m-	[image: U+0259]	*[image: U+026A][image: U+0271]-	[image: U+0259]	[image: U+026A]n-	[image: U+0259]	*[image: U+026A][image: U+014B]-	[image: U+0259]	*[image: U+026A]-	[image: U+0259]
	*[image: U+026A]m-	k	*[image: U+026A][image: U+0271]-	k	*[image: U+026A]n-	k	[image: U+026A][image: U+014B]-	k	*[image: U+026A]-	k
	*[image: U+026A]m-	g	*[image: U+026A][image: U+0271]-	g	*[image: U+026A]n-	g	[image: U+026A][image: U+014B]-	g	*[image: U+026A]-	g
	*[image: U+026A]m-	m	*[image: U+026A][image: U+0271]-	m	*[image: U+026A]n-	m	*[image: U+026A][image: U+014B]-	m	[image: U+026A]-	m






The distribution of the five phonetic variants is complementary, very much like the allophones that we showed to be in complementary distribution in Unit 1. Linguists refer to this type of phenomenon as alternation. By alternation, we refer to phenomena in which one morpheme, whether it is an affix, root, stem or word, has two or more phonetic forms. Anticipating the conclusion that [image: U+026A]m-, [image: U+026A][image: U+0271]-, [image: U+026A]n-, [image: U+026A][image: U+014B]-, and [image: U+026A]- are indeed the surface manifestations of one morpheme, we see this morpheme can be pronounced as [image: U+026A]m- before p, as [image: U+026A][image: U+0271]- before f and v, as [image: U+026A]n- before t, d, s, and [image: U+0259], as [image: U+026A][image: U+014B]- before k and g, and finally as [image: U+026A]- before m. In other words, this morpheme alternates in pronunciation.
As a phenomenon, alternation is similar to the phenomenon of complementary distribution in that the different phonetic forms of the morpheme appear in mutually exclusive or complementary environments. In this respect, the distribution of the phonetic variants of a morpheme is similar to the sounds in complementary distribution. What distinguishes alternation from complementary distribution is that the phonetic variants being compared in problems of alternation such as [image: U+026A]m- or [image: U+026A][image: U+0271]- possess a meaning. Moreover, they possess an identical meaning. This is not the case with phenomena we refer to as complementary distribution. In problems of complementary distribution, the objects being compared are sounds such as the Luganda liquids l and r. Unlike the phonetic variants of a morpheme such as [image: U+026A]m- or [image: U+026A][image: U+0271]-, the sounds in complementary distribution such as l and r in Luganda do not possess a meaning. Thus, the core difference distinguishing alternation from complementary distribution is whether the objects that appear in mutually exclusive environments carry a meaning or not. If they carry a meaning, then it is a case of alternation. If not, it is a problem of distribution.
Apart from the fact that both the allophones and the phonetic variants of a morpheme can appear in mutually exclusive environments, alternation is similar to distribution in another respect. It is often, though not always, the case that the restrictions observed in distribution are identical to those imposed on the phonetic variants of a morpheme in cases of alternation. For instance, we note in Chapter 2 that English allows mp and mb within a morpheme, but does not allow np and nb. This is a case of distribution. These distributional restrictions are reflected in alternation such that only mp and mb are permitted across morpheme boundaries. In (7), we provide a side-by-side comparison for selected nasal plus plosive sequences in English to show that the restrictions observed in distribution are identical to those seen in alternation.

	(7) 	Comparison of the restrictions in distribution and alternation

		Distribution	Alternation		Distribution	Alternation		Distribution	Alternation
	mp	b[image: U+028C]mp	[image: U+026A]mp[image: U+0251]s[image: U+0259]bl	mt	***	***	mk	***	***
	mb	k[image: U+0252]mbæt	[image: U+026A]mbæl[image: U+0259]ns	md	***	***	mg	***	***
	np	***	***	nt	tent	[image: U+026A]ntænd[image: U+0292][image: U+026A]bl	nk	***	***
	nb	***	***	nd	bænd	[image: U+026A]nd[image: U+026A]f[image: U+0259]ns[image: U+026A]bl	ng	***	***
	[image: U+014B]p	***	***	[image: U+014B]t	***	***	[image: U+014B]k	tæ[image: U+014B]k	[image: U+026A][image: U+014B]k[image: U+0252][image: U+014B]gr[image: U+028A][image: U+0259]s
	[image: U+014B]b	***	***	[image: U+014B]d	***	***	[image: U+014B][image: U+0261]	æ[image: U+014B][image: U+0261][image: U+0259]	[image: U+026A][image: U+014B]gl[image: U+0252]r[image: U+026A][image: U+0259]s






If you think about it, the fact that identical restrictions are seen in both distribution and alternation is not that surprising. After all, a morpheme is made up of sounds. When this morpheme comes in contact with other morphemes, sounds come in contact. Consequently, these sounds may be subject to the same restrictions on sound sequences observed in patterns of distribution. When you are exposed to more alternation phenomena, you will see that the restrictions observed in distribution are often the reason triggering morphemes to alternate so that they conform to the co-occurrence restrictions on sounds in the language.
To summarize, we examined the contexts in which each of the five phonetic variants meaning ‘not’ appears. We determined through this examination that they appear in mutually exclusive environments. This means that there is a pattern to the alternation, that is, we can predict the precise variant to be used on the basis of the immediately following segment. If an adjective starts with k or g, we know that only [image: U+026A][image: U+014B]- can be prefixed to this adjective. Determining the conditions that trigger an alternation is an important step in analyzing problems of alternation. But this is not the only step. We have yet to explain how the five forms are related. We show next how linguists see the relation in alternating forms and how this relation is expressed through the analysis.
3.2 Constructing an analysis
Recall that in analyses of allophones, we proposed the idea that allophones, though acoustically different, are related and they arise from the same underlying sound, which we refer to as a phoneme. To implement this idea, we proposed that each sound has two representations: (a) a surface representation and (b) an underlying representation. We can think of the surface representation of a sound as equivalent to how it is pronounced. However, the underlying representation of this sound may or may not correspond to its surface form. Recall that we proposed that the sounds we analyzed as allophones have the same underlying representation. The different surface sounds – that is, allophones – are derived from this underlying sound by phonological rules, which convert an underlying representation to its surface forms under specific conditions. This analysis accomplishes two objectives. First, it provides an account of why the seemingly independent sounds are not independent in their distribution, unlike the sounds we analyze as phonemes. Second, this analysis provides an explanation of why the sounds we analyze as allophones in a particular language are often thought of as one sound by speakers of that language. Native speakers often do not distinguish one allophone from another. They often do not even realize they are different sounds acoustically unless their attention is focused on these sounds. By representing the allophones with an identical underlying representation, this analysis claims that they are one sound, which is why they are viewed as such by the speakers of that language.
In this section, we apply this way of thinking about allophones to the analysis of phonological alternation. Two properties of an alternation call for an explanation. First, the forms that differ phonetically normally differ in meaning. That is, different phonetic forms are usually different morphemes with different meanings. We illustrated this generalization, using examples such as d[image: U+026A]m ‘dim’ and d[image: U+026A]n ‘din.’ These two forms, though differing only with respect to the ending nasals, are two different words with different meanings. Why is it the case that [image: U+026A]m- and [image: U+026A]n-, which differ with respect to the same ending nasals, mean the same thing? In other words, the analysis needs to address why [image: U+026A]m-, [image: U+026A][image: U+0271]-, [image: U+026A]n-, [image: U+026A][image: U+014B]-, and [image: U+026A]- are identical in meaning. Second, this analysis needs to make explicit the relation among the five forms such that we understand not only why they possess an identical meaning but also how this meaning comes to be represented by five distinct phonetic forms.
Following the idea that sounds have two representations, we propose that each morpheme has two representations: (a) a surface representation and (b) an underlying representation. We can equate the surface representation of a morpheme with its actual pronunciation. With regard to the problem in question, we can assume that [image: U+026A]m-, [image: U+026A][image: U+0271]-, [image: U+026A]n-, [image: U+026A][image: U+014B]-, and [image: U+026A]- are the surface forms, because this is how they are pronounced in (1). We mentioned that an underlying representation may or may not correspond to the surface representation. If underlying representations are completely identical to surface representations, the five phonetic forms should have the underlying representations in (8).
	(8) 	Underlying representations assuming that they are completely identical to the surface forms
	UR	/[image: U+026A]m-/	/[image: U+026A][image: U+0271]-/	/[image: U+026A]n-/	/[image: U+026A][image: U+014B]-/	/[image: U+026A]-/
	SR	[[image: U+026A]m-]	[[image: U+026A][image: U+0271]-]	[[image: U+026A]n-]	[[image: U+026A][image: U+014B]-]	[[image: U+026A]-]






According to these underlying representations, these five forms are not related at all. Note that they differ in both underlying and surface forms. Representing these five forms with distinct underlying representations is tantamount to claiming that they are five different morphemes, which all happen to mean ‘not.’ In other words, it remains accidental and unexplained that they have a shared meaning. Clearly this is not a desirable approach if we wish to understand why the five forms have a shared meaning.
The alternative is to consider the possibility that the five forms are derived from one underlying representation, just as allophones are derived from one underlying sound. This proposal has the advantage of explaining why these five phonetically different forms have an identical meaning, because, deep down, they are the same. This possibility raises the following question: What is the underlying representation of the five forms? If we assume that the underlying representation is equivalent to one of the five forms, there are then five possible underlying representations to consider. These five possibilities correspond to each of the five forms. For now, let’s focus on two of the five possibilities. One possibility is to assume that the underlying representation is /[image: U+026A]m-/ as in (9a). The second possibility is to assume that they derive from /[image: U+026A]n-/ as in (9b).
	(9) 	Underlying representations assuming either /[image: U+026A]m-/ or /[image: U+026A]n-/ is the underlying form
	a. 		UR			/[image: U+026A]m-/		
	SR	[[image: U+026A]m-]	[[image: U+026A][image: U+0271]-]	[[image: U+026A]n-]	[[image: U+026A][image: U+014B]-]	[[image: U+026A]-]




	b. 		UR			/[image: U+026A]n-/		
	SR	[[image: U+026A]m-]	[[image: U+026A][image: U+0271]-]	[[image: U+026A]n-]	[[image: U+026A][image: U+014B]-]	[[image: U+026A]-]







According to this line of thinking, [image: U+026A]m-, [image: U+026A][image: U+0271]-, [image: U+026A]n-, [image: U+026A][image: U+014B]-, and [image: U+026A]- originate from an identical underlying representation – /[image: U+026A]m-/ or /[image: U+026A]n-/ – regardless of their actual phonetic forms. In what follows, we compare these two proposals and consider their implications for the rules needed. We will consider the possibilities of selecting /[image: U+026A][image: U+0271]-/, /[image: U+026A][image: U+014B]-/ or /[image: U+026A]-/ as the underlying representation in conjunction with (9a) later.
Proposal 1: (9a)
In (10), we provide the underlying representations for five actual words in (1) under the assumption that /[image: U+026A]m-/ is the underlying representation for the prefix meaning ‘not.’ These underlying representations are juxtaposed with the attested surface forms so that we can see what rules are necessary.
	(10) 	Comparison of underlying and surface representations assuming /[image: U+026A]m-/ as the underlying form
	UR	/[image: U+026A]m-p[image: U+0251]s[image: U+0259]bl/	/[image: U+026A]m-fleks[image: U+0259]bl/	/[image: U+026A]m-t[image: U+0252]l[image: U+0259]r[image: U+0259]bl/	/[image: U+026A]m-k[image: U+0252]ns[image: U+026A]d[image: U+0259]re[image: U+026A]t/	/[image: U+026A]m-m[image: U+0259]t[image: U+0283][image: U+028A][image: U+0259]/
	SR	[[image: U+026A]m-p[image: U+0251]s[image: U+0259]bl]	[[image: U+026A][image: U+0271]-fleks[image: U+0259]bl]	[[image: U+026A]n-t[image: U+0252]l[image: U+0259]r[image: U+0259]bl]	[[image: U+026A][image: U+014B]-k[image: U+0252]ns[image: U+026A]d[image: U+0259]re[image: U+026A]t]	[[image: U+026A]-m[image: U+0259]t[image: U+0283][image: U+028A][image: U+0259]]






Except for the first form, all of the remaining underlying representations (highlighted in bold) differ from the attested surface forms in English. In the case of /[image: U+026A]m-fleks[image: U+0259]bl/, we need a rule that changes /m/ into [[image: U+0271]]. We learned in section 3.1 that [image: U+026A][image: U+0271]- appears only before f and v. We can state this rule informally as in (11a). With respect to cases such as /[image: U+026A]m-t[image: U+0252]l[image: U+0259]r[image: U+0259]bl/, we need a rule that converts /m/ into [n]. We can state this rule tentatively as in (11b). Regarding /[image: U+026A]m-k[image: U+0252]ns[image: U+026A]d[image: U+0259]re[image: U+026A]t/, we need a rule turning /m/ into [[image: U+014B]] if it precedes k and g. Finally, we need to delete m from /[image: U+026A]m-m[image: U+0259]t[image: U+0283][image: U+028A][image: U+0259]/ to derive [[image: U+026A]-m[image: U+0259]t[image: U+0283][image: U+028A][image: U+0259]]. We can state this rule as in (11d). Note that Ø represents ‘zero’ or ‘nothing’ in (11d). Thus, (11d) means that m becomes zero or nothing, that is, deleted if preceding another m.
	(11) 		a. 	m [image: U+2192] [image: U+0271] / ___ f, v



	b. 	m [image: U+2192] n / ___ t, d, s, [image: U+0259]



	c. 	m [image: U+2192] [image: U+014B] / ___ k, g



	d. 	m [image: U+2192] Ø / ___ m






Note that we state these rules separately so that you can see what is necessary to convert the underlying representations to the surface forms. We do not mean to imply that they are necessarily different rules. We will consider the precise statement of these rules later.
Let’s consider what the three rules in (11a) through (11c) attempt to express. The symbol [image: U+0271] represents a labio-dental nasal. The sounds f and v are labio-dental fricatives. The rule in (11a) states that a bilabial nasal m becomes labio-dental – that is, [image: U+0271] – if it is followed by a labio-dental sound. In other words, a nasal assimilates in place of articulation to the immediately following sound, with the result that the nasal becomes more like the following sounds as a result of the change caused by the rule. You can see this schematically in (12).
	(12) 		Before the change	After the change
	m	f/v	[image: U+0271]	f/v
	bilabial	labio-dental	labio-dental	labio-dental




Linguists refer to this type of process as assimilation. Assimilation is a process whereby non-similar sounds become similar through changes such as in the place of articulation here. Assimilation is driven by the need to ease articulation. When two or more sounds are produced in quick succession, we tend to ease production by employing the same articulators and articulator movements to produce successive sounds, resulting in the alternation seen here. Assimilation is widely attested in human languages and affects a wide range of segments including consonants and vowels. Sounds do not just assimilate in place of articulation but also in nasality, height, backness, voicing, tone, etc. Assimilation may be partial in that the affected sounds become similar only with respect to some feature such as in place of articulation. Assimilation may be total in that the affected sounds become completely identical as a result of assimilation. As a rule, (11a) expresses a natural process of assimilation. This is the case with (11c) as well. According to (11c), a bilabial nasal becomes a velar nasal [image: U+014B] if it appears before a velar k or g. This is again a process of assimilation. Part of (11b), that is, [m [image: U+2192] n / ___ t, d, s], can also be understood as a natural process of assimilation. This part of the rule states that a bilabial nasal becomes an alveolar nasal n if it appears before alveolar consonants t, d, and s.
The problem with this proposal lies with part of (11b), that is, [m [image: U+2192] n / ___ [image: U+0259]], which states that a bilabial nasal becomes an alveolar nasal if it precedes the vowel [image: U+0259]. This part of the rule cannot be viewed as an assimilation in the same way as we view (11a) or (11c). Linguists classify vowels according to lip rounding and tongue position such as tongue height and backness, as these dimensions crucially distinguish one vowel from another. In contrast, consonants are distinguished by, among other things, places of articulation, places we identify as bilabial, alveolar, velar, etc. There is no reason why a vowel such as the schwa should force a bilabial nasal to become an alveolar nasal. The result of such a change does not render the nasal more like the vowel. Linguists generally take this problem as an indication that the underlying representation cannot be /[image: U+026A]m-/ because it necessitates a rule such as [m [image: U+2192] n / ___[image: U+0259]] and because this rule does not make sense from the point of articulation. This problem does not just arise from /[image: U+026A]m-/ as the underlying representation. Another reason that /[image: U+026A][image: U+0271]-/, /[image: U+026A][image: U+014B]-/, or /[image: U+026A]-/ cannot be underlying is that they all require a nasal to change its place of articulation before a vowel. For this reason, we will not pursue them as possible underlying representations. Linguists generally take this problem as an indication that the underlying or default form of the prefix is /[image: U+026A]n-/. With this underlying representation, it is not necessary to change /[image: U+026A]n-/ into something else before a vowel because /[image: U+026A]n-/ surfaces as [[image: U+026A]n-] in front of a vowel-initial adjective. As we demonstrate next, under this underlying representation, all of the changes that /[image: U+026A]n-/ undergoes can be viewed as a natural process of place assimilation.
Proposal 2: (9b)
In (13), we provide the underlying representations for the same five words as those in (10), except that the underlying representation for the prefix is changed to /[image: U+026A]n-/.
	(13) 	Comparison of underlying and surface representations assuming /[image: U+026A]n-/ as the underlying form
	UR	/[image: U+026A]n-p[image: U+0251]s[image: U+0259]bl/	/[image: U+026A]n-fleks[image: U+0259]bl/	/[image: U+026A]n-t[image: U+0252]l[image: U+0259]r[image: U+0259]bl/	/[image: U+026A]n-k[image: U+0252]ns[image: U+026A]d[image: U+0259]re[image: U+026A]t/	/[image: U+026A]n-m[image: U+0259]t[image: U+0283][image: U+028A][image: U+0259]/
	SR	[[image: U+026A]m-p[image: U+0251]s[image: U+0259]bl]	[[image: U+026A][image: U+0271]-fleks[image: U+0259]bl]	[[image: U+026A]n-t[image: U+0252]l[image: U+0259]r[image: U+0259]bl]	[[image: U+026A][image: U+014B]-k[image: U+0252]ns[image: U+026A]d[image: U+0259]re[image: U+026A]t]	[[image: U+026A]-m[image: U+0259]t[image: U+0283][image: U+028A][image: U+0259]]






According to (13), except for /[image: U+026A]n-t[image: U+0252]l[image: U+0259]r[image: U+0259]bl/, all remaining underlying representations (that is, those in bold) must undergo some change if we are to derive the surface forms. With regard to /[image: U+026A]n-p[image: U+0251]s[image: U+0259]bl/, we need a rule that changes /n/ into [m]. We state this rule informally in (14a). Note that in (14a), we list both p and m as the triggering segments for the following reason. We want the rule in (14a) to apply to /[image: U+026A]n-m[image: U+0259]tyr/ as well. Applying (14a) to /[image: U+026A]n-m[image: U+0259]t[image: U+0283][image: U+028A][image: U+0259]/ produces an intermediate form [image: U+026A]m-m[image: U+0259] t[image: U+0283][image: U+028A][image: U+0259], which can then undergo the rule in (14d). We will consider the precise formulation of the rule in (14d) later. To derive [[image: U+026A][image: U+0271]-] and [[image: U+026A][image: U+014B]-] from /[image: U+026A]n-/, we need the rules in (14b) and (14c).
	(14) 		a. 	n [image: U+2192] m / ___ p, m



	b. 	n [image: U+2192] [image: U+0271] / ___ f, v



	c. 	n [image: U+2192] [image: U+014B] / ___ k, g



	d. 	m [image: U+2192] Ø / ___ m






Note that the three rules in (14a) through (14c) all express a natural process of assimilation. In (14a), the alveolar nasal becomes bilabial if it precedes a bilabial. In (14b), the nasal becomes labio-dental if it precedes a labio-dental. Finally, in (14c), the nasal becomes velar if it precedes a velar. Put simply, these three rules express a natural process of place assimilation in which an alveolar nasal acquires the place of articulation of the following consonant, whether this consonant is bilabial, labio-dental, or velar. Note that the problem we raised for /[image: U+026A]m-/ does not apply to /[image: U+026A]n-/ as the underlying representation. Forms such as [image: U+026A]n[image: U+0259]tent[image: U+026A]v ‘inattentive’ have /[image: U+026A]n-/ in their underlying representation. That is, [image: U+026A]n[image: U+0259]tent[image: U+026A]v has /[image: U+026A]n-[image: U+0259]tent[image: U+026A]v/ as its underlying representation. There is no need to change /[image: U+026A]n-/ in front of a vowel-initial adjective because it is realized as [[image: U+026A]n-].
Now that we have established /[image: U+026A]n-/ as the underlying representation, consider how we might formulate the four rules in (14). First, let’s consider the first three rules in (14). These three rules differ from (14d). They express an assimilation process while (14d) expresses a deletion process. Consequently, these three rules cannot be combined with (14d). There is, however, something similar about the rules in (14a) through (14c). They all target the same alveolar nasal. Moreover, as a result of all three rules, this nasal becomes identical in place of articulation to the following consonant. Owing to these similarities, we can view (14a), (14b), and (14c) as one process. We can refer to this process as Nasal Place Assimilation since it is the nasal that assimilates in place.
	(15) 	Nasal Place Assimilation: [+nasal] [image: U+2192] [αplace] / ___ [αplace]



You can think of [αplace] as a variable just as X and Y represent variables in mathematics. By labelling this variable as [place], we refer to a [place] variable. Consonants vary in places of articulation from bilabial to alveolar to velar, etc. As a place variable, [αplace] can have any of these place values. The crucial thing about this rule is the specification of both the rule outcome and the trigger as [αplace]. This notation is intended to communicate that the outcome and the trigger of the rule must be identical in their place of articulation. In other words, this rule is a simplified notation for the rules in (16).
	(16) 		a. 		[+nasal] [image: U+2192] [labial]	/ ___ [labial]




	b. 		[+nasal] [image: U+2192] [labio-dental]	/ ___ [labio-dental]




	c. 		[+nasal] [image: U+2192] [velar]	/ ___ [velar]







Now consider the nasal deletion rule [m [image: U+2192] Ø / ___ m] in (14d). This rule states that m is deleted if it precedes m. This rule expresses a process of identical consonant deletion. Linguists refer to sequences of identical consonants or a long consonant such as mm, tt, or zz as geminate consonants or plainly geminates. English does not allow geminates, unlike many other languages. When geminates are created through morpheme concatenation such as prefixation and phonological processes such as Nasal Place Assimilation, one member of these identical consonants is removed through deletion, which is what happens to mm. In light of the fact that geminates are not attested at all in English, we can state (14d) more globally as an antigemination process, that is, a process that eliminates geminates.
	(17) 	Antigemination: Cα [image: U+2192] Ø / ___ Cα



Cα represents a consonant variable, just like [αplace]. The specification of the rule target and trigger as Cα is intended to mean that the target and trigger consonants must be identical for this rule to apply. Note that formulating the nasal deletion globally as Antigemination in (17) provides an account not just of the nasal deletion here but also of why other geminates such as tt or ss are not attested. Even if such geminates emerge through morpheme concatenation or phonological processes, they are eliminated by Antigemination.
In (18), we provide a detailed step-by-step derivation for five words. The derivations proceed vertically from the top to the bottom row, starting with the underlying representations to the application of Nasal Place Assimilation in (15) followed by Antigemination in (17).
	(18) 	Derivations
	UR	/[image: U+026A]n-p[image: U+0251]s[image: U+0259]bl/	/[image: U+026A]n-fleks[image: U+0259]bl/	/[image: U+026A]n-t[image: U+0252]l[image: U+0259]r[image: U+0259]bl/	/[image: U+026A]n-k[image: U+0252]ns[image: U+026A]d[image: U+0259]re[image: U+026A]t/	/[image: U+026A]n-m[image: U+0259]t[image: U+0283][image: U+028A][image: U+0259]/
	(15)	[image: U+026A]m-p[image: U+0251]s[image: U+0259]bl	[image: U+026A][image: U+0271]-fleks[image: U+0259]bl	NA	[image: U+026A][image: U+014B]-k[image: U+0252]ns[image: U+026A]d[image: U+0259]re[image: U+026A]t	[image: U+026A]m-m[image: U+0259]t[image: U+0283][image: U+028A][image: U+0259]
	(17)	NA	NA	NA	NA	[image: U+026A]-m[image: U+0259]t[image: U+0283][image: U+028A][image: U+0259]
	SR	[[image: U+026A]m-p[image: U+0251]s[image: U+0259]bl]	[[image: U+026A][image: U+0271]-fleks[image: U+0259]bl]	[[image: U+026A]n-t[image: U+0252]l[image: U+0259]r[image: U+0259]bl]	[[image: U+026A][image: U+014B]-k[image: U+0252]ns[image: U+026A]d[image: U+0259]re[image: U+026A]t]	[[image: U+026A]-m[image: U+0259]t[image: U+0283][image: U+028A][image: U+0259]]






The five phonetic forms of the prefix emerge from two rules: Nasal Place Assimilation and Antigemination. Note with respect to /[image: U+026A]n-m[image: U+0259]t[image: U+0283][image: U+028A][image: U+0259]/, the ordering of Nasal Place Assimilation before Antigemination is important. Given the formulation of the nasal deletion as Antigemination, it is important that Nasal Place Assimilation applies first to turn /n/ into [m] to create a geminate consonant, which is then subject to deletion by Antigemination.
At the onset of this subsection, we stated that two properties of this alternation require an explanation. First, we need to explain why the five phonetically different forms [image: U+026A]m-, [image: U+026A][image: U+0271]-, [image: U+026A]n-, [image: U+026A][image: U+014B]-, and [image: U+026A]- possess an identical meaning. We accomplish this objective by representing these five forms in the same way as /[image: U+026A]n-/. In other words, these five forms are all derived from the same underlying source. As such, they should have a shared meaning. Second, if these five forms are all /[image: U+026A]n-/ in underlying representation, how do we end up with five distinct surface forms? We accomplish this objective by claiming that they emerge from the two rules, which act upon the underlying representations to yield the five distinct surface outcomes for the prefix. This analysis claims that [image: U+026A]m-, [image: U+026A][image: U+0271]-, [image: U+026A]n-, [image: U+026A][image: U+014B]-, and [image: U+026A]- are one morpheme, more precisely, one prefix. We can refer to this morpheme as the in- morpheme as its underlying form is /[image: U+026A]n-/. This in- prefix has five phonetic forms. Linguists refer to these five forms as allomorphs. Just like allophones, allomorphs consist of two parts: allo and morph. According to Webster’s Third New International Dictionary, allo means “being one of a group whose members together constitute a structural unit.” With respect to allomorphs, the structural unit is a morpheme. A morpheme can include either one or more members. The members of a morpheme are referred to as allomorphs. Linguists view the members of a morpheme, that is, allomorphs, as differing in their phonetic forms. For this reason, allomorphs are defined as the phonetic variants of the same morpheme. Just as allophones are the phonetic variants of the same underlying phoneme, the allomorphs are the phonetic variants of the same underlying morpheme. We illustrate the relation between the morpheme and its allomorphs in (19).
	(19) 		Morpheme	/[image: U+026A]n-/
	
	Allomorphs	[[image: U+026A]m-]	[[image: U+026A][image: U+0271]-]	[[image: U+026A]n-]	[[image: U+026A][image: U+014B]-]	[[image: U+026A]-]




It is important to note that not all morphemes have more than one allomorph. Take the English noun root kæt ‘cat,’ for example. This root is pronounced as kæt whether it appears without the plural suffix, as in kæt ‘cat,’ or with the plural suffix, as in kæts ‘cats.’ Thus the morpheme /kæt/ has only one allomorph [kæt]. Morphemes such as /kæt/ represent the norm. Part of the reason why alternation is of interest to linguists is that they break away from this norm, making it necessary to explain how one morpheme has different phonetic forms.
In the remaining chapters of this unit, we show that alternation takes many different forms. It affects not just the prefix, but also roots and suffixes. Moreover, the number of outputs of alternation varies significantly. Some alternations produce two distinct outputs while others can produce many more. Moreover, different alternations might interact, creating complex patterns of interactions. An example of such interaction is presented in Chapter 8, which shows an interaction between a root alternation and a suffix alternation. Consequently, alternation, as a type of phonological problem, can be quite challenging to analyze. This and the following chapters are designed to develop your ability to handle problems of alternation.
4. The distribution of [image: U+014B] and its orthographic representation
We introduced in Chapter 2 a problem of distribution involving the English nasal sounds m, n, and [image: U+014B]. We noted that these nasals are not identical in their distribution. Though the bilabial and alveolar nasals m and n can appear in syllable onset as well as in syllable coda, the velar nasal [image: U+014B] is restricted to the syllable coda in English. No English word has [image: U+014B] in syllable onset unless it is a foreign word or borrowing from another language. In addition to this distributional restriction, we note that [image: U+014B] is represented in English spelling by the letter n as in bæ[image: U+014B]k ‘bank’ or the two-letter sequence ng as in l[image: U+0252][image: U+014B] ‘long.’ The letter and the letter sequence have in common the letter n that normally corresponds to the alveolar nasal sound n. These two puzzles involving [image: U+014B] – the restriction on its distribution and its orthographic representation – require an explanation. We show here that this analysis of the in- alternation provides insights into these puzzles.
The nasal sounds m and n are phonemes in English. Evidence for this comes from minimal pairs such as mæp ‘map’ versus næp ‘nap’ and se[image: U+026A]m ‘same’ and se[image: U+026A]n ‘sane,’ which show that m and n contrast in both syllable onset and syllable coda. However, [image: U+014B] is contrastive only in syllable coda, unlike m and n in English. We have minimal pairs such as k[image: U+026A]m ‘Kim,’ k[image: U+026A]n ‘kin,’ and k[image: U+026A][image: U+014B] ‘king.’ But we do not have minimal pairs in which [image: U+014B] contrasts with m or n in syllable onset due to the fact that [image: U+014B] never appears in that position. This means that [image: U+014B] is contrastive only partially. We can analyze [image: U+014B] in one of two ways. One way is to treat it as an underlying segment, that is, as a phoneme. This representation assumes that /[image: U+014B]/ is identical to /m/ and /n/ in that they are all phonemes in underlying representation. The problem with this analysis is that if [image: U+014B] is identical to m and n, then it is hard to explain why [image: U+014B] is restricted to the coda while m and n are not.
A second, different approach is suggested by the in- alternation presented earlier. Recall that one allomorph of the in- prefix, that is, [image: U+026A][image: U+014B]-, emerges from /[image: U+026A]n-/ via Nasal Place Assimilation. That is, [image: U+014B] can arise from an underlying /n/ in English. This analysis suggests the possibility of treating [image: U+014B] as an allophone of the phoneme /n/ and deriving it from an underlying /n/ via Nasal Place Assimilation. According to this analysis, English words such as bæ[image: U+014B]k ‘bank’ and l[image: U+0252][image: U+014B] ‘long’ are /bænk/ and /l[image: U+0252]n/ in underlying representation. Recall that /n/ can become [image: U+014B] if it immediately precedes the velar plosives k or g. With respect to /bænk/, /n/ appears before /k/. Therefore, we can derive bæ[image: U+014B]k from /bænk/ via Nasal Place Assimilation. But /l[image: U+0252]n/ presents a problem. The /n/ in this form does not appear immediately before k or g. How does this /n/ become [image: U+014B]?
The spelling of words such as ‘long’ provides a clue. Note that in English spelling, the letter g appears after the letter n. This spelling suggests that the sound g might be present in underlying representation. That is, l[image: U+0252][image: U+014B] ‘long’ may be derived from /l[image: U+0252]ng/. There is some evidence from English which shows that the voiced velar sound g is present in forms such as ‘long,’ as the data in (20) show.
	(20) 	g ~ Ø alternation
	l[image: U+0252][image: U+014B]	‘long’	l[image: U+0252][image: U+014B]g-[image: U+0259]	‘longer’
	str[image: U+0252][image: U+014B]	‘strong’	str[image: U+0252][image: U+014B]g-[image: U+0259]	‘stronger’






According to (20), the adjectives ‘long’ and ‘strong’ can be pronounced with a final voiced velar g when the comparative suffix -er is attached. Only when these adjectives appear in isolation without the comparative suffix do we see the voiced velar g missing. These data provide some evidence that g is actually present following the nasal n.
We provide in (21) the underlying representations for bæ[image: U+014B]k ‘bank’ and l[image: U+0252][image: U+014B] ‘long’ under the claim that [image: U+014B] is an allophone of /n/.
	(21) 	Comparison of underlying and surface representations
	Underlying representation	/bænk/	/l[image: U+0252]ng/
	Surface Representation	[bæ[image: U+014B]k]	[l[image: U+0252][image: U+014B]]






It is not hard to see how /bænk/ and /l[image: U+0252]ng/ emerge as bæ[image: U+014B]k and l[image: U+0252][image: U+014B]g via Nasal Place Assimilation. But we have to explain how l[image: U+0252][image: U+014B]g becomes l[image: U+0252][image: U+014B]. To derive l[image: U+0252][image: U+014B], we must remove the voiced velar g. We can state this deletion as Voiced Velar Deletion.
	(22) 	Voiced Velar Deletion: g [image: U+2192] Ø / [image: U+014B] ___#



This rule states that a voiced velar is deleted if it follows the velar nasal and appears word-finally. With Voiced Velar Deletion, we can see how bæ[image: U+014B]k ‘bank’ and l[image: U+0252][image: U+014B] ‘long’ emerge from their respective underlying representations. We provide a detailed derivation for each of these two forms in (23).
	(23) 	Derivations
	Underlying representation	/bænk/	/l[image: U+0252]ng/
	Nasal Place Assimilation	bæ[image: U+014B]k	l[image: U+0252][image: U+014B]g
	Voiced Velar Deletion	NA	l[image: U+0252][image: U+014B]
	Surface Representation	[bæ[image: U+014B]k]	[l[image: U+0252][image: U+014B]]






According to this analysis, bæ[image: U+014B]k ‘bank’ results from Nasal Place Assimilation. On the other hand, l[image: U+0252][image: U+014B] ‘long’ results from both Nasal Place Assimilation and Voiced Velar Deletion.
This analysis provides an account of the limited distribution of [image: U+014B]. According to this analysis, the limited distribution of [image: U+014B] results from two claims of this analysis. First, [image: U+014B] does not exist in underlying representation. It is not a phoneme, unlike /m/ and /n/ in English. For this reason, [image: U+014B] is not free to appear anywhere in a syllable, unlike m and n in English. Second, its limited appearance in syllable coda stems primarily from Nasal Place Assimilation, which converts /n/ into [image: U+014B] . Under this analysis, the velar nasal [image: U+014B] is limited to the underlying environment where an alveolar nasal n precedes either k or g.
Apart from providing an account of the distribution of the velar nasal, this analysis also provides insights into why the velar sound [image: U+014B] is represented as either n or ng in English spelling. To see this, compare the English spelling of the velar nasal with its proposed underlying representation and surface outcome in (24).
	(24) 	Comparison of English spelling with underlying and surface representations

	English orthography	Underlying representation	Surface representation
	
	bank	/bænk/	[bæ[image: U+014B]k]
	long	/l[image: U+0252]ng/	[l[image: U+0252][image: U+014B]]






According to (24), English orthography corresponds to the underlying representation rather than the surface output. Though English speakers pronounce the nasal before k in bæ[image: U+014B]k as [image: U+014B], it is /n/ in underlying representation. This underlying representation is identical with its spelling as n in ‘bank.’ Moreover, the spelling of ‘long’ includes the letter g, which also corresponds to the underlying representation /l[image: U+0252]ng/. Put simply, English orthography represents the sounds at the level of underlying representation rather than at the surface level. As underlying representations represent phonemes rather than allophones, English orthography represents sounds at the phonemic rather than at the allophonic level. This explains why the allophone [image: U+014B] is represented orthographically by the letter n, a symbol often used to mark the phoneme /n/.
You might wonder how English orthography came to correspond to the underlying representations of sounds rather than their surface forms. One hypothesis is that the words such as ‘bank’ and ‘long’ were historically pronounced as bænk and l[image: U+0252]ng. In other words, years ago, English orthography was quite consistent with the surface forms of these words. Because the sound system is much less stable and changes much faster than the written orthographical system, English orthography has not caught up with the changes in English pronunciations. The different rates of change leave in their wake an English orthography that does not reflect how these words are actually pronounced today. They represent how these words used to be pronounced.
5. Conclusion
This chapter introduces alternation, a type of phonological phenomenon in which a morpheme alternates phonetically, that is, has different pronunciations, depending on the environment. To identify an alternation, linguists compare morphologically related forms to see whether they display distinct phonetic forms in different contexts and to determine the conditions triggering the distinct phonetic forms. We show that alternation is similar to the complementary distribution phenomenon in that the different phonetic forms of a morpheme, which we refer to as allomorphs, appear in mutually exclusive environments just as the different allophones of a phoneme do. But unlike the complementary distribution phenomena that are concerned with the relation between individual sounds (that is, entities that have no meaning), alternation is concerned with the relation between the phonetic variants of a morpheme (that is, entities that have a shared meaning). Thus, analyzing alternation as a phonological phenomenon involves identifying the phonetic variants of a morpheme, determining the conditions triggering the phonetic variants, and explaining why they are phonetically distinct yet semantically identical. We demonstrate that the theoretical constructs we introduced in the analyses of complementary distribution – that is, underlying versus surface representation and rules – continue to play a key role in understanding alternation as a phonological phenomenon. Just as a phoneme may have an underlying representation that differs from its surface form, the claim that a morpheme possesses an underlying representation that may or may not be identical with its surface form helps us understand the underlying relation between phonetically distinct surface forms. The claim that phonological rules act upon underlying representations helps us understand how a single morpheme can have different phonetic forms.
In the remaining chapters of this unit, we will introduce three other cases of alternation. These chapters showcase the rich variety of alternation and highlight the challenges that alternation presents for phonological analysis. An important theme underlying these chapters is the concept of underlying representation. We will show that understanding the claim that a morpheme has an underlying form is crucial not just to uncovering the relation between seemingly different surface forms. The systematic comparison of underlying and surface forms is often crucial to identifying the patterns of alternation in the first place. This point is underscored by the chapter on Tibetan numerals and the chapter on Tonkawa verb stems. In addition, we will introduce more complex cases in which different alternations interact. You have seen in this chapter a glimpse of how two different alternations – Nasal Place Assimilation and Voiced Velar Deletion – might interact, producing what appears to be a contrast of [image: U+014B] with m and n in syllable coda in English. In Chapter 8 we will introduce a more complex case of phonological alternation and discuss how linguists use rule-ordering as a formal mechanism to express interactions of different alternations.

Exercises
Discussion/Reading response questions
Question 1: Section 2 of this chapter describes three criteria – semantic identity, morphological identity, and phonological relation – used to determine whether two or more distinct pronunciations of the form meaning ‘not’ are separate morphemes or allomorphs of one morpheme. Discuss what two of these criteria mean. Illustrate them with an example from English that is different from one in this chapter.


Question 2: Chapter 5 starts introducing the second type of sound pattern called alternation. On the basis of your understanding, define what an alternation is and provide a concrete example to illustrate the pattern of alternation. In addition, discuss how alternation differs from distribution. Again, use concrete examples to distinguish alternation from distribution.


Question 3: To write like a linguist, you need to pay attention to how information is presented in writings on linguistics. Read Chapter 5 with an eye on how the linguistic information is organized and presented, especially with respect to how alternation data are introduced and described. Identify two or three aspects that you find helpful and discuss how they support your understanding of the chapter content.



Multiple-choice/Fill-in-the-blank questions
(1) Chapter 5 evaluated two analyses of the prefix meaning ‘not’: one with /[image: U+026A]m-/ and another with /[image: U+026A]n/ as the underlying form. Now consider /[image: U+026A][image: U+014B]-/. Fill in the underlying representations under this assumption.


[image: ]




(2) On the basis of (1), state the rules. Follow the format in (11) of this chapter. Note that rules are not written for just one form. Be careful to include all segments that trigger a rule.

a. 

b. 

c. 

d. 


(3) The problem with /[image: U+026A]m-/ is that it requires [m[image: U+2192]n/___ [image: U+0259]]. This rule does not make articulatory sense. It is hard to explain why [image: U+0259] transforms a bilabial into an alveolar nasal. Does /[image: U+026A][image: U+014B]-/ face a similar problem?

a. Does /[image: U+026A][image: U+014B]-/ require a similar rule? If yes, state the rule. ___________________________

b. Does this rule face a similar problem like [m[image: U+2192]n/___ [image: U+0259]]? If yes, explain the problem.


(4) In Chapter 5 we concluded that /[image: U+026A]n/ is the underlying form. To derive the surface forms of the ‘not’ prefix, we need two rules: Nasal Place Assimilation ([+nasal] [image: U+2192] [αplace] / ___ [αplace]) and Antigemination (Cα[image: U+2192] Ø /___ Cα). Are these rules sufficient if /[image: U+026A][image: U+014B]-/ is underlying?

a. Yes. No change or new rules are necessary.

b. No. Nasal Place Assimilation is not sufficient to derive [n] from /[image: U+014B]/.

c. No. The problem lies with Antigemination. It needs to be modified.

d. No. The problem lies with both rules. Both need to be modified.


(5) Depending on your response to (4), complete the derivations, with /[image: U+026A][image: U+014B]-/ as the underlying form.


[image: ]




(6) Examine these data from Lamba and determine what type of phonological phenomena they illustrate.


	[image: U+010D]it-a	‘do’	[image: U+010D]it-il-a	‘do with’
	tul-a	‘dig’	tul-il-a	‘dig with’
	[image: U+010D]et-a	‘spy’	[image: U+010D]et-el-a	‘spy with’
	soηk-a	‘pay taxes’	soηk-el-a	‘pay taxes with’
	pat-a	‘scold’	pat-il-a	‘scold with’





a. phonemes & allophones

b. alternation

c. distribution

d. complementary distribution


(7) The form meaning ‘with’ appears to have two forms: -il and -el. Which pair of forms best shows that the consonants preceding ‘with’ are not responsible for the variation between -il and -el?

a. [image: U+010D]it-a & [image: U+010D]it-il-a

b. [image: U+010D]et-el-a & [image: U+010D]it-il-a

c. tul-il-a & soηk-el-a

d. pat-il-a & tul-il-a


(8) Suppose that /-il/ is the underlying form of ‘with’. Which one has all the correct underlying forms?

a. 
/[image: U+010D]it-el-a/
/tul-el-a/
/[image: U+010D]et-el-a/
/soηk-el-a/
/pat-el-a/


b. 
/[image: U+010D]it-il-a/
/tul-il-a/
/[image: U+010D]et-il-a/
/soηk-il-a/
/pat-il-a/


c. 
/[image: U+010D]it-il-a/
/tul-il-a/
/[image: U+010D]et-el-a/
/soηk-el-a/
/pat-il-a/


d. 
/[image: U+010D]it-el-a/
/tul-el-a/
/[image: U+010D]et-il-a/
/soηk-il-a/
/pat-el-a/



(9) If /-il/ is underlying, which rule is needed to account for the variation between -il and -el?

a. e [image: U+2192] i / u, i, a ___

b. i [image: U+2192] e / o, e ___

c. i [image: U+2192] e / u, i, a ___

d. e [image: U+2192] i / o, e ___


(10) What are -il and -el under the analysis sketched above?

a. two independent morphemes

b. two independent phonemes

c. allomorphs of one morpheme

d. allophones of one phoneme



Problems for analysis
(11) Problem 1: English stem alternation
Consider the data in (I), which illustrate an alternation of stems in English. The suffixed stems include [n] as part of the pronunciation of the stem, while the bare stems do not. For instance, the stem in damnation is pronounced with [n], while damn in isolation is pronounced without [n].

I. English alveolar nasal alternation


		Stem	Gloss	Suffixed forms	Gloss
	a.	dæm	‘damn’	dæmne[image: U+026A][image: U+0283][image: U+0259]n	‘damnation’
	b.	k[image: U+0259]ndem	‘condemn’	k[image: U+0259]ndemne[image: U+026A][image: U+0283][image: U+0259]n	‘condemnation’
	c.	h[image: U+026A]m	‘hymn’	h[image: U+026A]mn[image: U+0259]l	‘hymnal’
	d.	[image: U+0254][image: U+02D0]t[image: U+0259]m	‘autumn’	[image: U+0254][image: U+02D0]t[image: U+0259]mn[image: U+0259]l	‘autumnal’
	e.	s[image: U+0252]l[image: U+0259]m	‘solemn’	s[image: U+0252]l[image: U+0259]mn[image: U+026A]ti	‘solemnity’





Analyze the stem alternation and address these questions and points in your analysis.

II. Questions and points to be addressed by your analysis

a. Provide two different analyses of this alternation. For each analysis, state the underlying representations and formulate the rule in two ways: in prose and in the x->y/a___b notation. Illustrate each analysis with derivations. Use dæm, dæmne[image: U+026A][image: U+0283][image: U+0259]n, h[image: U+026A]m and h[image: U+026A]mn[image: U+0259]l in your demonstration.

b. Evaluate the analyses to determine which analysis is superior. Articulate the reasoning for your choice on the basis of the extent to which they account for these additional facts of English.

i. English does not allow word-final consonant clusters that end in [mn]. How does this fact relate to your choice?
ii. English has morphologically related words such as d[image: U+026A]fe[image: U+026A]m ‘defame’ and def[image: U+0259]me[image: U+026A][image: U+0283][image: U+0259]n ‘defamation,’ d[image: U+026A]f[image: U+0254][image: U+02D0]m ‘deform,’ and d[image: U+026A]f[image: U+0254][image: U+02D0]m[image: U+026A]ti ‘deformity.’ How do the analyses account for these forms? Provide the derivations for these four forms on the basis of your two analyses.


(Hint: The forms in (ii) do not alternate. What are their underlying representations? What impact does your rule for each analysis have on these forms? Do they make the correct predictions?)


(12) Problem 2: Suffixal alternation in Kimbundu
The data in (I) and (II), taken from Chatelain (1964), present part of the data illustrating the variations of two suffixes in Kimbundu: the past tense and the causative suffixes. Additional data from Kimbundu will be introduced in exercises for Chapter 6 and Chapter 8. Examine these forms and determine what alternates and what causes this alternation. Address the questions that follow.


[image: ]



a. What are the different forms of the past tense and causative suffixes? Do the two suffixes exhibit the same variation or two distinct alternations?

b. What triggers the variation of the past tense and causative suffixes? That is, identify the conditions.

c. Analyze the alternation. State the rule and underlying representations. Illustrate the analyses with these four forms: ηg-a-bit-ile, ηg-a-bet-ele, ηg-a-batu-is-ile and ηg-a-bet-es-ele.


(13) Problem 3: The expression bla[image: U+026A]mi ‘blimey’ in British English
In analyzing the alternation of /[image: U+026A]n–/ ‘not’ in English, we came up with two rules: Nasal Place Assimilation ([+nasal] [image: U+2192] [αplace] / ___ [αplace]) and Antigemination (Cα [image: U+2192] Ø /___ Cα). With this information in mind, consider the British English expression bla[image: U+026A]mi ‘Blimey,’ used to express surprise like ‘My Goodness!’. This expression comes from bla[image: U+026A]nd mi ‘blind me,’ according to Etherington (2000). Explain how bla[image: U+026A]nd mi evolves into bla[image: U+026A]mi in British English. Consider these points.

a. To solve this problem, you need to understand the alternation illustrated by these data.


	Careful/Deliberate speech	Rapid/Colloquial speech
	fækts	‘facts’	fæks	‘facts’
	r[image: U+026A]stw[image: U+0252]t[image: U+0283]	‘wristwatch’	r[image: U+026A]sw[image: U+0252]t[image: U+0283]	‘wristwatch’
	f[image: U+025C][image: U+02D0]st la[image: U+026A]	‘first light’	f[image: U+025C][image: U+02D0]s la[image: U+026A]	‘first light’
	hænds[image: U+0259]m	‘handsome’	hæns[image: U+0259]m	‘handsome’
	frend[image: U+0283][image: U+026A]p	‘friendship’	fren[image: U+0283][image: U+026A]p	‘friendship’
	bend bæk	‘bend back’	bend bæk	‘ben back’





Determine what alternates and what triggers the alternation. State the rule for the alternation.

b. Explain how [bla[image: U+026A]mi] is derived from /bla[image: U+026A]nd mi/. Demonstrate the analysis with a step-by-step derivation. Hint: Review the analysis of /In-/ in this chapter. It might be relevant.

c. Consider whether your analysis of bla[image: U+026A]mi supports or contradicts the analysis of /–In/. Regardless of your conclusion, spell out the reasons for your decision.


(14) Problem 4: English aspiration
Problem 2 of Chapter 4 asks you to examine the distribution of English plosives including the voiceless unaspirated plosives [p, t, k] and the aspirated ones [ph, th, kh]. In this problem, we present additional data concerning these plosives in English.


	r[image: U+01FD].p[image: U+026A]d	‘rapid’	r[image: U+0259].ph[image: ][image: U+02D0].d[image: U+026A].ti	‘rapidity’
	ím.p[image: U+026A][image: U+0259]s	‘impious’	phá[image: U+026A][image: U+0259]s	‘pious’
	r[image: U+026A].ph[image: ][image: U+02D0]t	‘repeat’	re.p[image: U+0259].thí.[image: U+0283][image: U+0259]n	‘repetition’
	daí[image: U+0259].lekt	‘dialect’	da[image: U+026A][image: U+0259].lek.th[image: ]l[image: U+0259]d[image: U+0292]i	‘dialectology’
	l[image: ].d[image: U+0292][image: U+026A]k	‘logic’	l[image: U+0252].d[image: U+0292][image: U+026A].kh[image: U+01FD].l[image: U+026A].ti	‘logicality’
	l[image: ][image: U+028A].k[image: U+0259]l	‘local’	l[image: U+0259][image: U+028A].kh[image: U+01FD].l[image: U+026A].ti	‘locality’




Examine these data. Consider these points in your analysis.

a. Determine what type of phonological phenomena these data illustrate.

b. Provide and compare two analyses of these data. Focus on the changes involving the plosives in bold. Ignore the changes involving vowels and stress. In your analysis, specify the underlying representations and rules and illustrate the analyses with derivations for r[image: ].p[image: U+026A]d, r[image: U+0259].phί[image: U+02D0].d[image: U+026A].ti, r[image: U+026A].phί[image: U+02D0]t, re.p[image: U+0259].thí.[image: U+0283][image: U+0259]n, l[image: ][image: U+028A].k[image: U+0259]l, and l[image: U+0259][image: U+028A].kh[image: ].l[image: U+026A].ti.

c. Decide which analysis is superior. To make this decision, you might need to revisit your analysis of Problem 2 in Chapter 4 and consider which analysis is more consistent with your original analysis. Discuss the reasons for your decision.

d. Compare the data here with those in Problem 2 of Chapter 4 and determine what is identical and what is not, with respect to the conditions on [p, t, k] and [ph, th, kh]. Provide a side-by-side comparison, using actual forms from both sets of data.





6 Tibetan numerals and underlying representation

1. Introduction
We continue the exploration of phonological alternation as a phenomenon in this chapter. The data we consider here come from a set of number words in Tibetan, a Sino-Tibetan language spoken in present-day Tibet. Even though Tibetan numerals, as we show here, are no different from other phonological alternation phenomena in which a single morpheme has two or more phonetic variants, Tibetan numerals are much more deceptive on the surface. At first glance, it is not obvious that Tibetan numerals present a case of phonological alternation. As a matter of fact, it is not obvious whether they represent a phonological puzzle at all. Consequently, Tibetan numerals are more interesting and challenging to analyze than the phonological alternation phenomena introduced in earlier chapters, and the pattern to Tibetan numerals is harder to unearth.
This chapter has three central objectives. First, it introduces an additional and more challenging phonological alternation problem so that you can become familiar with the range of phenomena we call phonological alternation. Second, it develops and strengthens your ability to tackle more complex phonological alternation puzzles. Third, this chapter reinforces the significance of understanding the concept of underlying representation, a level of representation that may be distinct from the surface representation of a given form. In fact, it is imperative that you start viewing every sound, every word or every sentence as having an underlying form or representation and a surface form or representation. For now, the surface form or representation of a sound, word, or sentence may be equated with what is spoken; the underlying form or representation may be equated with the base form, which may or may not be identical to the surface representation. As we show through this analysis of Tibetan numerals, unless we look at and compare these numerals in terms of these two levels of representation, it is difficult to determine what type of phenomenon they represent and what pattern they exhibit.
2. The puzzle
In (1), we present the data from Tibetan, which are taken from Kjellin (1975: 153). They illustrate the formation of numerals. Column A of (1) presents the phonetic forms of numerals with meanings ranging from ‘one’ to ‘ten.’ For ease of reference, we call these numerals simple numerals. Column C presents some of the numerals between ‘eleven’ and ‘nineteen.’ Column E lists some of the numerals equivalent to English numerals ending in the suffix -ty. We refer to the numerals in Column C and Column E as complex numerals. Note that [sh] represents one sound in Tibetan. The form ju[image: U+014B]a ‘fifteen’ represents an intermediate form; its first syllable vowel u undergoes two further processes (umlaut and lengthening), which eventually generates ö:, a long, fronted, mid round vowel, according to Kjellin.
	(1) 	Tibetan numerals
	Simple numerals	Complex numerals
	A.	B.	C.	D.	E.	F.
	jig	‘one’	jugjig	‘eleven’		
	shi	‘four’	jubshi	‘fourteen’	shibju	‘forty’
	[image: U+014B]a	‘five’	ju[image: U+014B]a [jö:[image: U+014B]a]	‘fifteen’	[image: U+014B]abju	‘fifty’
	gu	‘nine’	jurgu	‘nineteen’	gubju	‘ninety’
	ju	‘ten’				






Now consider how complex numerals are formed in Tibetan. It seems that complex numerals are formed by combining or concatenating simple numerals. For instance, in forming the complex numeral ‘fifteen,’ Tibetans appear to place the form ju for ‘ten’ before the form [image: U+014B]a ‘five,’ which results in ju[image: U+014B]a ‘fifteen.’ In contrast, Tibetans seem to have reversed the order of these two morphemes to form the complex numeral ‘fifty.’ We illustrate the formation of these and other complex numerals in (2). Note that the expected column in (2) presents the forms that one would expect if simple numerals were simply concatenated to form complex numerals. The attested column displays the actual forms of these numerals in Tibetan, which are presented as a comparison.
	(2) 			Combining			Expected	Attested	Gloss
	a.	ju	+	[image: U+014B]a	[image: U+2192]	ju[image: U+014B]a	ju[image: U+014B]a	‘fifteen’
	b.	ju	+	gu	[image: U+2192]	jugu	jurgu	‘nineteen’
	c.	[image: U+014B]a	+	ju	[image: U+2192]	[image: U+014B]aju	[image: U+014B]abju	‘fifty’
	d.	gu	+	ju	[image: U+2192]	guju	gubju	‘ninety’




We see that the expected form is identical with what is attested in Tibetan in the case of ‘fifteen’ in (2a). This appears to lend some weight to the claim that complex numerals are formed by concatenating simple numerals. But this is not the end of the story. Once we look beyond (2a) and consider (2b) through (2d), we see a discrepancy between the expected and attested forms in Tibetan. The attested forms include an additional consonant (highlighted in bold) that the expected forms miss.
This discrepancy leads us to question where this mysterious consonant comes from and whether complex numerals are constructed out of simple numerals in Tibetan as it first appears. Though the question we raise here seems to be concerned with morphology, namely, how words (i.e. Tibetan numerals) are formed, we will show that the solution to this puzzle lies in understanding the phonology. We will see how an otherwise straightforward word formation process is obscured by a phonological operation in Tibetan.
3. Three approaches to the problem
Unlike the problems of phonological alternation introduced in previous chapters, Tibetan numerals are more challenging to analyze in one key aspect. When Tibetan numerals in (1) are examined, it is not obvious that they present a case of phonological alternation. As a matter of fact, it is not clear what kind of puzzle they pose. All we know is that if we follow the procedure of combining simple numerals in (2), we arrive at the forms that miss a consonant. Unlike other phonological alternations, we cannot proceed to determine what triggers the alternation in analyzing Tibetan numerals, because it is not clear what alternates with what.
To determine the kind of puzzle as well as to solve the puzzle posed by Tibetan numerals, we need to approach the problem systematically. Taking a systematic approach in analyzing phonological problems involves at least the steps in (3)
	(3) 	Steps in analyzing phonological problems
	a. 	Determine the different ways in which a phonological problem can be analyzed.



	b. 	Analyze the phonological problem in each of these ways.



	c. 	Compare the different approaches to determine their merits and problems.






The first step in (3a) limits the search space and makes the problem more manageable. In taking the second step in (3b), a researcher experiments with each approach to see how the data can be handled under these approaches. This second step enables the analyst to take the third step, that is, make a comparison on the basis of facts and data and make a reasoned decision regarding which approach works best. We undertake the first step in (3a) in this section, that is, to consider the different ways we can approach this problem. In sections 4 through 6, we undertake the steps in (3b) and (3c). As you will find out here, there are only three distinct ways to approach this problem.
The first approach we can take is implicit in the way we lay out the puzzle in (2). In identifying the puzzle in Tibetan numerals, we made two important assumptions regarding the formation of Tibetan numerals: (a) complex numerals are formed by combining simple numerals and (b) the base forms of simple numerals (that is, those used to form complex numerals) correspond to the phonetic or attested forms in Column A of (1). We use [image: U+014B]abju ‘fifty’ to illustrate this approach.
	(4) 	The first approach
	‘five’		‘ten’		‘fifty’
	[image: U+014B]a	+	ju	[image: U+2192]	[image: U+014B]aju






We mentioned in section 2 that this approach produces complex numerals that miss a consonant, b in this case, when compared with the attested form of this numeral [image: U+014B]abju. The central assumption underlying this approach is that this mysterious consonant – b in this case – is not part of either simple numeral – [image: U+014B]a or ju – in Tibetan. Hence, this mysterious consonant is missing from the complex numerals constructed of these simple numerals.
This, however, is not the only assumption that can be made about the base forms of simple numerals. We can make exactly the opposite assumption, that is, this mysterious consonant belongs to the base forms of simple numerals. This assumption raises two questions: (a) which consonant is part of the base forms and (b) which numeral this mysterious consonant is part of. To address both questions, we need to examine complex numerals because only they include this mysterious consonant. As an example, let’s consider [image: U+014B]abju ‘fifty’ once again. As [image: U+014B]a means ‘five’ and ju means ‘ten,’ it is not unreasonable to hypothesize that [image: U+014B]abju is composed of the two morphemes ‘five’ and ‘ten.’ As this complex numeral includes the mysterious consonant b, it follows that b must be part of the base form of either ‘five’ or ‘ten.’ In other words, there are two ways to analyze b and parse [image: U+014B]abju into its morphemic constituents, as shown in (5).
	(5) 	The second and third approaches
		‘five’		‘ten’		‘fifty’
	a.	[image: U+014B]ab	+	ju	[image: U+2192]	[image: U+014B]abju
	b.	[image: U+014B]a	+	bju	[image: U+2192]	[image: U+014B]abju






In (5a), the mysterious consonant – b in this example – is parsed as part of the preceding morpheme ‘five.’ In (5b), this consonant is treated as part of the following morpheme ‘ten.’ These two ways of parsing b result in two distinct approaches to the analysis of Tibetan numerals. We refer to (5a) as the second approach and (5b) as the third approach. In the three sections that follow, we examine each of these three approaches against all of the data. We will show that the first two approaches (that is, (4) and (5a)) are both problematic. Only the third approach in (5b) reveals the pattern that underlies Tibetan numerals and allows us to understand how complex numerals are formed in Tibetan. For those of you who want to take on the challenge of solving the puzzle yourself, you can stop here and try to analyze Tibetan numerals using each of the three approaches outlined in this section. Alternatively, you can try the third approach to see whether you can identify the pattern yourself.
4. The first approach
Consider the first approach, outlined in (4). We stated earlier that two assumptions are central to this approach: (a) complex numerals are formed by concatenating the base forms of simple numerals and (b) the base forms of simple numerals correspond to those in Column A of (1). Let’s apply these assumptions to other numerals in (1). As an illustration, we use three simple numerals ‘five,’ ‘nine,’ and ‘ten’ and four complex numerals ‘fifteen,’ ‘fifty,’ ‘nineteen,’ and ‘ninety’ to demonstrate how this approach works for these forms. Presented in (6a) and (6c) are the base forms of these numerals obtained on the assumption that the base forms of simple numerals are those in Column A of (1). To make clear what is required under this analysis, we juxtapose these base forms with the attested forms of these numerals in (6b) and (6d). Note that the base forms of complex numerals are obtained by concatenating the base forms of simple numerals. We use the dash to mark the morphemic boundaries in complex numerals.
	(6) 	Comparison of the underlying and attested forms
			‘five’	‘ten’	‘fifteen’	‘fifty’
	a.	Underlying form	/[image: U+014B]a/	/ju/	/ju-[image: U+014B]a/	/[image: U+014B]a-ju/
	b.	Attested forms	[image: U+014B]a	ju	ju[image: U+014B]a	[image: U+014B]abju
			‘nine’	‘ten’	‘nineteen’	‘ninety’
	c.	Underlying form	/gu/	/ju/	/ju-gu/	/gu-ju/
	d.	Attested forms	[gu]	ju	jurgu	gubju






In comparing the underlying with the attested forms, we see that the base forms of ‘five,’ ‘nine,’ ‘ten,’ and ‘fifteen’ are identical with what is attested. No account is needed of these forms under this approach. However, there is a discrepancy between the underlying and the attested forms of ‘nineteen,’ ‘ninety,’ and ‘fifty.’ That is, the attested forms of these numerals include a consonant that is missing from the forms resulting from combining the base forms of simple numerals. Therefore, under this approach, we must explain how these complex numerals come to include this additional consonant: r for ‘nineteen’ and b for ‘fifty’ and ‘ninety.’
Now let’s consider how this missing consonant might be accounted for under this approach. Clearly, to derive the attested forms from the base forms, we must insert this missing consonant under this approach. It is here where we start to run into problems. One of the problems involves the fact that different complex numerals require a different consonant: r for ‘nineteen’ and b for ‘fifty’ and ‘ninety.’ As a matter of fact, these two are not the only consonants that must be inserted. Under this approach, the case of jugjig ‘eleven’ would require the insertion of g. As different complex numerals require different consonants and we see no way to unify these insertions under one rule, we must propose a minimum of three insertion rules, with each inserting a different consonant: that is, b, r, and g. We will see that this approach is unnecessarily complicated in comparison with the third approach, which requires one rule, not three.
The second problem involves specifying the conditions triggering each insertion. Two difficulties present themselves here. First, the condition triggering the insertion of, say, b must differ from the condition triggering the insertion of r or g so as not to insert the wrong consonant in a complex numeral. For example, the complex numeral ‘fifty’ requires the insertion of b. Insertion of r and g must be prevented from applying to this form. In other words, the conditions triggering the insertions of different consonants must be sufficiently distinct. If they are not, consonants can be inserted in numerals where they do not belong. Second, these insertion rules must be stated in a way such that they do not apply to forms such as ju[image: U+014B]a ‘fifteen’ because this numeral does not comprise this mysterious consonant. Note that even if we succeed in identifying conditions (such as by stipulating which complex numerals each insertion rule is intended for), this solution is undesirable because it amounts to stating that there is no general pattern that applies to all of the numerals in (1). We will see that the third approach does not run into similar problems. For these reasons, this first approach must be rejected.
To summarize, the first approach assumes that the mysterious consonant is not among the base forms of simple numerals. We follow this assumption and run into two problems in our analysis of Tibetan numerals: (a) how to determine which consonant to insert in a given numeral and (b) how to determine the conditions triggering the insertion. This approach is complex because it would require three or more distinct insertion rules, with each responsible for inserting a different consonant. Moreover, short of stipulating, it is difficult, if not impossible, to identify a unique condition triggering each insertion. There does not seem to be any general pattern to Tibetan numerals under this approach, which obscures – rather than reveals – the regularity in the formation of Tibetan numerals.
5. The second approach
Let’s consider the second approach outlined in (5a). The central assumption of this second approach is that this extra, unexplained consonant belongs to the base forms of simple numerals. We mentioned earlier that two possibilities should be considered if we assume that the mysterious consonant is part of the base forms of simple numerals: (a) this consonant is part of the preceding morpheme (=5a) and (b) it is part of the following morpheme (=5b). We examine (5a) here, that is, this extra consonant belongs to the base form of the preceding morpheme.
To determine which consonant to include as the base forms of simple numerals, we must start with complex numerals, because only they have this additional consonant. Following the assumption that the additional consonant belongs to the preceding morpheme, I parse the first of the two medial consonants as part of the preceding morphemes in (7). This is indicated by a dash in (7), which is inserted to mark where the first morpheme ends and where the second one begins.
	(7) 	Morphemic boundaries under the assumption that the mysterious consonant belongs to the preceding morpheme
	Complex numerals
	A.	B.	C.	D.
	jug-jig	‘eleven’		
	jub-shi	‘fourteen’	shib-ju	‘forty’
	ju-[image: U+014B]a	‘fifteen’	[image: U+014B]ab-ju	‘fifty’
	jur-gu	‘nineteen’	gub-ju	‘ninety’






With (7), we can determine the underlying forms of simple numerals, which are presented in (8). Regarding the form for ‘one,’ the only complex numeral including this morpheme is [jug-jig]. Hence we list its underlying form as /jig/ in (8a), which is identical with what is attested. Examination of the complex numerals in Column C in (7) provides the base forms for ‘four,’ ‘five,’ and ‘nine.’ To determine the base form for ‘ten,’ we need to examine the data in Column A, which shows four different base forms for ‘ten.’ These four different base forms are included in (8c).
	(8) 	Comparison of the underlying and attested forms in simple numerals
			‘one’	‘four’	‘five’	‘nine’
	a.	Underlying forms	/jig/	/shib/	/[image: U+014B]ab/	/gub/
	b.	Attested forms	[jig]	[shi]	[[image: U+014B]a]	[gu]
			‘ten’
	c.	Underlying forms	/jug/	/jub/	/ju/	/jur/
	d.	Attested forms	[ju]	[ju]	[ju]	[ju]






Under this approach, we must provide an account of how the attested forms for ‘four,’ ‘five,’ and ‘nine’ emerge without the final consonant b, which is present in the underlying forms but missing in the attested forms. In the case of [ju] ‘ten,’ any of the four base forms in (8c) – /jug/, /jub/, /jur/, or /ju/ – can potentially serve as its base form. If /jug/, /jub/, or /jur/ serves as the base form for [ju] ‘ten,’ we must explain how [ju] surfaces without the final consonant: g, b, or r. This is where we run into the first problem with this approach. An account of these simple numerals requires a rule deleting g, b, and r. But this rule can incorrectly target g of /jig/ for deletion.
The four base forms for ‘ten’ pose a second problem with this analysis, that is, which one of the four base forms of ‘ten’ should be selected to form a particular complex numeral. [jugjig] ‘eleven’ requires /jug/, while only /jub/ is appropriate for [jubshi] ‘fourteen.’ In other words, we cannot randomly pick one of the four base forms of ‘ten’ and combine it with the base forms of other simple numerals. We must stipulate which base form of ‘ten’ should be selected for a particular complex numeral. For this approach to work, each base form of ‘ten’ must include a condition specifying which complex numeral it should apply to. This approach amounts to declaring that there is no regularity to Tibetan numerals, because the formation of each complex numeral requires the stipulation of the proper base form of ‘ten.’
We show next that these problems arise not from the data but from the way we analyze the data, that is, from the assumption that this mysterious consonant belongs to the preceding morpheme. Once we abandon this assumption and claim that this extra consonant is part of the following morpheme, these problems go away, revealing the pattern beneath the formation of Tibetan numerals.
6. The third approach
Let’s consider the third approach outlined in (5b) in section 3. This approach shares with the second approach the claim that the additional mysterious consonant is part of the base form of numerals. But unlike the second approach, it is assumed that the mysterious consonant belongs to the following – not the preceding – morpheme in a complex numeral. We follow this assumption in (9) and mark the morpheme boundaries for each of the complex numerals with a dash.
	(9) 	Morphemic boundaries under the assumption that the mysterious consonant belongs to the following morpheme
	Complex numerals
	A.	B.	C.	D.
	ju-gjig	‘eleven’		
	ju-bshi	‘fourteen’	shi-bju	‘forty’
	ju-[image: U+014B]a	‘fifteen’	[image: U+014B]a-bju	‘fifty’
	ju-rgu	‘nineteen’	gu-bju	‘ninety’






Examination of the complex numerals in Column A yields /gjig/, /bshi/, /[image: U+014B]a/, and /rgu/ as the underlying forms for ‘one,’ ‘four,’ ‘five,’ and ‘nine,’ while Column C yields /bju/ as the base form for ‘ten.’ The base forms of complex numerals are constructed out of the base forms of simple numerals. We include the base forms of some simple and complex numerals in (10a) and (10c), which are juxtaposed with the attested forms of these numerals in Tibetan.
	(10) 	Comparison of the underlying and attested forms
			‘five’	‘ten’	‘fifteen’	‘fifty’
	a.	Underlying forms	/[image: U+014B]a/	/bju/	/bju-[image: U+014B]a/	/[image: U+014B]a-bju/
	b.	Attested forms	[image: U+014B]a	ju	ju[image: U+014B]a	[image: U+014B]abju
			‘nine’	‘ten’	‘nineteen’	‘ninety’
	c.	Underlying forms	/rgu/	/bju/	/bju-rgu/	/rgu-bju/
	d.	Attested forms	[gu]	ju	jurgu	gubju






You can see from (10) that apart from ‘five’ and ‘fifty’ whose underlying forms match the actual pronunciations in Tibetan, the underlying forms of the remaining numerals include an additional consonant (highlighted in bold), when compared with the attested forms in Tibetan. Thus the challenge under this approach is to explain how these numerals lose this consonant.
As it turns out, this is not much of a challenge. Inspection of the underlying forms with the consonant in bold reveals two systematic characteristics: (a) this consonant always appears in word-initial position; and (b) this consonant always appears right before another consonant (recall that [sh] represents one consonant in Tibetan). Put in another way, there is a pattern to the distribution of this consonant, a pattern that can be made use of to explain how this consonant is dropped. This pattern is as follows: If two consonants appear in word-initial position in the base forms, the first of the two consonants is eliminated. We can state this pattern in the rule notation in (11).
	(11) 	Word-Initial Consonant Cluster Simplification C [image: U+2192] [image: U+2205] / # ___ C



This rule states that a consonant (C) must become zero (marked by [image: U+2205]), that is, be deleted if it appears in word-initial position (marked by #) and immediately precedes a consonant. In (12) we illustrate how the attested forms are derived from the base forms via derivations.
	(12) 	Derivations
			‘five’	‘ten’	‘fifteen’	‘fifty’
	a.	Underlying forms	/[image: U+014B]a/	/bju/	/bju-[image: U+014B]a/	/[image: U+014B]a-bju/
	b.	C [image: U+2192] [image: U+2205] / # ___ C	N/A	ju	ju-[image: U+014B]a	N/A
	c.	Predicted forms	[image: U+014B]a	ju	ju[image: U+014B]a	[image: U+014B]abju
	d.	Attested forms	[image: U+014B]a	ju	ju[image: U+014B]a	[image: U+014B]abju
			‘nine’	‘ten’	‘nineteen’	‘ninety’
	e.	Underlying forms	/rgu/	/bju/	/bju-rgu/	/rgu-bju/
	f.	C [image: U+2192] [image: U+2205] / # ___ C	gu	ju	jurgu	gubju
	g.	Predicted forms	gu	ju	jurgu	gubju
	h.	Attested forms	gu	ju	jurgu	gubju






These derivations start with the base forms of these numerals in (12a) and (12e). Word-initial Consonant Cluster Simplification applies, producing the results in (12b) and (12f). In the case of /[image: U+014B]a/ or /[image: U+014B]a-bju/ in (12a), this rule cannot apply, indicated by N/A (short for ‘not applicable’), because neither underlying form has two consonants in word-initial position. We display the forms predicted by the analysis in (12c) and (12g), which are compared with the actual forms in Tibetan. As these derivations demonstrate, the predicted outcomes of the analysis match the attested forms in Tibetan. This outcome provides support for the third approach and its central claim that the additional unexplained consonant is part of the base forms of following numerals in complex numerals. In contrast with the first two analyses, this analysis makes clear the formation of numerals and the phonological process involved in Tibetan. We return to these issues next.
7. Lessons learned
Recall the three objectives we stated in the introduction: (a) to introduce an additional phonological alternation phenomenon; (b) to develop and strengthen your analytic abilities; and (c) to understand the importance of underlying representation. Now that we have come to a solution to the problem of Tibetan numerals, let’s review what we have learned about Tibetan numerals as a phenomenon and about the ways to conduct phonological analysis.
We opened this chapter with a puzzle concerning word formation, that is, a puzzle concerning how complex numerals are formed in Tibetan. Our initial hypotheses are: (a) complex numerals are formed by combining simple numerals and (b) simple numerals used to form complex numerals correspond to those in Column A of (1). These two hypotheses appear to be supported by the complex numeral ju[image: U+014B]a ‘fifteen,’ which matches what results from combining ju ‘ten’ with [image: U+014B]a ‘five.’ Examination of other complex numerals, however, reveals a mismatch between the expected and attested forms of complex numerals. Specifically, the attested forms include a consonant that is not expected if we abide by these two hypotheses. Our attempt to explain this consonant has led to the confirmation of the hypothesis in (a) and the rejection of the hypothesis in (b). Complex numerals are formed by combining simple numerals in Tibetan. But the simple numerals combined to form complex numerals do not come from Column A of (1), which present only their surface forms. We need the base forms of these simple numerals to form complex numerals. This is seen via the complex numeral ju[image: U+014B]a ‘fifteen.’ This complex numeral is constructed by concatenating /bju/ – not /ju/ – ‘ten’ with /[image: U+014B]a/ ‘five,’ giving us /bju-[image: U+014B]a/ in (12a). The form ju[image: U+014B]a arises out of Word-Initial Consonant Cluster Simplification, which removes the initial b from /bju-[image: U+014B]a/.
What this analysis reveals about these Tibetan numerals is that they alternate phonologically. In earlier chapters, we define phonological alternation as a phenomenon in which a morpheme has different phonetic realizations depending on where they occur, and these phonetic realizations are triggered by phonological conditions. To see this, we present in (13) the different phonetic variants of the four simple numerals in Tibetan. To help you see the different phonetic variants for each numeral, we include the complete forms which contain these different phonetic variants (highlighted in bold).
	(13) 	Tibetan numerals: a case of phonological alternation

			‘one’	‘four’
	a.	Underlying form	/gjig/	/bshi/
	b.	Surface variants	jig	ju-gjig	shi	ju-bshi
					shi-bju	
	
			‘nine’	‘ten’
	c.	Underlying form	/rgu/	/bju/
	d.	Surface variants	gu	ju-rgu	ju	shi-bju
			gu-bju		ju-gjig	[image: U+014B]a-bju
					ju-bshi	gu-bju
					ju-[image: U+014B]a	
					ju-rgu	






According to (13), there are two phonetic realizations for each of the four simple numerals: (a) [jig] and [gjig] for ‘one’; (b) [shi] and [bshi] for ‘four’; (c) [gu] and [rgu] for ‘nine’; and (d) [ju] and [bju] ‘ten.’ The first of the two surface variants for each numeral is found when it appears in isolation or as the first member of the complex numeral. The second variant is found only when it appears as the second member of a complex numeral. Apart from these four numerals, there is one simple numeral [image: U+014B]a ‘five,’ which has only one surface variant and consequently does not alternate in Tibetan. We see from this analysis what causes the alternation is Word-initial Consonant Cluster Simplification, the rule that gives rise to [jig], [shi], [gu], and [ju]. In this regard, Tibetan numerals are no different from the phonological alternation introduced in previous chapters.
Tibetan numerals offer three important lessons for conducting linguistic analyses. First, it is important to examine the assumptions we make in conducting linguistic analyses. In this case, the assumption that makes Tibetan numerals difficult to figure out is that the base form of a morpheme is equivalent to the form of this morpheme when it appears in isolation. By isolation we mean “when it is not attached to any other morpheme.” For example, as ‘ten’ and ‘five’ are pronounced as ju and [image: U+014B]a in isolation, we tend to equate ju and [image: U+014B]a as the underlying forms of these two morphemes. Tibetan numerals show that this assumption may not always be correct. We see from this example that the forms of simple numerals, when they appear in isolation, are the results of Word-initial Consonant Cluster Simplification in Tibetan. They represent only the surface or attested forms, not the underlying forms of these morphemes. In analyzing Tibetan numerals, it is important for the analyst to be aware of this assumption and consider and examine alternatives to this assumption.
Second, this analysis of Tibetan numerals underscores the importance of determining the base or underlying representations. Mentioned earlier, as we first approached Tibetan numerals, it is not clear what type of puzzle it represents. All we know is that there exists a mysterious consonant that cannot be explained by combining simple numerals. We do not know whether this represents a morphological or phonological puzzle. Only by systematically laying out the underlying form for each numeral and comparing it with its actual form are we able to see the pattern in Tibetan numerals. As it turns out, Tibetan complex numerals represent a simple case of compounding, a process whereby two or more independent morphemes are combined to form more complex forms, in this case, complex numerals. The solution to the puzzle lies in phonology or more precisely a process which we refer to as Word-initial Consonant Cluster Simplification. What makes Tibetan numerals challenging is that this rule applies to both simple and complex numerals, which obscures an otherwise straightforward compounding process.
Finally, this analysis highlights the importance of pursuing each approach systematically to its logical end. By this we mean: (a) unearthing the central assumptions of each approach; (b) laying out the underlying representations; (c) comparing these underlying representations with the attested forms to determine what rules are needed; and finally (d) evaluating the merits and problems of each analysis before drawing conclusions. As we show here, the formation of Tibetan numerals is not as straightforward as it first appeared. One puzzling aspect of Tibetan numerals involves a mysterious unexplained consonant. This mysterious consonant led us down three different analytic paths. Only by analyzing the data using each of these three approaches and comparing their merits did we arrive on the path that led us to the solution.

Exercises
Discussion/Reading response questions
Question 1: This chapter highlights the crucial role the concept of underlying representation plays in determining the alternation pattern of Tibetan numerals. Discuss how and why this concept is critical to discovering the patterns of Tibetan numerals.


Question 2: Chapter 6 discusses three analyses of Tibetan numerals and concludes that the third approach is superior to the first and second approaches. Describe the critical element(s) that distinguish the first two approaches from the third and explain the argument(s) or reasoning that leads to the conclusion that the third approach is superior to the first two.



Multiple-choice/Fill-in-the-blank questions
(1) In section 4, we analyzed Tibetan numerals on the basis of the claim that the base forms of simple numerals correspond to Column A of (1). Fill in the underlying forms following this claim.


	Underlying forms	/________/	/________/	/________/	/________/
	Attested forms	[jig]	[jugjig]	[jubshi]	[shibju]
		‘one’	‘eleven’	‘fourteen’	‘forty’






(2) In section 5, we explored an analysis of Tibetan numerals in which we assumed that the base forms of simple numerals include the mysterious consonant, with this consonant being part of the preceding morpheme in complex numerals. Supply the underlying representations for these complex numerals under this assumption. For this question, assume that the base form of ‘ten’ is /jug/.


	Underlying forms	/________/	/________/	/________/	/________/
	Attested forms	[ju[image: U+014B]a]	[[image: U+014B]abju]	[jurgu]	[gubju]
		‘fifteen’	‘fifty’	‘nineteen’	‘ninety’






(3) Tibetan numerals were analyzed in section 6, based on the claim that the base forms of simple numerals include the mysterious consonant and this consonant belongs to the following morpheme in complex numerals. Complete the derivations under this claim.


	Underlying forms	/________/	/________/	/________/	/________/
	C [image: U+2192] [image: U+2205] / # ___ C	________	________	_________	________
	Predicted forms	________	________	_________	________
	Attested forms	jig	jugjig	jubshi	shibju






(4) According to the analysis in section 6, which of the following has the right derivation of shi ‘four’?


		a.	b.	c.	d.
	Underlying form	/shi/	/bshi/	/bshi/	/shi/
	C [image: U+2192] [image: U+2205] / # ___ C	N/A	shi	N/A	hi
	Predicted form	shi	shi	bshi	hi
	Attested form	shi	shi	shi	shi






(5) According to section 6, which one of the following presents the correct derivation for shibju ‘forty’?


		a.	b.	c.	d.
	Underlying form	/shiju/	/bshiju/	/shibju/	/bshibju/
	C [image: U+2192] [image: U+2205] / # ___ C	N/A	shiju	N/A	shibju
	Predicted form	shibju	shiju	shibju	shibju
	Attested form	shibju	shibju	shibju	shibju






(6) In section 6, Word-initial Consonant Cluster Simplification is formulated as: C [image: U+2192] [image: U+2205] / # ___ C. This rule specifies two conditions: #__ and __C. Suppose that this rule is restated as: C [image: U+2192] [image: U+2205] / # ___. What outcome does this revised rule predict for /[image: U+014B]a-bju/ ‘fifty’?

a. [[image: U+014B]a-bju]

b. [[image: U+014B]a-ju]

c. [a-bju]

d. [[image: U+014B]a-bu]


(7) Suppose that Word-initial Consonant Cluster Simplification is restated as: C [image: U+2192] [image: U+2205] / ___ C. What outcome does this revised rule predict for /[image: U+014B]a-bju/ ‘fifty’?

a. [[image: U+014B]a-bju]

b. [[image: U+014B]a-ju]

c. [a-bju]

d. [[image: U+014B]a-bu]


(8) Given [C [image: U+2192] [image: U+2205] / # ___ C], which one of the following are you unlikely to find in Tibetan?

a. Word-initial consonant

b. Word-initial consonant cluster

c. Word-final consonant cluster

d. Word-medial consonant cluster


(9) Given [C [image: U+2192] [image: U+2205] / ___ C], which one of the following are you unlikely to find?

a. Word-initial consonant cluster

b. Word-medial consonant cluster

c. Word-final consonant cluster

d. Consonant cluster


(10) Suppose that the attested form for ‘twelve’ is jurjab. Following the analysis in section 6, what would you predict to be the underlying form for ‘two’ and ‘twenty’ in Tibetan?

a. /rjab/, /rjabbju/

b. /rjab/, /rjabju/

c. /jab/, /rjabbju/

d. /jab/, /jabbju/


(11) Note that this question and questions through (20) are all based on Russian forms below. These data will be reintroduced as Problem 1 in (21). This puzzle is presented in this format to help you develop the analyses required by Problem 1.


[image: ]


What would you hypothesize to be the phonetic forms marking the nominative and dative singular?

Nominative singular = _________

Dative Singular = _________


(12) Which one of the following statements is not true about the Russian data?

a. The affix marking the nominative singular is phonetically null [[image: U+2205]] (that is, not pronounced at all).

b. There is a phonological alternation between [u] in dative singular and [[image: U+2205]] in nominative singular forms.

c. There is a voicing alternation in the final consonant of some noun roots in Russian.

d. None of the above.


(13) Some noun roots have two phonetic forms (p-form). Supply the p-forms for two roots. Include only the p-forms for the roots. Remove the forms marking nominative and dative singular.


[image: ]




(14) Some roots have two phonetic forms. There are at least two underlying representations to consider. Suppose that the underlying forms of these roots correspond to those in the nominative singular column. What are the underlying representations of ‘threshold’ and ‘vice’? Note that some roots such as ‘vice’ do not alternate. Consider carefully what you take to be their underlying forms.


		Nom. sing.	Dat. sing.	Nom. sing.	Dat. sing.
	Underlying forms	/___________/	/___________/	/___________/	/___________/
					
	Attested forms	[porok]	[porogu]	[porok]	[poroku]
		‘threshold’	‘threshold’	‘vice’	‘vice’






(15) To derive the attested forms from the underlying forms in (14), we need a phonological rule. Which rule best states the change from the underlying forms to the attested forms?

a. [−voiced] [image: U+2192] [+voiced] / _____ u

b. [−voiced] [image: U+2192] [+voiced] / _____ #

c. [+voiced] [image: U+2192] [−voiced] / _____ u

d. [+voiced] [image: U+2192] [−voiced] / _____ #


(16) Complete the derivations on the basis of (14) and (15). This includes supplying the rule, underlying representations, outcomes of applying the rule, and predicted outcomes of the analysis.


	Underlying forms	/___________/	/___________/	/___________/	/___________/
	Rule __________	__________	__________	__________	__________
	Predicted forms	__________	__________	__________	__________
	Attested forms	[porok]	[porogu]	[porok]	[poroku]






(17) Now suppose that the underlying representations are equal to those in the dative singular column. What are the underlying forms of ‘threshold’ and ‘vice’? Again, be aware that some roots do not alternate.


		Nom. sing.	Dat. sing.	Nom. sing.	Dat. sing.
	Underlying forms	/___________/	/___________/	/___________/	/___________/
	Attested forms	[porok]	[porogu]	[porok]	[poroku]
		‘threshold’	‘threshold’	‘vice’	‘vice’






(18) With (17), we need a rule to derive the attested forms. Which rule best expresses this change?

a. [−voiced] [image: U+2192] [+voiced] / _____ u

b. [−voiced] [image: U+2192] [+voiced] / _____ #

c. [+voiced] [image: U+2192] [−voiced] / _____ u

d. [+voiced] [image: U+2192] [−voiced] / _____ #


(19) Now complete the derivations on the basis of (17) and (18).


	Underlying forms	/__________/	/__________/	/__________/	/__________/
	Rule __________	__________	__________	__________	__________
	Predicted forms	__________	__________	__________	__________
	Attested forms	[porok]	[porogu]	[porok]	[poroku]






(20) Which analysis best accounts for the Russian data?

a. Analysis in (16)

b. Analysis in (19)

c. Neither (a) nor (b)

d. Both (a) and (b)



Problems for analysis
(21) Problem 1: Russian
You know by now that the Russian data introduced in Question (11) reveal an alternation and that Questions (11) through (20) are designed to help you solve this problem. Review these questions before and while attempting to solve this problem. Reconsider the data in (11) and construct two analyses. Evaluate the analyses to determine which one accounts for all of the data. Follow these instructions in your analysis.

a. Identify the alternation and spell out what forms are expected, but not attested in Russian.

b. Present two analyses. In one analysis, assume that the nominative singular forms are underlying for alternating Russian roots. In the second analysis, assume that the dative singular forms are underlying. Illustrate each analysis with derivations for ras, razu, les, and lesu.

c. Evaluate how the analyses handle both alternating and non-alternating roots. Pay particular attention to non-alternating roots. Hint: Non-alternating roots have one surface form. Is there a reason to posit an underlying form that is distinct from its surface form?


(22) Problem 2: Kimbundu
In Problem 2 of Chapter 5, we introduced some data illustrating the variations of the past tense and causative suffixes in Kimbundu. Representative examples of those data are re-printed in (I) and (II). In (III) and (IV), we introduce additional forms involving these two suffixes.


[image: ]


Examine (I) through (IV) and provide a thorough analysis of all the data. Consider these questions.

a. What are the surface forms of the past tense and causative suffixes?

b. In what way is the alternation seen in (I) and (II) similar to that of (III) and (IV)? In what way are they different?

c. What triggers the variation of the past tense and causative suffixes in (III) and (IV)?

d. Present and evaluate two analyses of the alternation seen only in (III) and (IV). For each analysis, spell out the underlying representations and rule and demonstrate the analyses through ηg-a-kin-ine, ηg-a-net-ene, ηg-a-balumuk-ine, and ηg-a-fukam-ene. Determine which analysis is superior.

e. Present a thorough analysis of all of the data in (I) through (IV). In this analysis, combine the superior analysis for (I) and (II) with the superior analysis for (III) and (IV). Illustrate your analysis with derivations for: ηg-a-batu-is-ile, ηg-a-bet-es-ele, ηg-a-samu-is-ine, and ηg-a-ton-es-ene.

f. Discuss the morphemic and allomorphic forms of the two suffixes as in section 7 of this chapter.


(23) Problem 3: Yawelmani vowel harmony
This problem presents data from Yawelmani, a Yokuts language of California (Newman 1944). They highlight two seemingly distinct alternations. Your tasks are to determine the conditions on the alternations and provide a unified analysis. Detailed instructions for this problem follow the data.

[image: ]



a. Identify the alternation in (I) and (II) and determine what triggers this alternation. Construct two analyses of this alternation. Illustrate your analysis with xat-hin, bok’-hin, xil-hin, and dub-hun.

b. Identify the alternation in (III) and (IV) and determine what causes this alternation. Consider two analyses of this alternation. Illustrate your analysis with xat-al, dub-al, xil-al, and k’o[image: ]-ol.

c. Evaluate the analyses and determine which analysis better captures all of the data. Hint: These data illustrate two alternations that are distinct at first glance. An ideal analysis should make explicit the similarity between the alternations and express them in a way that brings to light the similarity.

d. Yawelmani has the followings forms, which seem to be exceptions to the forms above.


[image: ]


Explain in what ways they are exceptional. What would you expect these forms to be, given (I) and (III)? Can you think of a way to resolve the exceptions? It is fine if you cannot find a solution, but it is important to consider exceptional forms to see whether they are truly exceptional.


(24) Problem 4: Stem-initial alternations in Luganda
This problem is based on Luganda data from Cole (1967). It includes stems that are both c(onsonant)-initial (I & II) and v(owel)-initial (III & IV). They illustrate four distinct types of alternations: (a) ku ~ kw; (b) vowel length; (c) y ~ j and y ~ [image: U+0272] in c-initial stems; and (d) [image: U+2205] ~ j and [image: U+2205] ~ [image: U+0272] in v-initial stems. For this problem, focus on y ~ j and y ~ [image: U+0272] in c-initial stems and [image: U+2205] ~ j and [image: U+2205] ~ [image: U+0272] in v-initial stems. In Luganda, y, j, and [image: U+0272] are all palatal, representing a glide, affricate, and nasal, respectively. The accent marks ` and ´ mark low and high tones.


	I.	kù-yúzá	‘to tear’	[image: ]-júzá	‘I tear’
		kù-yígìlíz-á	‘to teach you’	[image: ]-jígìlíz-a	‘I teach’
	II.	kù-yímìlíl-á	‘to stand up’	[image: ]-[image: U+0272]ímìlíl-a	‘I stand up’
		kù-yíì[image: U+0272]gíl-á	‘to enter’	[image: ]-[image: U+0272]íì[image: U+0272]gíl-a	‘I enter’
	III.	kw-ààgál-á	‘to love’	[image: ]j-ágál-á	‘I love’
		kw-óòl-à	‘to carve’	[image: ]j-ól-à	‘I carve’
		kw-òògèr-à	‘to speak’	[image: ]j-ògèr-à	‘I speak’
	IV.	kw-áánìk-á	‘to put out to dry’	[image: ][image: U+0272]-ánìk-á	‘I put out to dry’
		kw-òò[image: U+014B]gèr-à	‘to increase’	[image: ][image: U+0272]-òò[image: U+014B]gèr-à	‘I increase’
		kw-éè[image: U+014B]g-à	‘to despise’	[image: ][image: U+0272]-éè[image: U+014B]g-à	‘I despise’





These data show that the surface outcomes of prefixing [image: ]- to c-initial stems are similar in some respects to those resulting from prefixing [image: ]- to v-initial stems. It is desirable to develop an analysis that can explain the similar surface outcomes. Such an analysis should make explicit the similarities between y ~ j and y ~ [image: U+0272] and between [image: U+2205] ~ j and [image: U+2205] ~ [image: U+0272]. Address these points in your analysis:

a. Determine the phonetic or surface form of the infinitive ‘to’ and first person singular ‘I’ markers. And determine the forms of stems in Luganda. Identify what alternates with what.

b. Determine the conditions on the y ~ j and y ~ [image: U+0272] alternations in c-initial stems. What seems to trigger the y ~ j alternation as opposed to the y ~ [image: U+0272] alternation in c-initial stems?

c. Determine the conditions triggering the [image: U+2205] ~ j and [image: U+2205] ~ [image: U+0272] alternations in v-initial stems. What causes the [image: U+2205] ~ j alternation as opposed to the [image: U+2205] ~ [image: U+0272] alternation in v-initial stems?

d. Identify the similarities shared by the y ~ j/[image: U+2205] ~ j alternations and the y ~ [image: U+0272] /[image: U+2205] ~ [image: U+0272] alternations.

e. Provide a unified analysis. This analysis should unify your account of the y ~ j and y ~ [image: U+0272] alternations with that of the [image: U+2205] ~ j and [image: U+2205] ~ [image: U+0272] alternations, that is, reveal the similarities. Spell out the underlying representations and the rules needed and illustrate your analysis with derivations for kù-yúzá, [image: ]-júzá, kù-yímìlíl-á, [image: ]-[image: U+0272]ímìlíl-á, kw-ààgál-á, [image: ]j-ágál-á, kw-áánìk-á, and [image: ][image: U+0272]-ánìk-á.





7 Tonkawa stem alternation

1. Introduction
In Chapter 6, we analyzed Tibetan numerals. We showed that identifying the internal morphemic boundary of complex numerals such as jugjig ‘eleven’ was not as straightforward as it first appeared. Two ways of parsing jugjig ‘eleven’ and other complex numerals presented themselves: (a) jug-jig or (b) ju-gjig. In (a), g is analyzed as part of the morpheme meaning ‘ten.’ In (b), it is treated as part of the morpheme ‘one.’ Determining which morpheme this consonant belongs to, that is, identifying the morphemic boundary in complex numerals requires analyses. We see that an otherwise straightforward morphological process of compounding is rendered opaque by a phonological process of initial consonant cluster simplification, obscuring the morphemic boundary in complex numerals. In analyzing alternation as a phonological phenomenon, linguists often start by determining the morphemic structure or composition of complex morphological forms. That is, linguists conduct what is referred to as the Morphemic Analysis. Only by establishing the phonetic makeup of morphemes through a morphemic analysis can we determine whether a morpheme alternates and what triggers the alternation. This chapter introduces a problem that requires a morphemic analysis. This analysis reveals an alternation that involves the stems, with each stem exhibiting four distinct phonetic forms or pronunciations. We compare two approaches to the analysis of this problem and show that only one unearths the patterns that underlie the stem alternation. This problem comes from Tonkawa, an American Indian language spoken in Texas.
This chapter has four key objectives. First, it introduces yet another case of phonological alternation. Unlike the alternations we discussed in the two preceding chapters, this alternation illustrates in a more dramatic way the extent to which a morpheme might alternate. It is more complex in that it involves not just one phonological process. Consequently, it requires more untangling. Second, this chapter introduces the Morphemic Analysis and develops your ability to conduct the Morphemic Analysis. Third, this chapter strengthens your ability to analyze phonological alternation as a phenomenon. In particular, it highlights the types of arguments phonologists often advance in support of a particular analysis. Lastly, this chapter reinforces your understanding of distinctive features and the role they play in the expression of natural classes and phonologically significant generalizations.
2. Tonkawa verbs and the Morphemic Analysis
We present in (1) the data from Tonkawa verbs, which are taken from Hoijer (1933, 1949). These data illustrate two verb paradigms: verbs in present tense form in Column A and their present progressive counterparts in Column B.

	(1) 	Two paradigms of Tonkawa verbs
		A	Gloss	B	Gloss
	a.	picno[image: U+0294]	‘he cuts it’	picnano[image: U+0294]	‘he is cutting it’
		wepceno[image: U+0294]	‘he cuts them’	wepcenano[image: U+0294]	‘he is cutting them’
		kepceno[image: U+0294]	‘he cuts me’	kepcenano[image: U+0294]	‘he is cutting me’
	b.	notxo[image: U+0294]	‘he hoes it’	notxono[image: U+0294]	‘he is hoeing it’
		wentoxo[image: U+0294]	‘he hoes them’	wentoxono[image: U+0294]	‘he is hoeing them’
		kentoxo[image: U+0294]	‘he hoes me’	kentoxono[image: U+0294]	‘he is hoeing me’
	c.	netlo[image: U+0294]	‘he licks it’	netleno[image: U+0294]	‘he is licking it’
		wentalo[image: U+0294]	‘he licks them’	wentaleno[image: U+0294]	‘he is licking them’
		kentalo[image: U+0294]	‘he licks me’	kentaleno[image: U+0294]	‘he is licking me’
	d.	naxco[image: U+0294]	‘he makes it a fire’	naxceno[image: U+0294]	‘he is making it a fire’
		wenxaco[image: U+0294]	‘he makes them a fire’	wenxaceno[image: U+0294]	‘he is making them a fire’
		kenxaco[image: U+0294]	‘he makes me a fire’	kenxaceno[image: U+0294]	‘he is making me a fire’






As these glosses show, the verb forms are morphologically complex in that they include not just the verb stems but also the pronominal and tense and aspect affixes marking such meanings as ‘them,’ ‘me,’ ‘progressive,’ etc. When we look at the data presented in this form, it is not clear what alternates. To figure out what alternates, we must first determine the morphemic composition of these verbs through the Morphemic Analysis.
In conducting the Morphemic Analysis, linguists are guided by one central assumption in (2).

	(2) 	Each meaning has a unique phonetic form.



It is generally assumed that each distinct meaning is represented by a distinct pronunciation or phonetic form. For instance, kæt ‘cat’ represents one type of animal while bæt ‘bat,’ though differing only slightly, refers to a different animal in English among other things. The relation between a meaning and the phonetic form used to communicate this meaning can be compared to that between a residence and the address used to locate this residence. In order for an address to correctly identify a residence, each address must be unique so that it identifies one or only one residence. An address must be distinct from all other addresses, regardless of whether this difference comes from the apartment or street number, street name, city, state, or country, etc. In this regard, the pronunciation or the phonetic form used to represent a meaning is very much analogous to an address for a residence in that it is ideally unique so that listeners know precisely what is communicated through a particular pronunciation.
Unlike the address for a residence, not every meaning has a unique pronunciation in human languages. Exceptions that immediately come to mind are homophones, that is, words that are identical in pronunciation but different in meanings, or their counterparts, homonyms, words that are identical in meaning, but have distinct pronunciations. In addition, we have learned through phonological alternations that a morpheme – that is, one meaning – can have more than one distinct pronunciation. Apart from these exceptions, most of the meanings do have unique pronunciations in human languages; that is, most meaning–pronunciation pairs do have a unique one-to-one relation. In conducting the Morphemic Analysis, we use this fact as a starting point or heuristic, if you like, to make hypotheses about the morphemic composition of complex forms.
Linguists use two strategies to deconstruct morphologically complex forms into their morphemic constituents. These two strategies are both based on the assumption that each meaning has a unique phonetic form. We state these two strategies in (3).

	(3) 	Two strategies of the Morphemic Analysis
	a. 	Compare the morphologically complex forms that share one and only one meaning to determine whether there is a corresponding string of sounds that these morphologically complex forms share.



	b. 	Compare the morphologically complex forms that differ in one and only one meaning to determine where there is a corresponding string of sounds that differentiates these morphologically complex forms.






In what follows, we demonstrate the use of these two strategies to determine the phonetic forms of morphemes in morphologically complex forms.
According to (3a), we can compare forms that have one meaning in common. To do this, we must first identify the forms that share one meaning. As a starting point, let’s focus on the forms that have the meaning ‘them’ in common. Using the first two verbs in (1a) and (1b) as examples, We list the morphologically complex forms that include ‘them’ as part of its meaning in (4).

	(4) 	Forms that share the meaning ‘them’
		A	Gloss	B	Gloss
	a.	wepceno[image: U+0294]	‘he cuts them’	wepcenano[image: U+0294]	‘he is cutting them’
	b.	wentoxo[image: U+0294]	‘he hoes them’	wentoxono[image: U+0294]	‘he is hoeing them’






Following (2), we would expect that ‘them’ would have a unique phonetic form. Examination of these four forms reveals two phonetic strings that might be hypothesized to be the phonetic form that corresponds to ‘them.’ They are: (a) we and (b) o[image: U+0294]. Both strings appear in each of the four forms. Consequently, either one can be the phonetic form of ‘them.’
To determine which of these two phonetic forms corresponds to ‘them,’ we can make use of the second strategy in (3b). This strategy requires comparing the forms that differ in one and only one meaning. As the goal is to determine which phonetic form – we or o[image: U+0294] – indicates ‘them,’ some of the forms selected for this comparison must include ‘them’ as part of its meaning. Moreover, we need to choose the forms whose meaning differs from those in (4) only with respect to the meaning ‘them.’ Inspection of (1) suggests that the forms that include the meaning of ‘me’ are good candidates. They are good candidates because both ‘them’ and ‘me’ function as the object of the verbs, and forms that include ‘me’ as part of their meaning differ from those with the meaning ‘them’ only with respect to the type of object. We know from English that pronouns that have the same meaning can have distinct phonetic forms depending on whether they are used to mark subjects or objects such as he or him in English. For this reason, it is important to limit the contrast to ‘them’ vs. ‘me.’ In (5), I present the verb forms that include the meaning ‘them’ and juxtapose them with the forms that have the meaning ‘me.’

	(5) 	Pairs of morphologically complex forms that contrast ‘them’ with ‘me’

		A	Gloss	B	Gloss
	a.	wepceno[image: U+0294]	‘he cuts them’	wepcenano[image: U+0294]	‘he is cutting them’
		kepceno[image: U+0294]	‘he cuts me’	kepcenano[image: U+0294]	‘he is cutting me’
	b.	wentoxo[image: U+0294]	‘he hoes them’	wentoxono[image: U+0294]	‘he is hoeing them’
		kentoxo[image: U+0294]	‘he hoes me’	kentoxono[image: U+0294]	‘he is hoeing me’






The data in (5) include four pairs of forms that contrast ‘them’ with ‘me.’ Any of these four pairs can help us to determine which one – we or o[image: U+0294] – marks ‘them.’ As each pair differs with respect to the object pronoun, we would expect each pair to differ in terms of their phonetic forms. This expectation eliminates o[image: U+0294] as the form marking ‘them’ because this string is present in all of the forms in (5), even though some of these forms do not possess the meaning of ‘them.’ Following this analysis, we can hypothesize that we marks the meaning ‘them’ in Tonkawa. We can also hypothesize that ke is likely to mean ‘me.’
I stress the word “hypothesize” here for a reason. In conducting any analysis, it is always prudent to verify the conclusion one draws on the basis of limited data. In this case, the hypothesis that we means ‘them’ and ke means ‘me’ is formed on the basis of two verb stems. It is important that this hypothesis be double-checked with other verb stems. If we indeed means ‘them’ and ke means ‘me’ in Tonkawa, we should find them reappearing in other verb stems that include ‘them’ and ‘me’ as part of their meanings. Inspection of the two remaining verbs in (1c) and (1d) shows that this is indeed the case, suggesting that our hypothesis is consistent with these four forms. What this preliminary Morphemic Analysis reveals is that there is a morphemic boundary separating the pronominal prefixes from the rest of the forms. In (6), I mark this morphemic boundary using the hyphen “-”.

	(6) 			A	Gloss	B	Gloss
	a.	we-pceno[image: U+0294]	‘he cuts them’	we-pcenano[image: U+0294]	‘he is cutting them’
		we-pceno[image: U+0294]	‘he cuts me’	ke-pcenano[image: U+0294]	‘he is cutting me’
	b.	we-ntoxo[image: U+0294]	‘he hoes them’	we-ntoxono[image: U+0294]	‘he is hoeing them’
		ke-ntoxo[image: U+0294]	‘he hoes me’	ke-ntoxono[image: U+0294]	‘he is hoeing me’




If you follow the strategies laid out in this section and systematically test your hypothesis, you would arrive at the morphological breakdown presented in (7). But before you move on, I suggest that you stop a moment and try the two strategies in (3) to see whether you can identify the phonetic forms for each of the remaining morphemes yourself.
3. The puzzle
We learned how to conduct the Morphemic Analysis in section 2. This analysis makes it possible to decompose a morphologically complex form and determine the phonetic forms of its constituent parts, that is, the morphemes that make up a complex form. If you follow the Morphemic Analysis until every morpheme is identified, you arrive at something that looks like (7). Once again, I use only the first two verbs as an illustration to save space.

	(7) 	Tonkawa verbs with the morphemic boundaries marked by “-”
		A	Gloss	B	Gloss
	a.	picn-o[image: U+0294]	‘he cuts it’	picna-n-o[image: U+0294]	‘he is cutting it’
		we-pcen-o[image: U+0294]	‘he cuts them’	we-pcena-n-o[image: U+0294]	‘he is cutting them’
		ke-pcen-o[image: U+0294]	‘he cuts me’	ke-pcena-n-o[image: U+0294]	‘he is cutting me’
	b.	notx-o[image: U+0294]	‘he hoes it’	notxo-n-o[image: U+0294]	‘he is hoeing it’
		we-ntox-o[image: U+0294]	‘he hoes them’	we-ntoxo-n-o[image: U+0294]	‘he is hoeing them’
		ke-ntox-o[image: U+0294]	‘he hoes me’	ke-ntoxo-n-o[image: U+0294]	‘he is hoeing me’






We can see from (7) that these verbs are somewhat complex morphologically. Some include two morphemes. But the more complex forms comprise as many as four distinct morphemes. A closer look at (7), in particular the parts in bold, reveals that the stems, that is, the parts that carry the meanings of ‘cut’ or ‘hoe,’ exhibit four distinct phonetic forms in Tonkawa. To help you see them more clearly, I strip away the prefixes and suffixes, leaving only the verb stems in (8).

	(8) 	Tonkawa verb stems
	‘cut’	‘hoe’
	picn	picna	notx	notxo
	pcen	pcena	ntox	ntoxo






There are four distinct pronunciations for each verb stem according to (8). In other words, we find via the Morphemic Analysis that verb stems alternate in Tonkawa. The question this alternation raises immediately is whether this alternation is predictable. Preliminary examination of the four phonetic variants of each verb stem suggests some consistency with respect to the consonants. For instance, the three consonants p, c, and n appear in all four phonetic forms for the stem ‘cut.’ The same is true of the phonetic forms for ‘hoe.’ What seems to vary from one phonetic form to another is the presence or absence of vowels. For instance, if we compare picn with pcen, we see that picn has a vowel i between the first two consonants while pcen does not. Moreover, pcen has a vowel e between the second and third consonant, which is not present in picn. The question to be addressed is what triggers the presence or absence of vowels in Tonkawa verb stems. In other words, what is the relation of the four distinct phonetic forms of each verb, apart from the obvious meaning connection? Is this relation predictable or random? If it is predictable, what is the pattern and how can we express this pattern? We address these questions in section 4.
4. The first approach
To determine whether the stem alternation is predictable, that is, to understand the relation of the four distinct variants of each verb stem in Tonkawa, we need once again to distinguish underlying and surface representations. We stated at the end of Chapter 6 that we can consider the surface representation of a morpheme to be roughly the actual pronunciation of that morpheme. Under this definition, the four distinct pronunciations of a verb stem correspond to the surface representations or forms of that verb stem in Tonkawa.
If the phonetic forms of a verb stem are the surface forms, then what is their underlying form? We learned from the analysis of Tibetan numerals that the underlying form of a numeral may be identical to one of its surface forms. We tend to assume that the underlying form of a morpheme is identical to the form of that morpheme when it appears in isolation, that is, when it is not attached to any other morpheme. What is tricky about Tibetan numerals is that this assumption turns out to be wrong. In Tibetan numerals, the underlying form is actually equivalent to the form when it appears in combination with other morphemes. If the underlying form may be identical to a surface form, then there are four possible underlying forms for each verb stem, because each stem has four surface forms in Tonkawa. We show here that though the four underlying representations have slightly different analytic consequences, they suffer from similar problems and represent one analytic approach. Consequently, we do not need to consider each of the four surface forms as a possible underlying representation. Once we understand the problems for one, we understand the problems for all.
Let’s consider one surface form as a possible underlying representation to see whether it can help to uncover the patterns that underlie Tonkawa stem alternation. As we do not know which one of the four surface forms of a verb stem is the underlying form, let’s randomly select one of these four forms as the underlying form. For this demonstration, let’s pick the first surface form as the underlying form of the stem, that is, /picn/ and /notx/, the forms that mean ‘he cuts/hoes it.’ In (9), we present the underlying forms of Tonkawa verbs in the two paradigms using /picn/ and /notx/ as the underlying representations of these two verb stems. These underlying forms are juxtaposed with the surface forms of these verbs so that we can see what needs to be done to derive the four surface forms from the underlying form. I have excluded the four verb forms that mean ‘he cuts/hoes me’ and ‘he is cutting/hoeing me,’ because their patterns are identical to those verbs that mean ‘he cuts/hoes them’ and ‘he is cutting/hoeing them.’

	(9) 	Underlying and surface representations of Tonkawa verb stems
		A	B	C	D
	UR	/picn-o[image: U+0294]/	/we-picn-o[image: U+0294]/	/picn-n-o[image: U+0294]/	/we-picn-n-o[image: U+0294]/
	SR	[picn-o[image: U+0294]]	[we-pcen-o[image: U+0294]]	[picna-n-o[image: U+0294]]	[we-pcena-n-o[image: U+0294]]
	UR	/notx-o[image: U+0294]/	/we-notx-o[image: U+0294]/	/notx-n-o[image: U+0294]/	/we-notx-n-o[image: U+0294]/
	SR	[notx-o[image: U+0294]]	[we-ntox-o[image: U+0294]]	[notxo-n-o[image: U+0294]]	[we-ntoxo-n-o[image: U+0294]]






Consider Column A first. The underlying and surface forms in this column are identical, which means that no phonological operation is needed to derive the surface forms from the underlying representations. However, when we compare the underlying and surface forms in the three remaining columns, we see discrepancies. In Column B, the underlying forms /we-picn-o[image: U+0294]/ and /we-notx-o[image: U+0294]/ include a vowel – that is, i or o – between the first and second stem consonant. To derive the two surface forms [we-pcen-o[image: U+0294]] and [we-ntox-o[image: U+0294]] from these underlying representations requires deletion. I state this operation informally in (10a), leaving its condition unspecified. I place in parentheses a brief statement to indicate where this operation is needed. We will return to this point shortly when we consider the problems for this approach. Now let’s return to the forms in Column B. In addition to the above difference, we see that the surface forms of these verb stems include a vowel – e and o – between the second and third stem consonant that is not present in their underlying representations. Thus, we need a rule of vowel insertion as in (10b). Moving on to Column C, we see that the underlying forms miss a vowel – a or o – after the third stem consonant, which is present in their surface forms. To derive this vowel requires another vowel insertion rule in (10c). Finally, consider Column D. The underlying forms contain a vowel – i or o – between the first and second stem consonant, which is missing in the surface forms. Once again, we need a rule deleting i or o between the first and second stem consonant, that is, (10a). The underlying forms in Column D miss a vowel – e or o – between the second and third stem consonant and a vowel – a or o – after the third stem consonant. To insert these vowels requires the same rules as (10b) and (10c).

	(10) 	Rules needed to derive the surface forms from the underlying forms in (9)
	a. 	i, o [image: U+2192] [image: U+2205] (between the first and second stem consonant)



	b. 	[image: U+2205] [image: U+2192] e, o (between the second and third stem consonant)



	c. 	[image: U+2205] [image: U+2192] a, o (after the third stem consonant)






This analysis requires a minimum of three rules: one deletion rule and a minimum of two insertion rules. The two insertion rules in (10b) and (10c) cannot be collapsed into one because they are subject to different conditions, indicated by the brief statements in parentheses. Anticipating the analysis we present in the next section, we will see that this analysis is more complex. In the analysis presented in section 5, only two rules are sufficient to capture the surface variations of Tonkawa stems.
Apart from the problem of complexity, this analysis is problematic for another reason. I left unspecified the conditions triggering the deletion and insertions in (10). This is because the conditions triggering these operations cannot be stated such that they apply only where they are supposed to. Consider, for instance, the rule that inserts e or o between the second and third stem consonant in (10b). This rule must be stated in such a way that it does not apply to the underlying forms in Column A and Column C, because they do not require the insertion of e or o between the second and third stem consonant, as demonstrated by their surface forms picn-o[image: U+0294], picna-n-o[image: U+0294], notx-o[image: U+0294], and notxo-n-o[image: U+0294]. We cannot refer to the condition such as “between the second and third stem consonant” as the condition triggering the vowel insertion. As a matter of fact, it is not clear what conditions the vowel insertion in Column B and Column D, but not in Column A and Column C.
The third problem stems from the vowel insertion rules. Earlier on, I used the word “minimum” to qualify the insertion rules. I use this word intentionally, because each of the two rules in (10b) and (10c) comprise at least two separate rules, rules that cannot be collapsed into one. Take (10b), for instance. The rule inserting e must be stated separately from the rule inserting o. The reason is simple. Each verb stem requires a different vowel. The rule inserting e cannot apply to the stem ‘hoe’ while the rule inserting o cannot apply to the stem ‘cut.’ What this means is that the analysis outlined in (10) is actually much more complex than it seems. Moreover, the conditions inserting e or o must be specified in such a way that they do not apply to the wrong stems. This turns out to be impossible, short of stipulating which rule applies to a particular stem. This is clearly an undesirable outcome. For these three reasons, this analysis of Tonkawa stem alternation must be rejected. The fundamental problem of this analysis is that it does not uncover the patterns underlying the stem alternation, implying that the alternation is unpredictable. We show in section 5 that these problems do not stem from the data but from the way we view the data.
We have thus far considered only one of the surface forms as the underlying form. Would any other surface form fare better as the underlying form[image: U+0294] I leave this question for you to figure out. If you follow the analysis outlined here and test other surface forms as the underlying representations, you will come to the conclusion that they suffer from the problems similar to ones we demonstrated for the analysis presented here. For this reason, we will not pursue the other three surface forms as the underlying representations any more.
To summarize, if we selected any one surface form of a verb stem as its underlying representation, we would need both deletion and insertion to account for all of the surface variants. This analysis is complicated. The conditions triggering deletion and insertion are difficult to state. The fundamental problem with this analysis is that it obscures rather than reveals the patterns of stem alternation. This analysis is but one specific implementation of an approach to the Tonkawa puzzle. Its problems are symptomatic of an approach, which assumes that the underlying form of a verb stem corresponds to one of its surface forms. As each of the surface forms misses some vowel present in other surface forms, this approach necessitates vowel insertion. As different verb stems require different vowels on the surface, this approach runs into the problems presented here.
Before we move on to section 5, we encourage you to pause a moment and imagine a different approach. As a hint, consider an approach that is exactly the opposite to one that requires insertion. What does this approach look like in terms of underlying representations? What rules are needed[image: U+0294] If you pay attention to these two questions and pursue the analysis systematically as we did for the analysis above, you can come up with the solution to the Tonkawa puzzle yourself.
5. The second, opposite approach
This section presents a different analysis, one similar to that first presented in Kenstowicz and Kisseberth (1979: 65–71).I asked you earlier to come up with an approach that is opposite to one that requires insertion. Clearly, what is opposite to insertion is deletion. Consider for a moment what this means for the underlying representations. If deletion is the only option, this means that the underlying representation of each verb stem must include all of the vowels that appear in the four surface forms of each verb stem. As no surface form of each verb stem includes all of the vowels, some undergo deletion.
The question remains as to which vowel the underlying representation of each stem should include. The answer to this question lies in the surface forms of each stem. Consider the stem ‘cut’ as an illustration. The two surface forms of this stem – picn and picna – suggest that the vowel i is present between the first and second stem consonant. The vowel e is present between the second and third stem consonant, according to pcen and pcena. Finally, picna and pcena suggest that there is a vowel a after the third stem consonant. A form that includes all three vowels is /picena/, which, according to this approach, is the underlying representation of the stem ‘cut.’ Now try to see whether you can come up with the underlying forms for the stems ‘hoe,’ ‘lick,’ and ‘make a fire’ under this approach yourself.
In (11), I present the underlying representations of the two verb stems and juxtapose them with their surface forms to help you see what phonological operations are necessary to derive the surface forms from their underlying forms.

	(11) 	Underlying and surface representations of Tonkawa verb stems
		A	B	C	D
	UR	/picena-o[image: U+0294]/	/we-picena-o[image: U+0294]/	/ picena-n-o[image: U+0294]/	/we-picena-n-o[image: U+0294]/
	SR	[picn-o[image: U+0294]]	[we-pcen-o[image: U+0294]]	[picna-n-o[image: U+0294]]	[we-pcena-n-o[image: U+0294]]
	UR	/notoxo-o[image: U+0294]/	/we-notoxo-o[image: U+0294]/	/notoxo-n-o[image: U+0294]/	/we-notoxo-n-o[image: U+0294]/
	SR	[notx-o[image: U+0294]]	[we-ntox-o[image: U+0294]]	[notxo-n-o[image: U+0294]]	[we-ntoxo-n-o[image: U+0294]]






To derive [picn-o[image: U+0294]] from /picena-o[image: U+0294]/ in Column A requires two deletion operations: (a) one that deletes e and (b) one that deletes a. As these two vowels appear in different stem positions, they are likely the results of two separate deletion operations. Moving on to /we-picena-o[image: U+0294]/ and [we-pcen-o[image: U+0294]] in Column B, we see that i and a must be deleted from the underlying form. If you compare the deletions in these two columns, you might have noticed some similarity. For instance, one vowel that undergoes deletion is the same, that is, a that appears after the third stem consonant. In fact, there is also some similarity to the deletion of e in Column A and the deletion of i in Column B.
To help you see the similarity and determine the conditions triggering the two deletion operations, we re-arrange (11) into (12). The first two columns in (12) illustrate one deletion operation, with the targets for deletion highlighted in bold. The third and fourth columns are set up to assist you in identifying the pattern of the second deletion. In this case, the vowels targeted for deletion are underlined. Now try to see whether you can identify the patterns yourself on the basis of (12) before reading on.

	(12) 	Underlying and surface representations of Tonkawa verb stems
	UR	SR	UR	SR
	/picena-o[image: U+0294]/	[picn-o[image: U+0294]]	/picena-o[image: U+0294]/	[picn-o[image: U+0294]]
	/we-picena-o[image: U+0294]/	[we-pcen-o[image: U+0294]]	/we-picena-o[image: U+0294]/	[we-pcen-o[image: U+0294]]
	/picena-n-o[image: U+0294]/	[picna-n-o[image: U+0294]]		
	/we-picena-n-o[image: U+0294]/	[we-pcena-n-o[image: U+0294]]		
	/notoxo-o[image: U+0294]/	[notx-o[image: U+0294]]	/notoxo-o[image: U+0294]/	[notx-o[image: U+0294]]
	/we-notoxo-o[image: U+0294]/	[we-ntox-o[image: U+0294]]	/we-notoxo-o[image: U+0294]/	[we-ntox-o[image: U+0294]]
	/notoxo-n-o[image: U+0294]/	[notxo-n-o[image: U+0294]]		
	/we-notoxo-n-o[image: U+0294]/	[we-ntoxo-n-o[image: U+0294]]		






Examination of the vowels in bold reveals that they appear after the word-initial CVC string, that is, the second vowel in a verb. For this reason, I name this deletion “Second Vowel Deletion” in (13a). Inspection of the underlined vowels reveals a pattern as well. This vowel appears immediately before another vowel, forming a vowel cluster. Removing the underlined vowel simplifies the vowel cluster, hence, the label “Vowel Cluster Simplification.” We can state these generalizations in rule forms in (13a) and (13b).

	(13) 	Two rules responsible for Tonkawa stem alternation
	a. 		Second Vowel Deletion:	V [image: U+2192] [image: U+2205] / #CVC ___




	b. 		Vowel Cluster Simplification:	V [image: U+2192] [image: U+2205] / ___ V







In (13a), V stands for vowels; [image: U+2205] stands for zero or nothing; # represents the word boundary. “V [image: U+2192] [image: U+2205]” means that a vowel goes to zero or nothing. In other words, this part of the rule states a deletion operation targeting vowels. “/ #CVC ___” specifies the condition of vowel deletion. As “#CVC” appears to the left of “___”, Second Vowel Deletion states that a vowel is deleted if it follows a word-initial CVC string. As “V” in “/ ___V” appears to the right of “___”, Vowel Cluster Simplification states that a vowel is deleted if it immediately precedes another vowel.
We demonstrate below how these two rules derive the four surface variants of the two verb stems. In (14), the derivations proceed vertically from the top down. “NA” stands for “not applicable.” They indicate that a rule cannot apply because its condition is not met. In this case, some of the forms do not possess a vowel cluster, making Vowel Cluster Simplification not applicable.

	(14) 	Derivations for the stems ‘cut’ and ‘hoe’
	UR	/picena-o[image: U+0294]/	/we-picena-o[image: U+0294]/	/picena-n-o[image: U+0294]/	/we-picena-n-o[image: U+0294]/
	V [image: U+2192] [image: U+2205] / #CVC ___	picna-o[image: U+0294]	we-pcena-o[image: U+0294]	picna-n-o[image: U+0294]	we-pcena-n-o[image: U+0294]
	V [image: U+2192] [image: U+2205] / ___ V	picn-o[image: U+0294]	we-pcen-o[image: U+0294]	NA	NA
	SR	[picn-o[image: U+0294]]	[we-pcen-o[image: U+0294]]	[picna-n-o[image: U+0294]]	[we-pcena-n-o[image: U+0294]]
	UR	/notoxo-o[image: U+0294]/	/we-notoxo-o[image: U+0294]/	/notoxo-n-o[image: U+0294]/	/we-notoxo-n-o[image: U+0294]/
	V [image: U+2192] [image: U+2205] / #CVC ___	/notxo-o[image: U+0294]/	we-ntoxo-o[image: U+0294]	notxo-n-o[image: U+0294]	we-ntoxo-n-o[image: U+0294]
	V [image: U+2192] [image: U+2205] / ___ V	/notx-o[image: U+0294]/	we-ntox-o[image: U+0294]	NA	NA
	SR	[notx-o[image: U+0294]]	[we-ntox-o[image: U+0294]]	[notxo-n-o[image: U+0294]]	[we-ntoxo-n-o[image: U+0294]]






We see that all four surface variants of each stem are accounted for by the two deletion rules. Second Vowel Deletion is responsible for deleting either the first or second stem vowel. This variation stems from the fact that some verb forms include a prefix we-, which makes the first stem vowel the target. When no prefix is present, the second stem vowel becomes the target for deletion. Vowel Cluster Simplification is responsible for removing the third stem vowel. Together, these two rules generate the four phonetic forms of each verb stem.
When we compare this approach with the earlier approach, the advantages of this second approach are obvious. First, it is simpler in that it requires only two rules. Second, the conditions triggering the vowel deletions can be specified. Unlike the first approach, this one unearths the patterns underneath the surface variations of verb stems, attributing the source of the variations to two deletion operations.
6. Underlying representation and the problem of abstractness
Tonkawa stem alternation is similar to the alternations discussed in Chapters 5 and 6. In all these cases, we see one morpheme – verb stems in this case – can have different phonetic realizations or allomorphs and that these different forms are predictable, conditioned by the different environments this morpheme finds itself in. Tonkawa alternation is different as well. One of these differences is superficial. Unlike Tibetan numerals that have two surface forms, Tonkawa verb stems exhibit four distinct phonetic realizations. As a matter of fact, some of the Tonkawa verb stems possess even more phonetic forms (see the exercises for more Tonkawa data). One objective of introducing Tonkawa alternation in this chapter is to show what human languages are capable of when it comes to alternation. Tonkawa stem alternation illustrates in a more dramatic way the extent to which a morpheme can vary phonetically. Though the problems considered in this unit are all alternational phenomena, their actual manifestations and the conditions triggering the alternation vary from language to language. Consequently, they pose different analytical challenges. By introducing Tonkawa, this chapter aims at developing your ability to handle a wider variety of alternational phenomena.
The more significant difference is concerned with underlying representation. Even though Tibetan numerals pose their own challenges for the analysis, the underlying representation of Tibetan numerals turns out to be equivalent to one of its surface forms under the analysis. Using the simple numeral ‘ten,’ I show this in (15). But in the case of Tonkawa verb stems, the underlying form of a verb stem is not identical to any of its surface forms under our analysis.

	(15) 	A comparison of Tibetan and Tonkawa underlying representations
		Tibetan numerals	Tonkawa verb stems
	UR	/bju/	/picena/
	SR	ju	bju	picn	pcen	picna	pcena






One lesson from Tonkawa is that it is not always the case that the underlying representation of a morpheme is identical to one of its surface or phonetic forms, even though this is often the case. In conducting analyses of phonological alternation, we need to be consciously aware of this assumption and be open to the possibility that the underlying representation may not correspond to any of its surface forms. This assumption often makes it difficult for us to entertain other analytical possibilities and obstructs us from seeing the patterns in the data.
The claim that the underlying representation of a verb stem is distinct from all of its surface forms raises an issue that linguists have been concerned with for some time. The issue is the problem of abstractness. In this context, abstractness refers to the extent to which the underlying representation of a morpheme deviates from its surface forms. The closer the underlying form is to the surface form, the less abstract this underlying form is. The further the underlying form deviates from the surface form, the more abstract this underlying form is. Under this definition, /bju/ in Tibetan is less abstract than Tonkawa /picena/ because /bju/ is identical to one of its surface forms, which is not the case with /picena/. The reason why an abstract underlying representation poses a problem is related to learnability. The analyses we proposed for Tibetan and Tonkawa are not just analyses. They represent claims about language learning. Speakers of Tonkawa must have learned this language, including its verb stem alternation. For linguists, this means that they must have somehow figured out the underlying forms of verb stems such as /picena/. When an underlying form is identical or similar to the surface form, the challenge of determining the underlying form from the surface forms is not much for the learner. In contrast, when the underlying form is significantly different from the surface forms, one wonders how the learners figure out that underlying form because they have access only to the surface forms.
We cannot solve this problem right here. Nor is it clear how this problem can be solved. Some phonological problems seem to require rather abstract underlying representations. We introduce the problem of abstractness here so that you become familiar with the issue and understand why abstractness is a problem and why it is important to limit the degree of abstractness, that is, the extent to which an underlying representation differs from the surface forms. The concern over abstractness is one reason why we started the analysis of Tonkawa by considering one of the surface forms of a stem as the underlying form. Only after we exhausted this possibility did we come to the more abstract underlying representation and analysis presented in section 5.
7. Linguistic arguments
In this and earlier chapters, we discussed the reasoning behind the conclusions phonologists drew from their analyses. To help you understand the reasoning, we compared different analyses of the same phenomena and demonstrated why some analyses are superior to others. We based the evaluation on two types of linguistic arguments, that is, criteria that linguists use to determine the strengths and weaknesses of different analyses. We pause a moment here to review these two types of linguistic arguments so that you understand what they are and make use of them in evaluating competing analyses in your own investigations.
One type of linguistic argument is predictability. We appealed to this argument in the analyses of both Tibetan numerals and Tonkawa verb stem alternation. As a criterion, predictability refers to the ability of an analysis to unearth the patterns in the data. According to this criterion, A(nalysis) 1 is superior to A2 if A1 brings to light the patterns in the data and A2 does not, that is, if A1 shows that there are predictable generalizations in the data while A2 does not. Consider, for instance, the two analyses of Tonkawa alternation. In section 4, we explored an analysis in which one of the surface forms of a verb stem is assumed to be its underlying form. Under this analysis, vowel insertion becomes necessary, because none of the surface forms includes all of the vowels. Consequently, no matter which surface form is selected as the underlying representation, it is necessary to insert vowels. The problem with vowel insertion is that different stems require different vowels to be inserted. So unless we stipulate which vowel gets inserted into which stem, it is impossible to prevent the wrong vowels from being inserted. To put it simply, this approach renders unpredictable both the vowel targets (which vowel to insert for a stem) and the conditions triggering the insertions. We showed in section 5 that if we adopt an approach in which the underlying representation of a verb stem includes all of the vowels, then insertion is completely unnecessary. All we need is deletion. But most importantly, both the vowels to be deleted and the conditions triggering the deletions are predictable. It is this criterion that results in the rejection of the first approach and the adoption of the second approach.
We appealed to a second type of linguistic argument in deciding between the two competing approaches to Tonkawa stem alternation. This is the argument of simplicity. As a criterion, simplicity prefers simpler to more complex analyses. Essentially, the simpler the analysis, the better the analysis. You might ask “Simpler in what?”. This question depends on the theory one uses. If you use, as we have done so far, the Derivational Theory in which rules are used to express phonologically significant generalizations, simplicity can refer to the number of rules used in an analysis. In this case, the more rules an analysis uses, the more complex this analysis. Simplicity can also refer to the representations assumed in an analysis. For now, let’s focus on the simplicity in the number of rules used by an analysis, because these are the examples we have so far. Consider the two Tonkawa analyses once again as these analyses are still fresh in your mind. We stated in (10) that the first analysis requires a minimum of three rules. As a matter of fact, the two insertion rules in (10b) and (10c) each combine several vowel insertion rules, rules that cannot be collapsed into one. This is because different stems require different vowels. The only way to accomplish this is to state the insertion of each distinct vowel as a separate rule. This analysis, when contrasted with an analysis requiring only two rules – Second Vowel Deletion and Vowel Cluster Simplification – is significantly more complex, even if it can be made to work. For this reason, that is, the simplicity reason, we rejected the analysis in section 4 as well.
The point is that competing analyses are not decided on a random basis. Linguists choose a particular analysis and its conclusions on the basis of certain criteria or what we call linguistic arguments. We highlighted two – predictability and simplicity – here. In the chapters to come, we will discuss other types of linguistic arguments used by linguists to assess competing analyses.
8. Natural classes and distinctive features
We have by now introduced a variety of phonological phenomena and their analyses. Through these analyses, we have unearthed patterns in the data and expressed these patterns in the form of rules. Two of these rules are Word-initial Consonant Cluster Simplification in Tibetan and Vowel Cluster Simplification in Tonkawa, which are repeated in (16).

	(16) 	Consonant and Vowel Cluster Simplifications in Tibetan and Tonkawa
	a. 		Word-initial Consonant Cluster Simplification:	C [image: U+2192] [image: U+2205] / # ___ C




	b. 		b.	Vowel Cluster Simplification:	V [image: U+2192] [image: U+2205] / ___ V







In (16), we use symbols such as “C” and “V” in expressing the generalizations in the two languages. “C” or “V” in these rules does not refer to a specific consonant or a vowel. These labels each refer to a group of segments. “C” in (16a) refers to any consonant segment in Tibetan, whether it be b, j, or r, etc. “V” in (16b) refers to any vowel segment in Tonkawa, whether it is i, e, a, or o. In other words, these two symbols each represent not one but a group of segments. We use “C” and “V” in these rules as shorthand notations for easy reference. They are not how consonants or vowels are formally represented in phonological theory. In this section, we consider how segments such as consonants and vowels are represented and the phonological and phonetic bases for the representations
As you see more phonological phenomena, you will come to realize two things about these rules that are not uncommon at all. First, phonological processes such as deletion do not always target an individual segment. They tend to select a group of segments as the targets. Tibetan Consonant Cluster Simplification targets all consonants, while Vowel Cluster Simplification targets all vowels in Tonkawa. Second, what triggers a phonological process also tends to come from a group of segments, hence the conditions “___C” and “___V” in (16a) and (16b). These rules raise the following question. Are these segment groups – that is, groups of segments that are targeted by or trigger a phonological process – accidental? In other words, do these groups contain random, unrelated segments?
To address this question, linguists look at a variety of phonological phenomena in different languages. They look to see whether the segments such as those targeted by Tibetan Consonant Cluster Simplification or Tonkawa Vowel Cluster Simplification are repeatedly the targets and triggers of other phonological processes. If they are, this suggests that these segment groups are not random or unrelated. Take, for instance, vowels as a segment group. This group of segments are the targets and triggers not only of deletion but of many other phonological processes. Many languages have the phenomena we refer to as vowel harmony. In languages with vowel harmony, vowels tend to be both the targets and the triggers of harmony. The recurrence of segment groups in phonological processes suggests that these segments may not be unconnected and that they may have some shared properties.
To confirm this, linguists also examine the phonetic properties of segments to see whether they are similar. They may look at how sound segments are produced, how they are perceived, and what physical characteristics they may have. They find that many of the segment groups targeted by phonological processes include segments that share some phonetic properties. For instance, as a group, vowels are produced with little to no obstruction of air flow through the oral cavity. They tend to involve vocal cord vibration, that is, they tend to be voiced. In contrast, consonants are generally produced with some vocal tract constriction, creating a complete or partial obstruction of air flow. Consonants, in particular stop and fricative consonants, tend to contrast in voicing; in other words, they do not always involve vocal cord vibrations. These articulatory differences that distinguish vowels from consonants manifest themselves in their respective physical characteristics as well. For instance, only vowels reveal the types of format frequencies that are visible through the spectrograms.
Only when both of these conditions – the recurrence of certain segment groups in phonological processes and the shared phonetic properties – are met do we conclude that these groupings are not accidental or random. In phonological literature, these segment groups are known as natural classes. These classes are natural because they are repeatedly the targets or triggers of phonological processes and because they include segments with common phonetic properties.
Linguists express these natural classes of segments in the form of distinctive features. For now, let’s focus on the distinctive features relevant to vowels and consonants. With respect to these segment classes, linguists propose two distinctive features: [syllabic] and [consonantal]. These two features each have two values: plus “+” and minus “−”. In (17), I provide the definitions for these two distinctive features given by Halle and Clements (1983: 6).

	(17) 	Definitions of [±syllabic] and [±consonantal]
	a. 	Syllabic sounds are those that constitute the syllable peaks, nonsyllabic sounds are those that do not.



	b. 	Consonantal segments are articulated with a sustained vocal tract constriction at least equal to that required in the production of fricatives; nonconsonantal sounds are produced without such a constriction.






Together, these two distinctive features classify sound segments into four classes, shown in (18)

	(18) 	Four classes of segments distinguished by [±syllabic] and [±consonantal]
	Vowels	[+syllabic]	[−consonantal]
	Consonants	[−syllabic]	[+consonantal]
	Glides	[−syllabic]	[−consonantal]
	Syllabic Consonants	[+syllabic]	[+consonantal]






In (18), vowels are classified as [+syllabic, −consonantal]. This classification refers to the fact that vowels form the syllable peaks (that is, +syllabic) and vowels do not have the properties associated with consonants, with the minus sign marking the absence of some property. Consonants are designated as [−syllabic] and [+consonantal], exactly the opposite of vowels. They are [−syllabic] because consonants generally do not function as the syllable nuclei. They of course have the properties associated with consonants, hence, the [+consonantal] classification. The segments we describe as glides, often represented as w and y, are assigned the features [−syllabic] and [−consonantal]. This classification suggests that they are not like vowels in that they do not function as the syllable nuclei. They are also not like consonants. One phonological process that shows this is that glides tend to alternate with vowels, depending on the syllabic positions these segments find themselves in. The glides w and y can surface as u or i if they appear in the syllable nuclei, while u and i can appear as w and y if they are no longer the syllable peaks. Most other consonants do not have this property. Data such as this have led to the classification of glides as a separate class from other consonants. Finally, some languages have a group of consonants that can function as the syllable nuclei when vowels are absent. For instance, in English words such as l[image: U+026A]s[image: ] ‘listen’ or l[image: U+026A][image: ][image: U+026B] ‘little,’ the nuclei of the second syllable are the alveolar n and the dark lateral [image: U+026B], both of which are consonants. These syllabic consonants are designated under this classification as both [+syllabic] and [+consonantal]. This classification suggests that while they are consonants, they can form the syllable peaks like vowels, under certain conditions. The symbol “[image: ]” placed under n and [image: U+026B] marks these consonants as syllabic consonants.
Apart from the four classes of segments in (18), these two distinctive features, when used individually, make it possible to group two classes of segments under one class.

	(19) 	Four additional classes of segments distinguished by [±syllabic] or [±consonantal] alone
	Vowels and syllabic consonants	[+syllabic]
	Consonants and glides	[−syllabic]
	Consonants and syllabic consonants	[+consonantal]
	Vowels and glides	[−consonantal]






In (19), vowels and syllabic consonants are grouped together under [+syllabic], while consonants and glides are both [−syllabic]. Consonants and syllabic consonants are identical in that they are both [+consonantal] while vowels and glides have the same classification under [−consonantal]. Put together, these two distinctive features classify segments into eight natural classes in (18) and (19).
As the mechanisms to express natural classes, distinctive features such as [syllabic] and [consonantal] are very much like other classificatory labels we humans create to classify a wide range of things. Consider for a moment the class of objects grouped together by the label “furniture.” This label classifies objects such as tables, desks, chairs, sofas, beds, cabinets, dressers under one class. A class label like this one accomplishes two things. First, it expresses the idea that the objects assigned to a particular class have some shared properties. In the case of objects classified under the furniture label, we can say that this group of objects serve some shared function in private and public spaces; they are used to perform certain tasks such as eating, sitting and sleeping, writing, etc. Distinctive features such as [+syllabic] or [−consonantal] are alike in that the segments classified under such a label have something in common. The shared properties are: (a) their shared phonetic properties and (b) their identical phonological patterns.
Second, class labels such as “furniture” simplify things. Instead of calling a store “a desk, office, chair and bed store,” shop owners or merchants can refer to their store simply as a furniture store. Distinctive features such as [+syllabic] are similar in that they also simplify things. The key difference here is that distinctive features are used to simplify the formal statement of phonologically significant generalizations or patterns. Suppose for a moment that there is no distinctive feature to express natural classes such as vowels. What would this imply for the statement of Tonkawa’s Vowel Cluster Simplification in (16b)? As this deletion targets any vowel – that is, i, e, o, and a – in Tonkawa, we need a minimum of four rules in (20) just to express the deletion process.

	(20) 		i [image: U+2192] [image: U+2205]	e [image: U+2192] [image: U+2205]	o [image: U+2192] [image: U+2205]	a [image: U+2192] [image: U+2205]




Since any of these four vowels can cause any of the vowel deletions in (20), each of these vowels must be listed as a separate condition as well. This means that each of the four rules in (20) must be stated as four separate rules as in (21).

	(21) 		i [image: U+2192] [image: U+2205] / ___ i	e [image: U+2192] [image: U+2205] / ___ i	o [image: U+2192] [image: U+2205] / ___ i	a [image: U+2192] [image: U+2205] / ___i
	i [image: U+2192] [image: U+2205] / ___ e	e [image: U+2192] [image: U+2205] / ___ e	o [image: U+2192] [image: U+2205] / ___ e	a [image: U+2192] [image: U+2205] / ___e
	i [image: U+2192] [image: U+2205] / ___ o	e [image: U+2192] [image: U+2205] / ___ o	o [image: U+2192] [image: U+2205] / ___ o	a [image: U+2192] [image: U+2205] / ___o
	i [image: U+2192] [image: U+2205] / ___ a	e [image: U+2192] [image: U+2205] / ___ a	o [image: U+2192] [image: U+2205] / ___ a	a [image: U+2192] [image: U+2205] / ___a




Without the mechanisms to refer to a group of segments, the number of rules needed to express this vowel deletion can proliferate quite quickly and the formal expressions of a simple vowel deletion can be considerably more complicated. In contrast, with distinctive features, we can state Vowel Cluster Simplification simply as in (22):

	(22) 	[+syllabic, −consonantal] [image: U+2192] [image: U+2205] / ____ [+syllabic, −consonantal]



As the four vowels all have this distinctive feature combination, they are all targets and triggers of vowel deletion.
These two arguments, phonetic similarity and phonological recurrence, while they provide the bases for some types of formal mechanisms to group segments into natural classes, do not, however, offer the reasons for the particular form that distinctive features take. One significant difference that distinguishes a class label such as “furniture” from a segment class label such as [±syllabic] is that the former has only one value. That is, the label “furniture” has only the plus value. It can only group under one class the objects that belong to that class such as bed, chair, table, etc. There is no such label as [−furniture]. The reason is that the things or objects that are not furniture do not form a class of things or objects with shared properties. Ask yourself: What do tools such as hammer and drill have in common with, say, animals such as dogs and cats? Neither class is furniture. But this does not mean that they have something in common. In contrast, distinctive features with both plus and minus values claim not only that the segments designated as [+syllabic] are a natural class, but also that the sounds assigned [−syllabic] also form a natural class. This latter claim – that is, the claim that the segments assigned [−feature] form a natural class – is what distinguishes distinctive features from class labels such as “furniture.”
There have been considerable debates in the 1990s concerning the form of the mechanism used to classify sounds into natural classes. We review two of these debates here. One of these debates centers on whether the segments classified under the various [−feature], such as [−voiced] or [−nasal], form a natural class. For instance, in an article published in Language, Mester and Itô (1989) argued that [−voiced] is not necessary. They examined a number of cases that seemed to require grouping the unvoiced segments under one natural class and showed that these cases can or should be reanalyzed without any reference to [−voiced]. They proposed that the feature [voice] is privative in that it does not have two values. It has only one value, that is, the plus value [+voiced], analogous to furniture as a class label. Let’s refer to this proposal as the Theory of Privative Features. Segments produced with vocal cord vibration have this feature, that is, [voice] as in (23b). The segments that do not involve vocal cord vibrations do not possess this feature at all in their representations rather than the [−voiced] specification as in (23a). I highlight the difference in representation using b and p to represent voiced and voiceless segments, respectively.

	(23) 		a.	Voicing as a binary feature [±voiced]	b.	Voicing as a privative feature [voice]
		b	p		b	p
		|	|		|	
		[+voiced]	[−voiced]		[voice]	




What the Theory of Privative Features claims is that only segments classified as [+voiced] or simply as [voice] form a natural class. But the segments that are not voiced do not. The representation in (23b), together with the assumption that phonological rules can only refer to the presence of a feature value – not the absence – predicts that phonological rules can only have voiced segments – but not voiceless segments – as the targets or triggers. This is a strong claim. It predicts that no phonological process in any language can ever refer to the unvoiced segments as a natural class. Whether this claim is true must await further studies. But the claim that some features may not be binary with both plus and minus values raises questions about the precise form of the mechanism we use to express natural classes of segments.
The second debate concerns the ability of binary distinctive features to express certain natural classes targeted repeatedly by phonological processes. These phonological processes seem to select as the targets or triggers classes of segments. In other words, these phonologic processes target certain cross-class segment groups, groups we might refer to as “super-classes” of segments. One example comes from the nasal-place assimilation process found in many languages including English. Nasal-place assimilations are often triggered by any consonant with a place of articulation such as labials, alveolars, velars, etc. as is indicated in (24).

	(24) 	Nasal Place Assimilation
	a. 		/N/ [image: U+2192] m / ___ p, b, m




	b. 		/N/ [image: U+2192] n / ___ t, d, n




	c. 		/N/ [image: U+2192] [image: U+014B] / ___ k, g, [image: U+014B]







The traditional binary distinctive features cannot easily group the three classes of triggering segments – labials (p, b, m), alveolars (t, d, n), and velars (k, g, [image: U+014B]) – as one natural class. These phonological processes spurn the development of the Theory of Feature Geometry. Under this proposal, segments do not just include a bundle of distinctive features. Distinctive features are hierarchically organized into what is called the Feature Hierarchy. The crucial innovation in this proposal is that distinctive features are themselves dominated by class nodes, namely, nodes used to express super-classes of segments. With respect to nasal place assimilation, it is proposed that there is a class node called “place” that dominates the features that define each of three classes of segments as in (25).

	(25) 	Nasal Place Assimilation
	Place	Place	Place
	|	|	|
	p, b, m	t, d, n	k, g, [image: U+014B]




According to the Feature Hierarchy, only consonants produced at a specific place of articulation have this class node in their representation. Consequently, only these segments can trigger nasal place assimilation. Class nodes such as [place] make it possible to express the super-classes of segments, not possible under the traditional distinctive features. These debates, while they focus on different aspects of distinctive features, question the form of the mechanism used to express natural classes. The Theory of Privative Features proposes removing the ability of distinctive features to express certain natural classes made possible by [−feature] while the Theory of Feature Geometry advocates adding class labels so as to express natural super-classes of segments.
To summarize, there are two reasons that provide the basis for introducing some form of class labels as a formal mechanism to express the grouping of segments into natural classes. First, distinctive features simplify the statement of phonological patterns. But more importantly, distinctive features capture the similarity of segments in natural classes, suggesting that these segments do not form a random set and that there are both phonetic and phonological reasons that only some subsets of segments tend to pattern together in human languages. Distinctive features codify these natural subsets into the formal mechanisms of phonological theory, giving them a privileged position in linguistic theory. The fundamental problem with listing individual segments, as it is done in (21), is that it fails to address why only those segments are the targets and triggers of vowel deletion, not some other random sets of segments such as i, e, w, k. Rules such as (21) do not capture the similarity in the segments that undergo or trigger deletion. As part of the goal of linguistic theory is to identify and express the patterns in the data, that is, the shared properties in the data, this consideration, together with the simplicity argument, provides the basis for introducing tools such as binary distinctive features. But as this review of the two debates shows, binary distinctive features are far from the only way to express natural classes. The problems with binary distinctive features are that they seem to both over-represent classes of segments that are not or are rarely attested (that is, classes defined by some [−feature]) while under-representing classes of segments that are attested, such as the super-class of segments defined by [place].
9. Conclusion
This chapter introduces yet another case of phonological alternation involving Tonkawa verb stems. We demonstrate via this alternation how to conduct the Morphemic Analysis, which decomposes complex morphological forms into their morphemic constituents. The Morphemic Analysis reveals that Tonkawa verb stems alternate, with each stem displaying four surface forms. We compared two approaches in the analysis of Tonkawa stem alternation. In one approach, we assumed that one of the surface forms is the underlying representation. This approach necessitates vowel insertion, among other things. In the second approach, we propose that the underlying form includes all of the vowels that show up in any of the surface forms. This approach requires deletion. We compared these two approaches and concluded that the second approach is not only simpler, but also reveals the patterns in the data, patterns we have expressed through two rules: Second Vowel Deletion and Vowel Cluster Simplification. Towards the end of this chapter, we discussed the problem of abstractness for underlying representation, two types of linguistic arguments linguists use to evaluate competing analyses, and finally, the concepts of natural classes and distinctive features.


Exercises
Discussion/Reading response questions
Question 1: Chapter 7 compares two analyses of Tonkawa stem alternation. Discuss the key differences of the two analyses with respect to underlying representations and rules. Identify and explain the types of linguistic arguments used in rejecting one of the two analyses.


Question 2: Chapter 7 again discusses the concepts of natural classes and distinctive features. Describe what they mean and illustrate your description with concrete examples. Moreover, identify the relationship between these two concepts.



Multiple-choice/Fill-in-the-blank questions
(1) Through the analysis of some data in this chapter, we showed that Tonkawa stems such as ‘cut’ in (I) alternate and this alternation can be explained by positing an underlying tri-syllabic stem such as /picena/. To account for the alternating forms, we proposed the rules in (II).

	I. 		picn-o[image: U+0294]	‘he cuts it’	picna-n-o[image: U+0294]	‘he is cutting it’
	we-pcen-o[image: U+0294]	‘he cuts them’	we-pcena-n-o[image: U+0294]	‘he is cutting them’
	ke-pcen-o[image: U+0294]	‘he cuts me’	ke-pcena-n-o[image: U+0294]	‘he is cutting me’




	II. 		2nd V Deletion: V [image: U+2192] [image: U+2205] / #CVC ___	V Cluster Simplification: V [image: U+2192] [image: U+2205] / ___ V





Now consider additional data in (III), which illustrate what happens to disyllabic stems.
	III.	pilo[image: U+0294]	‘he rolls it’	pileno[image: U+0294]	‘he is rolling it’
		weplo[image: U+0294]	‘he rolls them’	wepleno[image: U+0294]	‘he is rolling them’
		keplo[image: U+0294]	‘he rolls me’	kepleno[image: U+0294]	‘he is rolling me’


On the basis of what you learned in Chapter 7, determine the morpheme boundaries of the forms in (III). Use “-” to signal the boundaries. For an example, see (7) in this chapter.


	___________	‘he rolls it’	_____________	‘he is rolling it’
	___________	‘he rolls them’	_____________	‘he is rolling them’
	___________	‘he rolls me’	_____________	‘he is rolling me’






(2) On the basis of (1), write out all of the distinct surface forms for the stem meaning ‘roll.’


	___________	___________	___________	___________






(3) Now provide the underlying representations for these forms according to the analysis in section 5.


	pilo[image: U+0294]	/______________/	pileno[image: U+0294]	/______________/
	weplo[image: U+0294]	/______________/	wepleno[image: U+0294]	/______________/
	keplo[image: U+0294]	/______________/	kepleno[image: U+0294]	/______________/






(4) Complete the derivations on the basis of the underlying representations in (3).


	UR	/___________/	/___________/	/___________/	/___________/
	V [image: U+2192] [image: U+2205] / #CVC ___	__________	__________	__________	__________
	V [image: U+2192] [image: U+2205] / ___ V	__________	__________	__________	__________
	SR	[pilo[image: U+0294]]	[weplo[image: U+0294]]	[pileno[image: U+0294]]	[wepleno[image: U+0294]]






(5) According to these derivations, which form is problematic for the rules in (II)[image: U+0294]

a. [pilo[image: U+0294]]

b. [weplo[image: U+0294]]

c. [pileno[image: U+0294]]

d. [wepleno[image: U+0294]]


(6) It should be clear from (4) that one rule needs modification. Which pair of the revised rules accounts for (I) and (III)? Note that “$” refers to the stem boundary. The parentheses – (CV) – indicate that the enclosed CV is optional: The condition may be either [#CVC ___ CV$] or [#CVC ___ CVCV$].

a. V [image: U+2192] [image: U+2205] / #CVC ___$
V [image: U+2192] [image: U+2205] / ___ V

b. V [image: U+2192] [image: U+2205] / #CVC ___CV(CV)$
V [image: U+2192] [image: U+2205] / ___ V

c. V [image: U+2192] [image: U+2205] / #CVC ___CV$
V [image: U+2192] [image: U+2205] / ___ V

d. None of the three choices


(7) Now consider some additional tri-syllabic forms from Tonkawa in (IV). Try to determine whether the revised analysis in (6) can account for these forms. In addition, these data illustrate a y~i alternation. Note that [y] represents a glide consonant and [i] represents a vowel.


	IV.	yacxo[image: U+0294]	‘he bakes it’	yacxeno[image: U+0294]	‘he is baking it’
		weicoxo[image: U+0294]	‘he bakes them’	weicoxeno[image: U+0294]	‘he is baking them’
		keicoxo[image: U+0294]	‘he bakes me’	keicoxeno[image: U+0294]	‘he is baking me’




Determine the morphemic borders of the six forms in (IV). Mark the borders with “-”.


	___________	‘he bakes it’	___________	‘he is baking it’
	___________	‘he bakes them’	___________	‘he is baking them’
	___________	‘he bakes me’	___________	‘he is baking me’






(8) Provide the underlying representations for the forms below according to the analysis presented thus far. As the stem-initial segment alternates between [y] and [i], the stem ‘bake’ can have one of two underlying forms. Now suppose that /y/ – not /i/ – is underlying.


	yacxo[image: U+0294]	/______________/	yacxeno[image: U+0294]	/______________/
	weicoxo[image: U+0294]	/______________/	weicoxeno[image: U+0294]	/______________/
	keicoxo[image: U+0294]	/______________/	keicoxeno[image: U+0294]	/______________/






(9) On the basis of the underlying forms in (8) and the rules from (6), complete the derivations.


	UR	/___________/	/___________/	/___________/	/___________/
	________________	__________	__________	__________	__________
	________________	__________	__________	__________	__________
	SR	[yacxo[image: U+0294]]	[weicoxo[image: U+0294]]	[yacxeno[image: U+0294]]	[weicoxeno[image: U+0294]]






(10) Now compare the outcomes of the two rules with the attested forms in Tonkawa and determine which one of the following rules correctly expresses the alternation between [y] and [i].

a. /i/ [image: U+2192] [y] / V ___

b. /y/ [image: U+2192] [i] / V ___

c. /y/ [image: U+2192] [i] / ___V

d. /y/ [image: U+2192] [i] / #___


(11) Incorporate the rule for the y~i alternation and complete the derivations.


	UR	/___________/	/___________/	/___________/	/___________/
	________________	__________	__________	__________	__________
	________________	__________	__________	__________	__________
	________________	__________	__________	__________	__________
	Place y~i rule above SR	[yacxo[image: U+0294]]	[weicoxo[image: U+0294]]	[yacxeno[image: U+0294]]	[weicoxeno[image: U+0294]]






(12) In (11), we assumed that the y~i rule is ordered after 2nd V Deletion and V Cluster Simplification. Now determine which statement best captures the ordering of the three rules. Hint: Construct derivations in which these rules are ordered differently before selecting your choice.

a. 2nd V Deletion must apply before V Cluster Simplification. It does not matter how the y~i rule is ordered in relation to the other two rules.

b. V Cluster Simplification must apply before the y~i rule. It does not matter how 2nd V Deletion is ordered in relation to the other two rules.

c. 2nd V Deletion must apply before the y~i rule. It does not matter how V Cluster Simplification is ordered in relation to the other two rules.

d. 2nd V Deletion must apply before V Cluster Simplification. V Cluster Simplification must apply before the y~i rule.


(13) Examine the forms in (V) and indicate the morphemic boundaries via “-”.


	V.	yaxo[image: U+0294]	‘he eats it’	yaxano[image: U+0294]	‘he is eating it’
		weixo[image: U+0294]	‘he eats them’	weixano[image: U+0294]	‘he is eating them’
		keixo[image: U+0294]	‘he eats me’	keixano[image: U+0294]	‘he is eating me’
		___________	‘he eats it’	___________	‘he is eating it’
		___________	‘he eats them’	___________	‘he is eating them’
		___________	‘he eats me’	___________	‘he is eating me’






(14) Following the analysis presented thus far, provide the underlying representations. Again, assume that /y/ – not /i/ – is underlying representation.


	yaxo[image: U+0294]	/______________/	yaxano[image: U+0294]	/______________/
	weixo[image: U+0294]	/______________/	weixano[image: U+0294]	/______________/
	keixo[image: U+0294]	/______________/	keixano[image: U+0294]	/______________/






(15) Complete the derivations for the following four forms.


	UR	/___________/	/___________/	/___________/	/___________/
	________________	__________	__________	__________	__________
	________________	__________	__________	__________	__________
	________________	__________	__________	__________	__________
	Place y~i rule above SR	[yaxo[image: U+0294]]	[weixo[image: U+0294]]	[yaxano[image: U+0294]]	[weixano[image: U+0294]]







Problems for analysis
(16) Problem 1: Tonkawa stem alternations
In (I) through (IV), we present the data illustrating stem alternations in Tonkawa. These data combine those in (1) of this chapter with those introduced in Questions (1) through (15). These questions are designed to guide you to the solution of Tonkawa stem alternations.

	I. 		netlo[image: U+0294]	‘he licks it’	netleno[image: U+0294]	‘he is licking it’
	wentalo[image: U+0294]	‘he licks them’	wentaleno[image: U+0294]	‘he is licking them’
	kentalo[image: U+0294]	‘he licks me’	kentaleno[image: U+0294]	‘he is licking me’




	II. 		yacxo[image: U+0294]	‘he bakes it’	yacxeno[image: U+0294]	‘he is baking it’
	weicoxo[image: U+0294]	‘he bakes them’	weicoxeno[image: U+0294]	‘he is baking them’
	keicoxo[image: U+0294]	‘he bakes me’	keicoxeno[image: U+0294]	‘he is baking me’




	III. 		cano[image: U+0294]	‘he leaves it’	caneno[image: U+0294]	‘he is leaving it’
	wecno[image: U+0294]	‘he leaves them’	wecneno[image: U+0294]	‘he is leaving them’
	kecno[image: U+0294]	‘he is leaving me’	kecneno[image: U+0294]	‘he is leaving me’




	IV. 		yaxo[image: U+0294]	‘he eats it’	yaxano[image: U+0294]	‘he is eating it’
	weixo[image: U+0294]	‘he eats them’	weixano[image: U+0294]	‘he is eating them’
	keixo[image: U+0294]	‘he eats me’	keixano[image: U+0294]	‘he is eating me’





Provide a thorough analysis of the forms in (I) through (IV). Pay particular attention to these issues.

a. Forms in (II) and (IV) show a y~i alternation in stem-initial position. In Questions (1) through (15), we considered analyzing /y/ as underlying. Now consider the possibility of positing an underlying /i/. What problems, if any, arise from this underlying representation?

b. It should be clear that three rules are needed to explain the stem alternations. This raises the question of whether they are ordered, and if so, how they are ordered. Consider these two questions in your analysis. Construct derivations to show why alternative rule orderings are not problematic.

c. Provide a thorough analysis of all of the forms. You should incorporate the analysis presented in this chapter with what you discover in Questions (1) through (15). Spell out underlying representations and rules. Demonstrate your analysis with derivations for selected forms.


(17) Problem 2: Passive alternation in Swati
Consider the Swati data from Ziervogel and Mabuza (1976) and Peng (1991). They illustrate the alternation affecting the passive suffix. [image: U+026C] and [image: U+026E] represent voiceless and voiced breathy fricatives with a lateral release.


		Root	Stems	Simple Passive	Gloss
	I.	val	val-a	val-w-a	‘close’
		esus	esus-a	esus-w-a	‘take away’
	II.	[image: U+026E]	[image: U+026E]-a	[image: U+026E]-iw-a	‘eat’
		ph	ph-a	ph-iw-a	‘give’




Provide an analysis of the passive alternation. Address the points in (a) to (d).

a. Describe the data and identify the conditions on the alternation.

b. Construct and compare two analyses of the simple passive alternation. For each analysis, spell out underlying representations and the rule. Illustrate the analyses with the derivations for val-a, val-w-a, [image: U+026E]-a and [image: U+026E]-iw-a.

c. Cross-linguistically, content words (nouns, verbs, adjectives, etc.) must consist of a minimum of two moras or syllables. According to Herman (1996: 39), such a requirement is enforced in Swati. She reports that imperative verbs, when falling short of the bi-syllabic requirement, are augmented by n and i in (IV). Which analysis helps us make sense of this requirement?


		Infinitive	Gloss	Imperative	Gloss
	III.	ku-bon-a	‘to see’	bon-a	‘See!’
		ku-lim-a	‘to plow’	lim-a	‘Plow!’
	IV.	ku-y-a	‘to go’	y-a-ni	‘Go!’
		ku-kh-a	‘to give’	kh-a-ni	‘Give!’





d. Swati forms perfect verbs in two ways: by adding a long perfect suffix –ile or a short perfect -e.


		Root	Long Perfect	Short Perfect	Gloss
	V.	la[image: U+026C]	la[image: U+026C]-ile	la[image: U+026C]-e	‘throw away’
		la[image: U+026C]ek	la[image: U+026C]ek-ile	la[image: U+026C]ek-e	‘lose’
	VI.	[image: U+026E]	[image: U+026E]-ile	[image: U+026E]-e	‘eat’
		ph	ph-ile	ph-e	‘give’





To passivize the long perfect verbs, Swati replaces –ile with –iwe. The short perfect is passivized by adding –w as in simple passives. Curiously, the short perfect passives, [image: U+026E]-w-e and ph-w-e, are not attested, marked by * in (VIII). How do your analyses explain the unattested forms?


		Root	L. Perf. Passive	S. Perf. Passive	Gloss
	VII.	la[image: U+026C]	la[image: U+026C]-iwe	la[image: U+026C]-w-e	‘throw away’
		la[image: U+026C]ek	la[image: U+026C]ek-iwe	la[image: U+026C]ek-w-e	‘lose’
	VIII.	[image: U+026E]	[image: U+026E]-iwe	*[image: U+026E]-w-e	‘eat’
		ph	ph-iwe	*ph-w-e	‘give’





(18) Problem 3: Root and suffix alternations in Lamba
The data presented below illustrate alternations affecting the root and the neuter suffix in Lamba. Your task is to provide an analysis of the alternations. Address the questions that follow the data. Hint: Some of these data were first introduced in Questions 6–10 in Chapter 5. We recommend reviewing your answers to the questions before attempting to solve this problem. In what follows, [s] and [k] refer to an alveolar fricative and a velar plosive, while [[image: U+0161] ] and [[image: U+010D]] are palatal consonants.


[image: ]



a. Determine what alternates and what causes the alternations. State the generalizations.

b. Construct and compare two analyses of the two alternations. For each analysis, provide the underlying representations, rule, and derivations for fis-a, fi[image: U+0161]-ik-a, kos-a, kos-ek-a, kak-a, ka[image: U+010D]-ik-a, sek-a and sek-ek-a.

c. Combine the two superior analyses of the two alternations and present your final analysis. As the two alternations require two rules, consider if the two rules are ordered and if yes, how they are ordered. Use derivations to demonstrate your conclusion. For instance, if one rule must apply before another, it is crucial to show that reversing the rule ordering does not produce the desired results.


(19) Problem 4: Warao
We present additional data from Warao here. Distributional forms from Warao were initially introduced in Problem 4 of Chapter 1. Provide an analysis of the forms in (I) and (II). Address the questions that follow. Note that ~ placed on top of some segments marks nasality.

	I 		tue-a-e	‘he belched’	vs.	temõ[image: U+0129]-ã-[image: U+1EBD]	‘he blew’
	eu-a-in[image: U+1EBD]	‘I punched a hole in it’	vs.	nõn-ã-[image: U+0129]n[image: U+1EBD]	‘I made’
	hon[image: U+0129][image: ]ãku-hae	‘it is a turtle’	vs.	panãpanã-[image: ]ã[image: U+1EBD]	‘it is a porpoise’
	esoho-ya	‘he pours’	vs.	nãõ-[image: U+1EF9]ã	‘he comes’
	waku-inã	‘many-turtle (place)’	vs.	m[image: U+0169][image: ]ã-[image: U+0129]nã	‘many-ant (place)’
			vs.	mõã[image: U+0169]-pu	‘give them to him’




	II 		tue-te	‘he will belch’	vs.	nãõ-te	‘he will come’
	esoho-kore	‘pouring’	vs.	anã[image: U+1EF9]ã-kore	‘getting dark’






a. What do the forms in (I) illustrate? What seems to be conditioning the variations?

b. What do the forms in (II) show? How are the forms in (II) different? What causes the difference?

c. How might the forms in (I) and (II) be analyzed? What is an alternative analysis to the one you adopted? Can you explain why you reject this alternative analysis?

d. How do the forms in (I) and (II) compare with the forms in Problem 4 of Chapter 1? That is, provide a comparison. In what ways are the two types of phenomena similar or different? Did the rule you come up with here apply to the data in Chapter 1?





8 Yawelmani and interacting processes

1. Introduction
We have introduced three cases of phonological alternation in three languages in this unit. These three cases of alternation, though varying in complexity, are limited to variations in a specific part of a morphologically complex form. Chapter 5 is concerned with affix alternation in English. The alternations involve the stems in Tibetan and Tonkawa. In this chapter, we introduce yet another case of phonological alternation. This case is somewhat different and more complex in that the components of a morphologically complex form all alternate and these alternations seem to interact. The data for this case of phonological alternation come from Yawelmani, a native American language spoken in California. The puzzling and interesting aspect of Yawelmani alternations is centered round a set of forms that appear to be exceptions to an otherwise straightforward process of vowel harmony. We show that we can come to an understanding of these exceptional forms through phonological analysis.
This chapter has four objectives. First, it continues to strengthen your ability to analyze increasingly more complex phonological alternations, phenomena that involve pattern interactions. Second, it extends your understanding of the two types of linguistic arguments – predictability and simplicity – that linguists use to evaluate competing analyses. In addition, this chapter introduces a third type of linguistic argument, naturalness. We show that all three types of linguistic arguments play a role in determining the final analysis of Yawelmani. Third, this chapter introduces some of the distinctive features linguists use to classify vowels. It reinforces your understanding of distinctive features and highlights the role they play in capturing the similarity in seemingly unrelated alternations. Finally, this chapter introduces the concept of rule ordering. We show that the different processes in Yawelmani interact in specific ways and that such pattern interactions can be formally expressed through rule ordering, that is, by arranging the rules to apply in a chronological sequence.
2. The puzzle
We present some data from Yawelmani. These data are taken from Newman (1944). There are a number of analyses of Yawelmani, which are based on Newman’s description. They include Kuroda (1967), Kisseberth (1969, 1970), Kenstowicz and Kisseberth (1979: 77–109), Archangeli (1984, 1985), etc. The analysis presented here is influenced by all these analyses. The data in (1) illustrate an alternation involving suffixes. In (1a) and (1b), the suffixes, highlighted in bold, show up as -hin and -sit. Compare these forms with those in (1a’) and (1b’). You see that the same suffixes surface as -hun and -sut. Now examine the data carefully to see what might have triggered the alternation between -hin and -hun and between -sit and -sut.

	(1) 	High vowel suffix
		A.	Gloss		B.	Gloss
	a.	xat-hin	‘eats’	b.	max-sit-hin	‘procures for’
		bok’-hin	‘finds’		k’o[image: U+0294]-sit-hin	‘throws to’
		xil-hin	‘tangles’		xip’wiy-sit-hin	‘makes a rubbing motion for’
	a’	dub-hun	‘leads by the hand’	b’	t’ul-sut-hun	‘burns for’







Examination of (1) suggests that this alternation seems to be triggered by root vowels. This hunch is bolstered by the comparison of roots in Column A and Column B. Though these two columns include different roots made up of different consonants, they co-occur with the same variant of the suffixes as long as they have the same root vowel. The roots xat and max, for instance, both show up with the suffix -hin. This correlation between root vowels and suffix forms suggests that the two are connected. Inspection of the data in (1) shows that the root vowels a, o, and i co-occur with the -hin and -sit variants of the suffixes, while the root vowel u triggers the -hun and -sut variant. In addition, the data in Column B demonstrate that this alternation can affect more than one suffix.
Let’s consider some additional data from Yawelmani in (2). These data again show an alternation in suffixes. If you compare the forms of the suffixes in (2a) and (2b) with those in (2a’) and (2b’), you notice that these two suffixes each have two surface forms: -al/-ol and -xa/-xo.

	(2) 	Low vowel suffix
		A.	Gloss		B.	Gloss
	a.	xat-al	‘might eat’	b.	xat-xa	‘let us eat’
		xil-al	‘might tangle’		giy’-xa	‘let us touch’
		dub-al	‘might lead by the hand’		dub-xa	‘let us lead by the hand’
	a’	k’o[image: U+0294]-ol	‘might throw’	b’	bok’-xo	‘let us find’







Inspection of these data shows that the root vowels are responsible for the alternation. The reason remains the same; different roots with identical vowels trigger the identical forms of the suffixes. The roots with the vowels a, i, and u trigger the -al and -xa variants of the suffixes, while the root vowel o conditions the -ol and -xo forms of the suffixes.
These two alternations – i~u and a~o – seem straightforward. What makes Yawelmani interesting and puzzling are the exceptional cases presented in (3a’) and (3b’).

	(3) 	Exceptions
		A.	Gloss		B.	Gloss
	a’	c’om-hun	‘destroys’	b’	c’o:m-al	‘might destroy’
		sog-hun	‘pulls out the cork’		so:g-al	‘might pull out the cork’
	a.	bok’-hin	‘finds’	b.	xat-al	‘might eat’
		dub-hun	‘leads by the hand’		k’o[image: U+0294]-ol	‘might throw’







In (3a’), we have two roots – c’om and sog – with the vowel o. These two roots appear with the same suffix as in (1). We know from (1) that only u triggers the -hun form and o does not. For easy comparison, we repeat in (3a) the two relevant pieces of data first introduced in (1). In light of (3a), we would expect the two roots in (3a’) to co-occur with the -hin variant and show up as *c’om-hin and *sog-hin. But these forms are not attested in Yawelmani, marked by the asterisk *. Instead, we find c’om-hun and sog-hun in direct contradiction of the data in (3a).
The data in (3b’) have the same roots as those in (3a’), as suggested by the gloss. The difference between (3a’) and (3b’) is that the roots in (3b’) surface with a long vowel with o: marking the long version of o in Yawelmani. For the moment, let’s ignore the vowel length variation in root vowels and focus on the suffix form. We have learned in (2) that the roots with o co-occur with the suffix form -ol, not -al. The relevant pieces of data in (2) that illustrate this are repeated in (3b). In light of this, we would expect c’o:m and so:g to show up with -ol as *c’o:m-ol and *so:g-ol. But this is not the case. Instead, we find the -al variant of the suffix in (3b’). In short, the forms in (3a’) and (3b’) seem to be doubly exceptional in that the same roots – c’om/c’o:m and sog/so:g – present an exception to both the i~u and a~o alternations.
A central challenge presented by these data is how to analyze the exceptions in (3a’) and (3b’). We can take the easy way out and dismiss these data as exceptions. After all, linguistic patterns in general and phonological patterns in particular are known to have some exceptions. Maybe, Yawelmani is no exception to exceptions, pardon my pun. But before we can conclude that these are exceptions, let’s try to see whether they can be explained. Unless we try, we will not know for sure whether they are true exceptions. Such an endeavour might produce one of two outcomes. We might conclude that these are indeed exceptions. Or we might conclude that they are not. But either way, we can come to a better understanding of the data. We present such an attempt here.
3. Yawelmani round harmony
We begin this analysis by first focusing on the data in (1) and (2). Understanding these data first is crucial to the analysis of the exceptional cases in section 4.
Recall that the two alternating suffixes in (1) each have two surface forms: -hin/-hun and -sit/-sut. This fact suggests two possible underlying representations. We can assume that /-hin/ and /-sit/ are the underlying forms, as in (4a). Alternatively, we can take /-hun/ and /-sut/ to be underlying as in (4b). Note that only the suffix -hin/-hun is used to illustrate the two underlying representations in (4). The surface forms are included to highlight the rules needed. The forms for which the underlying and surface forms are not identical are highlighted in bold in (4).

	(4) 	Two underlying representations of the i~u alternation
	a. 		UR	/xat-hin/	/bok’-hin]/	/xil-hin/	/dub-hin/
	SR	[xat-hin]	[bok’-hin]	[xil-hin]	[dub-hun]




	b. 		UR	/xat-hun/	/bok’-hun]/	/xil-hun/	/dub-hun/
	SR	[xat-hin]	[bok’-hin]	[xil-hin]	[dub-hun]








These two underlying representations have different implications for the rules needed to derive the surface forms of the suffixes. In the case of (4a), the underlying and surface forms of the first three forms are identical. No rule is necessary in these three cases. But to derive [dub-hun] from /dub-hin/, we need a rule that changes i to u. This rule is stated informally as in (5a). When we assume that the underlying form of the suffix is /-hun/ as in (4b), we need a rule that turns u to i in (5b). In Yawelmani, -hin is found after the roots with a, o, and i. For this reason, (5b) lists these three vowels as a condition.

	(5) 		a.	i [image: U+2192] u / u ___	b.	u [image: U+2192] i / a, o, i ___





Turning now to (2), we see that the two suffixes, -al/-ol and -xa/-xo, each have two surface forms as well. Thus, there are two possible underlying representations of these suffixes as in (6a) and (6b).

	(6) 	Two underlying representations of the a~o alternation
	a. 		UR	/xat-al/	/xil-al/	/dub-al/	/k’o[image: U+0294]-al/
	SR	[xat-al]	[xil-al]	[dub-al]	[k’o[image: U+0294]-ol]




	b. 		UR	/xat-ol/	/xil-ol/	/dub-ol/	/k’o[image: U+0294]-ol/
	SR	[xat-al]	[xil-al]	[dub-al]	[k’o[image: U+0294]-ol]








With /-al/ as the underlying form, we need a rule that changes a to o in (7a). If /-ol/ is underlying, we need the rule in (7b).

	(7) 		a.	a [image: U+2192] o / o ___	b.	o [image: U+2192] a / a, i, u___





Now that the two analyses of the alternations are sketched out, let’s consider which one should be adopted. In Chapter 7, we reviewed two types of arguments linguists use to evaluate competing analyses. One is predictability. This argument prefers an analysis that reveals the patterns to an analysis that does not. We appealed to this argument in the analyses of both Tibetan numerals and Tonkawa verb stems. In both of these languages we show that one approach unearths the patterns in the data while another approach does not. Unfortunately, we cannot rely on this argument to choose between the two competing analyses. Though the rules in (5a) and (7a) differ from those in (5b) and (7b) in terms of the targets and triggers, they are both capable of expressing the generalizations in the data. As far as predictability is concerned, the two analyses are equal.
The second linguistic argument is simplicity. Recall that as a criterion, simplicity prefers a simpler analysis to a more complex analysis. We see in Tonkawa that two analyses may differ in the number of rules needed. When everything else is equal, an analysis that uses fewer rules is preferred to an analysis that uses more rules. The two analyses of each alternation in (5a) versus (5b) and in (7a) versus (7b) each employ one rule. As such, they are equally simple when it comes to rule number. How about the conditions that trigger the two alternations? Surely, the two rules in (5) and (7) are not equal. In (5a) and (7a), the rules are triggered by one segment while the rules in (5b) and (7b) are triggered by three segments. Aren’t (5a) and (7a) simpler than (5b) and (7b) respectively? The answer to this question is “maybe.” The reason is this. Linguists do not evaluate rule simplicity on the basis of the rules in (5) and (7). The rules in (5) and (7) are not the final forms of these rules. Comparing the rules this way can be deceptive and may lead to the wrong conclusion regarding which rule is simpler. Linguists compare the analyses in terms of the actual forms these analyses take, including of course the actual forms of the rules. For this reason, we need to postpone this comparison for a moment and consider the precise formulation of the rules.
Recall in Chapter 7 that we introduced the concept of natural classes and the role of distinctive features to express such natural classes. We stated that phonological rules make use of distinctive features in defining both the targets and the triggers of phonological processes. Rules do not rely on the listing of segments to identify which segment or class of segments undergoes or triggers phonological processes. Listing target or trigger segments, we argued in Chapter 7, fails to capture the shared properties – phonetic similarity and phonological recurrence – of segments that undergo or trigger phonological processes.
How can we express the rules in (5) and (7) via distinctive features? To do so, we need to consider how vowels are classified in terms of distinctive features. Linguists classify vowels in terms of a number of dimensions, three of which are pertinent to Yawelmani: (a) height; (b) backness; and (c) rounding. Height refers to tongue height. Specifically, it refers to the relative position of the tongue body in relation to the palate of the oral cavity in the production of vowels. Vowels produced with a high tongue position are those in which the tongue body is raised toward the palate. Those with a low tongue position are of course those in which the tongue body is lowered. Linguists use two distinctive features to express the relative position of tongue in vowel production and the patterning of vowels in phonological processes. They are [±high] and [±low]. The backness dimension also refers to the tongue body position. This dimension classifies vowels in terms of the relative position of the tongue in relation to the front of the mouth. Front vowels are produced with a tongue body that is relatively advanced, while back vowels involve a tongue body that is relatively retracted. The distinctive feature [±back] is used to classify vowels along the front–back dimension. Finally, rounding refers to the movement of lips in the production of different vowels. Round vowels involve lip rounding while non-round vowels do not. The feature used to capture this dimension is [±round]. I show in (8) how these four distinctive features can be used to classify the five vowels in Yawelmani.

	(8) 	Classification of Yawelmani vowels via distinctive features

		i	u	e	o	a
	high	+	+	−	−	−
	low	−	−	−	−	+
	back	−	+	−	+	+
	round	−	+	−	+	−







According to (8), [±high] classifies the five vowels into two groups: {i, u} (=[+high]) and {e, o, a} (=[−high]). The feature [±low] partitions the five vowels into {i, u, e, o} (=[-low]) and {a} (= [+low]). These two features together divide the five vowels into three tongue heights: {i, u} (= [+high, −low]); {e, o} (=[‒high, ‒low]); and {a} (=[‒high, +low]). Linguists describe {i, u} as high vowels, {e, o} as mid vowels and {a} as a low vowel. The feature [±back] divides the vowels into two classes: {i, e} (=[−back]) and {u, o, a} (=[+back]). Linguists refer to {i, e} as front vowels and {u, o, a} as back vowels. Finally, the feature [±round] also gives rise to two classes of vowels: {i, e, a} (=[−round]) and {u, o} (=[+round]). Note that with respect to backness, o and a are both [+back]. But with respect to rounding, these two vowels are different; o is [+round], while a is [−round]. We show that this distinction plays a significant role in selecting [±round] to express the alternations in (1) and (2).
Now consider how to formulate the rules in distinctive feature terms. The changes expressed by the two rules in (5a) and (5b) – that is, u [image: U+2192] i or i [image: U+2192] u – involve two vowels: i and u. These two vowels are identical in height in that both are [+high] and [−low]. For this reason, the changes from i to u or vice versa cannot result from a change in height features. The vowel i is different from u with respect to both [back] and [round]. Consequently, we can use either one of these two features to express the change undergone by the target of this alternation. In (9), I state the two versions of the same rule using either [back] or [round]. The decision regarding which feature to use will become clear once we consider the a~o alternation.
Now consider the feature specification of the triggers. In the case of (i [image: U+2192] u/u ___) in (5a), the triggering vowel is u. What distinguishes this vowel from other vowels – i, o, a – is that it is [+high, +back] or [+high, +round]. [+high] distinguishes u from o and a, while [+back] or [+round] distinguishes it from i. This means that we can state (i [image: U+2192] u/u ___) either as (9a) or (9b). Moving on to (u [image: U+2192] i/a,o,i ___) in (5b), we see that three vowels trigger the u [image: U+2192] i alternation: a, o, and i. According to (8), there is no distinctive feature that identifies these three vowels as one natural class. One way to identify these three vowels is to divide them into two groups. For instance, we can classify {a, o} as one class using the feature combination [+back, −high] and define {i} as [−back, +high]. Or we can use the feature [round] and treat {a, i} as one class defined by [−round] and {o} as [+round, −high]. With this classification of three vowel triggers, we can formulate (u [image: U+2192] i/a,o,i ___) in (5b) as either (9a’) or (9b’).

	(9) 	Different formulations of the i~u alternation using distinctive features
		i [image: U+2192] u / u ___		u [image: U+2192] i / a, o, i ___
	a.	[−bk, +hi] [image: U+2192] [+bk] /[+bk , +hi] ___	a’	[+bk, +hi] [image: U+2192] [−bk]/[+bk,−hi] or [−bk, +hi] ___
	b.	[−rd, +hi] [image: U+2192] [+rd] /[+rd , +hi] ___	b’	[+rd, +hi] [image: U+2192] [−rd] / [+rd, −hi] or [−rd] ___







For now, let’s leave aside the question of whether [back] or [round] should be used to express the alternation and focus on the question of whether /-hin/ or /-hun/ should be treated as the underlying form of the suffix. To settle this question, we compare (9a) with (9a’) or compare (9b) with (9b’). As the issues raised by either comparison are the same, there is no need to do a comparison of both. For this discussion, let’s concentrate on (9a) and (9a’) to illustrate the relative strength of the two analyses. The rule in (9a) formulates the i [image: U+2192] u alternation as a back harmony. This rule targets the high front vowel i and is conditioned by the high back vowel u. Put in another way, this harmony applies only if the target and trigger agree in [+high]. In contrast, if we take /-hun/ to be the underlying form, we need the rule in (9a’). This rule requires two entirely different conditions to trigger the change: (a) [+back, −high] or (b) [‒back, +high]. [+back, −high] triggers a back disharmony while [‒back, +high] triggers a front harmony. Clearly, (9a) and (9a’) are not identical. This distinction pertains to (9b) and (9b’) as well.
How do we evaluate these two competing analyses of the i~u alternation? To evaluate the competing formulations of the same alternation, linguists look at whether the processes described by the different formulations of the same rule make sense from the point of view of phonetics. We discussed earlier that phonetics study human speech sounds by looking at how these sounds are produced and perceived and what acoustic properties these sounds have. This means that we examine the rules to see whether they make sense from the point of view of production, perception, or acoustics. We can refer to this type of argument as naturalness. As a criterion, naturalness prefers an analysis that makes phonetic sense or is natural to one that does not make phonetic sense or is unnatural. When we examine (9a) against (9a’) via naturalness, we see that these competing formulations of the alternation are not the same. (9a) expresses a natural process of assimilation in which non-similar vowels become similar to one another. As a process, assimilation is widely attested in human languages. From a phonetic point of view, assimilation may be driven by the need to ease production by making successive vowels similar. The problem with (9a’) is that this alternation cannot be understood as either an assimilation or dissimilation because (9a’) essentially formulates this alternation as two entirely opposite processes: one involving assimilation and one involving dissimilation. For this reason, we reject the rule in (9a’) and hence the underlying representation /-hun/ that resulted in the need for (9a’).
A related reason for rejecting /-hun/ and (9a’) is simplicity. The three vowels a, o, and i, which trigger the u [image: U+2192] i alternation, do not form a natural class. For this reason, it takes (9a’) more features to define the vowel triggers. This in turn makes (9a’) slightly more complicated than (9a) when it comes to specifying the triggering conditions. In short, the naturalness argument and the simplicity argument support (9a) and hence /-hin/ as the underlying representation. Note that (9b’), when contrasted with (9b), suffers similar problems. For this reason, it can be rejected, leaving the choice between (9a) and (9b). We will settle this question when we consider the formulation of the a~o alternation next.
We turn now to the a~o alternation in (7a) and (7b). These two rules express a change that involve a and o. According to (8), these two vowels differ with respect to [low] and [round]: a is [+low] and [−round] while o is [−low] and [+round]. Thus, we can use either feature to express the change. Now consider the feature specifications of the triggering vowels. In the case of (a [image: U+2192] o/o ___) in (7a), the triggering vowel is o. To distinguish this vowel from other vowels, we need to make use of [−high] and [‒low] to distinguish it from {i, u} and {a}. Or we can use [+round] and [−high] to distinguish o from all other vowels. In (10a) and (10b), I state the a [image: U+2192] o alternation using either [low] or [round] to express the change. In the case of (o [image: U+2192] a/a,i,u___) in (7b), three vowels trigger the o [image: U+2192] a alternation: a, i, and u. These three vowels do not form a natural class. We can divide these three vowels into two classes: {a} (=[+low]) and {i, u} (=[+high]). Using these feature specifications, we can state the alternation as in (10a’). Or we can divide the three vowels into {a, i} defined by [−round] and {u} which is [+round] and [+high]. With these feature specifications of the triggering vowels, we can formulate the rule as in (10b’).

	(10) 	State the a~o alternation in terms of distinctive features
		a [image: U+2192] o / o ___		o [image: U+2192] a / a, i, u ___
	a.	[+lo] [image: U+2192] [−lo] / [−lo , −hi] ___	a’	[−lo, −hi, +bk] [image: U+2192] [+lo] / [+lo] or [+hi] ___
	b.	[−rd, −hi] [image: U+2192] [+rd] / [+rd , −hi] ___	b’	[+rd, −hi] [image: U+2192] [−rd] / [−rd] or [+rd, +hi] ___







In order to treat /-ol/ and /-xo/ as the underlying forms, we need either (10a’) or (10b’). The problem with these two rules is that the triggers do not form a natural class. Consequently, we must specify two distinct triggering conditions in both (10a’) and (10b’), turning this alternation essentially into two processes. The two problems – naturalness and simplicity – which we raised earlier for (9a’) and (9b’) apply to (10a’) and (10b’). For this reason, there is no need to repeat these arguments against (10a’) and (10b’). We can now conclude that /-al/ and /-xa/ are the underlying forms. This leaves us with two choices – (10a) or (10b) – to choose as the rule responsible for the a [image: U+2192] o alternation.
We stated earlier that the i [image: U+2192] u alternation can be expressed either as a back harmony or as a round harmony. We just saw that there are also two ways to formulate the a [image: U+2192] o alternation: as a vowel raising involving [low] or as a round harmony involving [round]. If you compare (9b) and (10b), you notice that these two rules, though targeting different vowels, are similar in two respects. The change expressed by these two rules involves the same feature change from [−round] to [+round]. Moreover, the key feature triggering the change is [+round] in both rules. In other words, both rules express a round harmony, turning a [−round] vowel to a [+round] vowel if it is preceded by a [+round] vowel. The only difference lies in the feature [high]. The round harmony in (9b) applies under the condition that the target and trigger are both [+high]. The round harmony in (10b) applies only if the target and trigger are [−high]. To put another way, these two rules express one harmony, that is, a round harmony. This harmony is conditioned on height agreement, that is, if the target and trigger agree in [high]. We can state these two alternations formally as one rule as in (11).

	(11) 	Round Harmony: [−rd, αhi] [image: U+2192] [+rd] / [+rd , αhi] ___




In (11), the alpha α represents a variable, which can have one of two values: plus “+” and minus “−.” By specifying the target and trigger as [αhigh], this rule states that Round Harmony applies under one of two conditions: Either the target and trigger are both [+high] or they are both [−high]. What this discussion reveals is that if we express the i [image: U+2192] u and a [image: U+2192] o alternations via [round], we can unify and express them as one process.
This outcome is not possible if we use [back] to express the i [image: U+2192] u alternation or [low] to express the a [image: U+2192] o alternation. The two rules in (9a) and (10a) cannot be reduced into one because they undergo different feature changes and are triggered by different conditions. Here the argument of simplicity favors analyzing the alternations as a round harmony. The comparison is straightforward. If we use [round], we need one rule. If we use the features [back] and [low], we are stuck with two. In addition to simplicity, a more important reason comes from the exceptional cases presented in (3). Recall that the exceptional roots such as c’om/c’o:m are exceptions to both the i~u and the a~o alternations. If these two alternations are one process as in (11), then it makes sense that these roots are exceptional to both, because they are really one process. If these two alternations were indeed two separate alternations, then there would be no reason why these roots should be exceptional to both alternations at the same time.
To summarize, we compared two underlying representations of the suffixes and concluded that they have the underlying representations /-hin/, /-sit/, /-al/, and /-xa/. These underlying representations require the rules in (9a), (9b), (10a), and (10b). We evaluated these rules, which differ crucially in the features they use to express the alternations. This evaluation has led to the conclusion that these two alternations should be analyzed via [round] because this feature makes it possible to reduce the two rules in (9b) and (10b) into one. Under this analysis, the i~u and a~o alternations, though they appear to be unrelated, turn out to be the surface effects of one rule, Round Harmony in (11). Yawelmani Round Harmony provides an excellent illustration of the role of distinctive features in capturing the underlying similarity in seemingly unrelated processes. We see that if we view the i [image: U+2192] u and a [image: U+2192] o alternations in segment terms, the two alternations seem unrelated because their targets and triggers are different. But once these two alternations are viewed in terms of the distinctive features, their similarity becomes apparent.
4. Exceptional cases
Now that we have established /-hin/ and /-al/ as the underlying forms, let’s analyze the exceptional cases in (3). We have two options in representing the exceptional roots. Let’s look at these options one at a time. As the forms in (3a’) and (3b’) show up with the vowel o, we can assume that these roots possess o in underlying representation. With this assumption, the four exceptional forms can be represented underlyingly as in (12). For now, ignore the root vowel length alternation.

	(12) 	Option 1 for the exceptional cases in terms of underlying representation
	UR	/c’om-hin/	/sog-hin/	/c’o:m-al/	/so:g-al/
	SR	[c’om-hun]	[sog-hun]	[c’o:m-al]	[so:g-al]







The problem with this option is that Round Harmony in (11) cannot apply to /c’om-hin/ and /sog-hin/, because o does not trigger the harmony. This analysis incorrectly predicts *[c’om-hin] and *[sog-hin] as the outcomes. At the same time, Round Harmony should apply to /c’o:m-al/ and /so:g-al/, predicting *[c’o:m-ol] and *[so:g-ol], which are not attested, either. In short, if we assume that the underlying root vowel is the same as the surface vowel, then all four exceptional cases remain unaccounted for and must be listed as exceptions to Round Harmony in (11).
Clearly, we cannot continue to assume that the underlying root vowel is o, if we want to explain the exceptional cases. If it is not o, which vowel is it? From the data in (2), we learned that the suffix form -al co-occurs with three different root vowels: a, i, and u. Any of these three vowels may potentially be underlying for the exceptional roots. However, if we look at the roots co-occuring with the form -hun, we know that only one root vowel out of these three – that is, u – co-occurs with -hun on the surface. It follows that only u can be the underlying vowel, because it alone triggers Round Harmony while preventing it from applying at the same time. In (13), I spell out the underlying representations for the exceptional forms under this assumption.

	(13) 	Option 2 for the exceptional cases in terms of underlying representation
	UR	/c’um-hin/	/sug-hin/	/c’u:m-al/	/su:g-al/
	SR	[c’om-hun]	[sog-hun]	[c’o:m-al]	[so:g-al]







With the underlying representations in (13), we see why /-hin/ changes to [-hun] in [c’om-hun] and [sog-hun]. We also see why /-al/ fails to become [-ol] in [c’o:m-al] and [so:g-al]. Thus according to Option 2, the exceptional cases are no longer exceptional to Round Harmony.
A different problem presents itself, however. The underlying forms such as /c’um-hin/ and /c’u:m-al/ surface as [c’om-hun] and [c’o:m-al]. How does the root vowel u change into o? To address this question, we first need to consider how to analyze the root vowel length alternation in these cases. In (14), we present the data that illustrate the vowel length alternation in Yawelmani. These data include additional data in (14a) through (14d) as well as the exceptional cases in (14e) and (14f). The roots in Column A contain a short vowel. In Column B, the same roots contain a corresponding long vowel. Before proceeding to the explanation, try to determine the condition triggering the length alternation yourself.

	(14) 	Vowel length alternation
		A.	Gloss		B.	Gloss
	a.	dos-hin	‘reports’	a’	do:s-ol	‘might report’
	b.	won-hin	‘hides’	b’	wo:n-ol	‘might hide’
	c	mek’-hin	‘swallows’	c’	me:k’-al	‘might swallow’
	d.	hiwet-hin	‘walks’	d’	hiwe:t-al	‘might walk’
	e.	c’om-hun	‘destroys’	e’	c’o:m-al	‘might destroy’
	f.	sog-hun	‘pulls out the cork’	f’	so:g-al	‘might pull out the cork’







Inspection of Column A reveals that the short root vowel appears immediately before two consonants, while its corresponding long vowel appears before only one consonant. This distinction stems from the fact that the suffix in Column A begins with a consonant while Column B has a vowel-initial suffix. This difference suggests that the length alternation is systematic and related to the number of consonants that immediately follow the alternating vowels.
Consider how this alternation might be analyzed. The data in (14) show two surface forms for each root, suggesting two possible underlying representations: one with the short vowel and one with the long vowel. In (15), we use the forms in (14a) and (14b) to illustrate the two underlying representations.

	(15) 	Two underlying representations of the vowel length alternation
	a. 		UR	/dos-hin/	/won-hin/	/dos-al/	/won-al/
	SR	[dos-hin]	[won-hin]	[do:s-ol]	[wo:n-ol]




	b. 		UR	/do:s-hin/	/wo:n-hin/	/do:s-al/	/wo:n-al/
	SR	[dos-hin]	[won-hin]	[do:s-ol]	[wo:n-ol]








In (15a), we take the root with the short vowel to be the underlying form. With these underlying representations, we need a rule that lengthens the root vowel in the two cases highlighted in bold. We might formulate this lengthening rule informally as in (16a). In (15b), we assume that these alternating roots have a long vowel. To derive the surface short root vowels in the first two cases in (15b), we need a vowel shortening rule. We state this rule informally as (16b).

	(16) 		a.	V [image: U+2192] V: / ___ CV	b.	V: [image: U+2192] V / ___CC





In (16), C and V refer to any short consonant or vowel in Yawelmani, while V: represents any long vowel. The lengthening rule states that a vowel should be lengthened if it appears immediately before a consonant–vowel sequence. The rule in (16b) states that a long vowel should be shortened if it is immediately followed by two consonants.
These two rules both seem to work for the forms in (15). Which rule should we adopt for Yawelmani? To address this question, consider what these two rules predict. The lengthening rule in (16a) states that a vowel is lengthened before a consonant–vowel sequence. This rule predicts that Yawelmani does not permit a short vowel before a consonant–vowel sequence because a short vowel is lengthened by (16a) if it appears in this context. This prediction turns out to be false if we consider hiwet-hin ‘walks’ and hiwe:t-al ‘might walk’ in (14d) and (14d’). Note that in these forms, the short vowel i appears before a consonant–vowel sequence, that is, we. The prediction made by (16a) is not always true. Now compare this rule with the shortening rule in (16b), which predicts that Yawelmani does not allow a long vowel before a consonant cluster. This prediction is supported by all of the data presented here. The argument we just used to evaluate the two analyses is predictability. What this comparison shows is that one rule, (16a), states a pattern or generalization that is not always true, while the other states a true generalization or pattern about the language. By this argument, we prefer (16b) and the corresponding underlying representation – (15b) – that led to the rule in (16b). In short, this comparison suggests that the alternating roots have long vowels in underlying representations. Under the right condition, namely, when they appear immediately before a consonant cluster, these long vowels are shortened by (16b).
The pattern regarding the distribution of long vowels in Yawelmani is related to a cross-linguistic pattern observed in many languages. To understand this cross-linguistic pattern, we need to appeal to the concept of syllable, a concept we will consider in Unit 3 in much greater detail. Without going into details of syllable structure, it suffices to say that linguists analyze sounds into larger units or constituents called “syllable.” If we are to parse Yawelmani [dos-hin] and [do:s-ol] into syllables, they have the following syllable structure. In (17), I use the period to mark the syllable boundary.

	(17) 		a.	[dos.hin]	b.	[do:.sol]





Note that the short vowel o appears in a syllable ending with a consonant s in (17a). Linguists describe this type of syllable as a closed syllable. In (17b), the long vowel o: appears in a syllable that is not closed by a consonant. That is, the syllable in which o: appears is vowel-final. Linguists call this type of syllable an open syllable. When we look at the distribution of short and long vowels in connection to open and closed syllables, we find that while both short and long vowels can appear in open syllables, only short vowels tend to appear in closed syllables cross-linguistically. Long vowels are not preferred in closed syllables in many languages. When long vowels appear in closed syllables through morpheme concatenation, say affixation, they tend to be shortened. This cross-linguistic pattern of vowel distribution is precisely what we find in Yawelmani. For this reason, linguists who analyzed Yawelmani describe the vowel shortening rule in (16b) as “Closed Syllable Vowel Shortening,” a name we will use later to describe this process. This rule expresses a cross-linguistic preference for long vowels to be short in closed syllables.
In addition, there is another argument in support of treating alternating roots in (14) as having a long vowel in underlying representation. This argument is related directly to the analysis of exceptional roots. Recall that we argued earlier that the exceptional cases such as c’om-hun and c’o:m-al have u – not o – as the underlying vowel. If we further assume that these roots have the short vowel in underlying representation, then these exceptional cases would have the underlying representations in (18A) and (18B). Now compare these underlying representations with those for the non-exceptional cases such as dub-hun ‘leads by the hand’ and dub-al ‘might lead by the hand.’ Note that the root in these forms does not alternate in vowel length. Hence these forms should have the underlying representations in (18C) and (18D)

	(18) 	Comparison of alternating and non-alternating roots in terms of underlying representations
		A.	B.	C.	D.
	UR	/c’um-hin/	/c’um-al/	/dub-hin/	/dub-al/
	SR	[c’om-hun]	[c’o:m-al]	[dub-hun]	[dub-al]







Two problems present themselves for the underlying representations in (18A) and (18B), that is, for the claim that the alternating roots have an underlying short vowel. Both problems are related to the fact that these underlying representations render indistinguishable the alternating and non-alternating roots. Consequently, it is hard to explain why some roots alternate while others do not. To see these problems clearly, let’s examine each one closely.
The first problem is related to (18B) and (18D). The underlying representations of these two forms are identical in two respects. Both contain a short root vowel u. Both appear with the same suffix -al. Yet one surfaces as a long vowel while the other remains unchanged in vowel length. Given the lengthening rule in (16a), we would incorrectly predict *[du:b-al] from /dub-al/ in (18D). This problem is the same problem as one we raised earlier in connection with the argument of predictability. That is, the lengthening rule expresses a generalization that is not always true. Hence, it makes wrong predictions about forms such as dub-al ‘might lead by the hand.’
The second problem concerns all four cases in (18). In (18A) and (18B), the high round vowel u surfaces as a mid round vowel o. In (18C) and (18D), the same high round vowel remains unchanged. To put it more directly, if we analyze the alternating roots as having a short vowel, then the alternating roots such as /c’um/ become indistinguishable from the non-alternating roots such as /dub/. Any rule that changes u to o would affect both the alternating and non-alternating roots. Such an analysis would incorrectly predict *[dob-hun] and *[do:b-al] for dub-hun ‘leads by the hand’ and dub-al ‘might lead by the hand.’ Clearly, this is an undesirable outcome. For the reasons discussed above, we cannot analyze the alternating roots as having a short vowel in underlying representation.
The alternative is to analyze alternating roots as having an underlying long vowel. We present in (19A) and (19B) the underlying representations of the alternating roots on the assumption that the root vowel u is long in underlying form. Regarding the non-alternating roots in forms such as dub-hun ‘leads by the hand’ and dub-al ‘might lead by the hand,’ they continue to be represented with a short vowel in underlying representation as in (19C) and (19D), because the root in (19C) and (19D) does not alternate in vowel length and consequently there is no reason to assume that it is long.

	(19) 	Comparison of alternating and non-alternating roots in terms of underlying representations
		A.	B.	C.	D.
	UR	/c’u:m-hin/	/c’u:m-al/	/dub-hin/	/dub-al/
	SR	[c’om-hun]	[c’o:m-al]	[dub-hun]	[dub-al]







These underlying representations resolve the two problems for (18). With (19), the alternating roots in (19A) and (19B) are distinguished from the non-alternating roots in (19C) and (19D). Only the alternating roots have a long vowel. Consequently, only the alternating roots can undergo shortening. Non-alternating roots have a short vowel. Shortening for these roots is superfluous. Moreover, the u: [image: U+2192] o: change clearly targets only long u:, not its short counterpart.
The question remains as to what condition triggers the u: [image: U+2192] o: alternation in Yawelmani. To answer this question, we need to consider the distribution of vowels in Yawelmani. In (20), we lay out the short and long vowels that are attested in Yawelmani.

	(20) 	Surface vowel inventory in Yawelmani

		Short vowels	Long vowels
	High vowels	i	u		
	Mid vowels	e	o	e:	o:
	Low vowels		a		a:







We see from (20) that Yawelmani has five short vowels: two high vowels {i, u}, two mid vowels {e, o}, and one low vowel {a}. However, if we look at the long vowels, we see only three: {e:, o:, a:}. That is, only three short vowels {e, o, a} have a corresponding long vowel. The two high vowels do not have a corresponding long vowel. In other words, no word in Yawelmani has i: or u:. This fact about long vowels in Yawelmani suggests that the u: [image: U+2192] o: alternation can be expressed simply as in (21):

	(21) 	u: [image: U+2192] o:




Unlike other phonological rules you have seen, (21) specifies only the change without indicating a condition. This is intended to indicate that this rule applies anytime when there is a long /u:/. Stating this rule without a condition has one advantage. It provides an explanation of why long u: is not attested on the surface in Yawelmani, because even if a form contains /u:/, the rule in (21) can apply, turning /u:/ to [o:] on the surface. Linguists refer to rules such as (21) as a context-free rule. This rule is context-free in that it can apply under any condition, that is, free from any context, so long as the appropriate target is present. Most of the phonological rules we have seen so far are context-sensitive in that they apply only under certain conditions. In other words, these rules are sensitive to the context.
To summarize, we have demonstrated that the exceptional forms such as c’om-hun and c’o:m-al have a long u: in underlying representation. This underlying representation necessitates two additional phonological rules: (16b) and (21). If we assume that long vowels are specified as [+long] and short vowels as [−long], we can then state these two rules formally in terms of distinctive features as in (22a) and (22b).

	(22) 	Two rules responsible for the root alternations in Yawelmani
	a. 		Closed Syllable Vowel Shortening	V: [image: U+2192] V / ___CC	[+long] [image: U+2192] [−long] / ___ [+cons] ]σ




	b. 		High Vowel Lowering	u: [image: U+2192] o:	[+high, +round, +long] [image: U+2192] [−high]








In (22a), we formulate Closed Syllable Vowel Shortening, that is, (V: [image: U+2192] V / ___CC) in (16b), partially in reference to syllable structure. The right square bracket “]”, together with the symbol for syllable “σ”, marks the right edge of a syllable. These symbols, together with the [+cons] feature, are meant to refer to a syllable closed by a [+cons] segment, that is, a closed syllable. This rule states that a [+long] vowel becomes [−long] if it appears in a closed syllable. We express (u: [image: U+2192] o:) as a vowel lowering involving the feature [high]. The specification of [+round] and [+long] suggests that this rule targets a long round high vowel, that is, u:.
5. Pattern interactions and rule ordering
We have shown that three phonological processes are responsible for the suffix and root alternations in Yawelmani. We have expressed these processes via three rules: (a) Round Harmony in (11); (b) Closed Syllable Vowel Shortening in (22a); and (c) High Vowel Lowering in (22b). The questions we address here are whether these three processes interact and, if yes, how they interact. Recall that we uncovered two rules – Second Vowel Deletion and Vowel Cluster Simplification – in the analysis of Tonkawa in Chapter 7. These two rules target vowels in different positions. For this reason, these two rules are not connected in Tonkawa. But the three Yawelmani rules are different. Round Harmony, though targeting suffixal vowels, is triggered by root vowels. These root vowels can themselves be the targets of Closed Syllable Vowel Shortening and High Vowel Lowering. This relation suggests that these three processes might be connected in Yawelmani. The goal of this section is to determine how these patterns are connected and how these connections are expressed formally through the analysis.
In a rule-based theory, linguists express the interaction of phonological patterns via rule ordering. This theory claims that the application of rules is chronologically sequenced. Some rules apply before other rules. In a case like Tonkawa Verb Stem Alternation, we see that two rules are responsible for the alternation. These two rules can be ordered in one of two ways. In (23a), Second Vowel Deletion applies before Vowel Cluster Simplification. In (23b), Vowel Cluster Simplification applies before Second Vowel Deletion.

	(23) 	Two ways of ordering the two rules in Tonkawa

	a.	Second Vowel Deletion	b.	Vowel Cluster Simplification
		Vowel Cluster Simplification		Second Vowel Deletion







There are three possible outcomes for a case involving two rules. Two of them are (23a) and (23b). That is, the two rules must apply in a specific chronological order. The third outcome is the one for Tonkawa. That is, either ordering can produce the correct outcome. In such a case, it does not matter how two rules are ordered; identical outcomes are predicted by either ordering.
There are six possible rule orderings in a case with three rules such as Yawelmani. In (24), we use the three rules in Yawelmani to illustrate these six rule orderings. To save space, we use Harmony, Shortening and Lowering to refer to Round Harmony, Closed Syllable Vowel Shortening and High Vowel Lowering in Yawelmani, respectively. Just as in (23), we indicate the rule ordering vertically, with the rules at the top applying first, followed by the rules in the middle row. The rules in the bottom row apply last.

	(24) 	Six ways of ordering the three rules in Yawelmani

	a.	b.	c.	d.	e.	f.
	Harmony	Harmony	Lowering	Lowering	Shortening	Shortening
	Lowering	Shortening	Harmony	Shortening	Harmony	Lowering
	Shortening	Lowering	Shortening	Harmony	Lowering	Harmony







There are thirteen possible outcomes for a case involving three rules. If all three rules must be ordered, there are six possible outcomes, as in (24). If only two of the rules must be ordered, that generates six additional outcomes. This is because there are three possible pairs of two rules that must be ordered: (a) Harmony and Lowering; (b) Harmony and Shortening; and (c) Lowering and Shortening. Each pair of rules can be ordered in two ways. Three multiplied by two yields six possible outcomes. Finally, it is possible that the three rules do not have to be ordered at all, producing a total of thirteen possible outcomes. With respect to Yawelmani, we have to decide which one of the thirteen outcomes is the right one. In other words, we have to determine whether the three rules must be ordered and if yes, how they should be ordered.
How do we proceed? One way is to examine the thirteen possible outcomes one at a time. This means that we produce six sets of derivations and systematically eliminate the outcomes that do not work for Yawelmani one at a time. To determine rule ordering this way takes time. Another way to proceed is to pick two of the three rules to see whether they must be ordered. If the answer is no, then you can consider whether the remaining rule must be ordered with either one of the two rules. If the answer is yes, then you can eliminate several possible outcomes at the same time. For instance, once you establish that Harmony must apply before Lowering, you do not need to consider (24c), (24d), and (24f), leaving you with only four outcomes to evaluate. Three of these outcomes are (24a), (24b), and (24e). The fourth outcome is that the third rule – Shortening – does not have to be ordered.
With this note, let’s consider Yawelmani. To start, let’s focus on whether Round Harmony is ordered in relation to High Vowel Lowering. Recall that Round Harmony is triggered by root vowels, while Lowering targets the root high round vowel u:. The trigger to Round Harmony is itself a target of High Vowel Lowering. This suggests that the two processes might interact in specific ways. To determine how, let’s order these two rules in one of two ways and generate two sets of derivations. In (25), we assume that Round Harmony applies first.

	(25) 	Derivations assuming that Round Harmony must apply before High Vowel Lowering
		A.	B.	C.	D.
	UR	/c’u:m-hin/	/c’u:m-al/	/dub-hin/	/dub-al/
	Harmony	c’u:m-hun	NA	dub-hun	NA
	Lowering	c’o:m-hun	c’o:m-al	NA	NA
	Predicted	[c’o:m-hun]	[c’o:m-al]	[dub-hun]	[dub-al]
	Actual	[c’om-hun]	[c’o:m-al]	[dub-hun]	[dub-al]







If you compare the predicted outcomes with the actual outcomes attested in Yawelmani, you see that the predicted and actual outcomes are identical in (25B) through (25C). The only predicted output that is not identical with the actual form is (25A), the one highlighted in bold. The difference in this form is the vowel length, which, as you know, is subject to Closed Syllable Vowel Shortening. Once the shortening rule is included in the derivation, this form can be explained as well. This suggests at least that Round Harmony can be ordered before High Vowel Lowering.
To be certain, we need to consider whether reversing the two rules produces the same or different outcomes. If identical outcomes are obtained by reversing the two rules, then you can conclude that these two rules do not have to be ordered. However, if this rule ordering produces different outcomes, then you can conclude that the two rules must be ordered. In (26), we assume that High Vowel Lowering applies first.
This ordering generates two predicted outputs that are not identical with the actual forms. In the case of (26A), this ordering incorrectly prevents the suffix /-hin/ from undergoing Round Harmony. In (26B), this ordering wrongly allows Round Harmony to apply to /-al/, yielding the unattested form *[c’o:m-ol].


	(26) 	Derivations assuming that High Vowel Lowering must apply before Round Harmony
		A.	B.	C.	D.
	UR	/c’u:m-hin/	/c’u:m-al/	/dub-hin/	/dub-al/
	Lowering	c’o:m-hin	c’o:m-al	NA	NA
	Harmony	NA	c’o:m-ol	dub-hun	NA
	Predicted	[c’om-hin]	[c’o:m-ol]	[dub-hun]	[dub-al]
	Actual	[c’om-hun]	[c’o:m-al]	[dub-hun]	[dub-al]







In both cases, the problem lies with applying High Vowel Lowering before Round Harmony, incorrectly preventing Round Harmony from applying in one case while allowing it in another case. Since Closed Syllable Vowel Shortening affects the root vowels and the problems with (26) lie with the suffix vowels, Shortening cannot resolve the problems presented by this ordering. This comparison suggests that Round Harmony must apply before High Vowel Lowering in Yawelmani.
This conclusion removes the need to consider the rule orderings in (24c), (24d), and (24f), because all three order Lowering before Harmony. We are now left with three ordering options to consider. These options are: (a) Harmony [image: U+2192] Lowering [image: U+2192] Shortening as in (24a); (b) Harmony [image: U+2192] Shortening [image: U+2192] Lowering as in (24b); and (c) Shortening [image: U+2192] Harmony [image: U+2192] Lowering as in (24e). Now consider the relation between Lowering and Shortening. Recall that Shortening targets any root long vowel, turning it into a short vowel, if this long vowel appears in a closed syllable. Lowering targets only the long vowel u:. If Shortening applies before Lowering, this ordering would prevent /u:/ from lowering to [o:]. You can see from (25A) and (25B) that this outcome is clearly undesirable as /u:/ must undergo lowering in exceptional forms. This suggests that Shortening must apply after Lowering. If Harmony must apply before Lowering and Lowering before Shortening, this suggests that the only rule ordering that can produce the outcomes in Yawelmani must be (24a) in which Harmony applies first, Lowering second, and Shortening last. The derivations in (27) illustrate this rule ordering and the predictions it makes.

	(27) 	Derivations assuming that Harmony must apply before Lowering and Lowering before Shortening
		A.	B.	C.	D.
	UR	/c’u:m-hin/	/c’u:m-al/	/dub-hin/	/dub-al/
	Harmony	c’u:m-hun	NA	dub-hun	NA
	Lowering	c’o:m-hun	c’o:m-al	NA	NA
	Shortening	c’om-hun	NA	NA	NA
	Predicted	[c’om-hun]	[c’o:m-al]	[dub-hun]	[dub-al]
	Actual	[c’om-hun]	[c’o:m-al]	[dub-hun]	[dub-al]







As exercises, I encourage you to construct derivations to see what predictions the rule orderings in (24b) and (24e) make with respect to the same four forms in (27). You will see through the derivations that these two rule orderings make the wrong predictions for some of these forms.
We have shown that the three processes or patterns are connected in Yawelmani. We have expressed this connection in terms of rule ordering, which forces the rules to apply in a particular chronological sequence. This analysis suggests that these three rules are related chronologically. Linguists classify the relations between rules into four types: (a) feeding; (b) bleeding; (c) counter-feeding; and (d) counter-bleeding. Two rules – Rα and Rβ – are said to be in a feeding relation if the application of Rα provides the condition crucial for the application of Rβ. In such cases, we say that Rα feeds Rβ. Rα bleeds Rβ if the application of Rα removes the condition crucial for the application of Rβ, preventing Rβ from applying. Rα counter-feeds Rβ if reversing the ordering of these two rules – that is, if Rβ applies before Rα – results in Rβ feeding the application of Rα. By ordering Rα before Rβ, we prevent Rα from feeding Rβ. In other words, Rα counter-feeds Rβ. Finally, Rα counter-bleeds Rβ if reversing the ordering of the two rules results in Rβ bleeding the application of Rα. By applying Rα first, we prevent Rβ from bleeding or blocking the application of Rα.
So what kinds of relation are the three Yawelmani rules in? Round Harmony is in both a counter-bleeding and a counter-feeding relation with High Vowel Lowering. We can see this from (27A) and (27B). With respect to (27A), if Lowering applies before Harmony, it will bleed the application of Harmony. By ordering Harmony before Lowering, this ordering prevents Lowering from bleeding Harmony. This is a case of counter-bleeding. With respect to (27B), Harmony is in a counter-feeding relation with Lowering. If Lowering applies first, the outcome it generates will in turn feed the application of Harmony. By ordering Harmony before Lowering, we ensure that this does not happen. With respect to Lowering and Shortening, we see that the two are in a counter-bleeding relation as well. This can be seen in (27A). If Shortening applies first, it will prevent Lowering from applying because Lowering targets long vowels. Applying Lowering first counter-bleeds Shortening.
6. Conclusion
We started this chapter with the data illustrating an alternation involving suffixes in Yawelmani. Examination of the data uncovers some unexpected exceptions. Rather than dismissing these forms as exceptions, we attempted an analysis of these data, which reveals a pattern to the exceptional forms. We showed that these forms are not exceptional and their seeming exceptionality stems from the interaction of three processes: Round Harmony, High Vowel Lowering, and Closed Syllable Vowel Shortening. One lesson we learned from this analysis of Yawelmani is not to accept exceptions too quickly. Exceptions often provide clues to complex interactions in a language, interactions that may not be obvious by examining the surface forms. Unless we attempt an analysis, we may not understand the significance of the exceptional forms and the clues they provide.
This case underscores the importance of phonological analyses. Only through analyses can we come to an understanding of the data and the patterns underlying the data. By introducing Yawelmani in this chapter, we attempt both to increase your exposure to alternation as a type of phonological phenomenon and to develop your facility in analyzing this type of phonological phenomenon. You have learned from this and previous chapters that conducting an analysis involves comparing competing analyses. Linguists evaluate competing analyses on the basis of linguistic arguments such as predictability and simplicity. This chapter reinforces your understanding of these arguments and introduces naturalness as a third type of linguistic argument. We show that all three play a significant role in determining the final analysis for Yawelmani.
Apart from strengthening your analytic ability, this chapter highlights the importance of distinctive features in identifying the underlying similarity in what appear to be unrelated alternations. We show that if the suffix alternations – i [image: U+2192] u/u___ and a [image: U+2192] o/o___ – are viewed in segment terms, these two alternations seem entirely unrelated because the triggers and targets as well as the outcomes they generate are different. Viewing these alternations in distinctive feature terms enables us to see the underlying identity in these two seemingly unconnected processes. Finally, this analysis of Yawelmani demonstrates that independent phonological processes such as Harmony, Lowering, and Shortening may be related and this relation can be expressed as rule ordering in a rule-based theory.

Exercises
Discussion/Reading response questions
Question 1: Chapter 8 is entitled “Yawelmani and interacting processes.” Describe what the chapter means by “processes” and “interacting processes.” According to the analyses provided in this chapter, explain how the different processes interact in Yawelmani. In other words, explain how the concept of rule ordering is related to interacting processes. Provide concrete examples to explain what you mean.


Question 2: This chapter presents some data that appear to be exceptions to Yawelmani Round Harmony. Describe in what ways these forms appear to be exceptional and how the analysis resolves the exceptions. Be concrete and support the discussion with examples and demonstrations.



Multiple-choice/Fill-in-the-blank questions
(1) Following the analysis we decided on in this chapter, provide the underlying representations for the four forms from (2B).


	UR	/___________/	/___________/	/___________/	/___________/
	SR	[xat-xa]	[giy’-xa]	[dub-xa]	[bok’-xo]






(2) Complete the derivations in accordance with the analysis illustrated in (27).


	UR	/___________/	/___________/	/___________/	/________/
	_____________	__________	__________	__________	________
	_____________	__________	__________	__________	________
	_____________	__________	__________	__________	________
	SR	[xat-xa]	[giy’-xa]	[dub-xa]	[bok’-xo]






(3) Following the analysis adopted in this chapter, provide the underlying representations for the forms from (14) of this chapter.


	UR	/___________/	/___________/	/___________/	/___________/
	SR	[mek’-hin]	[me:k’-al]	[hiwet-hin]	[hiwe:t-al]






(4) In light of the underlying forms in (3), consider High Vowel Lowering (u: [image: U+2192] o:) in (22b). We state this rule as: [+high, +round, +long] [image: U+2192] [−high]. Can this rule account for the forms in (3)?

a. Yes, it is adequate. No change is necessary.

b. No, it is not sufficient. It must be revised as: [+high, +long] [image: U+2192] [‒high].

c. No, it is not sufficient. It must be revised as: [+high, ‒round, +long] [image: U+2192] [‒high].

d. None of the above


(5) Complete the derivations in accordance with the analysis adopted in (27).


	UR	/___________/	/___________/	/___________/	/___________/
	___________	__________	__________	__________	__________
	___________	__________	__________	__________	__________
	___________	__________	__________	__________	__________
	SR	[mek’-hin]	[me:k’-al]	[hiwet-hin]	[hiwe:t-al]






(6) In (27), we came up with this rule ordering: Harmony [image: U+2192] Lowering [image: U+2192] Shortening. To confirm this, we need to check other rule orderings. Now complete the derivations to see the problem with (24b).


	UR	/c’u:m-hin/	/c’u:m-al/	/dub-hin/	/dub-al/
	Harmony	__________	__________	__________	__________
	Shortening	__________	__________	__________	__________
	Lowering	__________	__________	__________	__________
	SR	[c’om-hun]	[c’o:m-al]	[dub-hun]	[dub-al]






(7) Complete the derivations to see what problem the rule ordering in (24e) poses.


	UR	/c’u:m-hin/	/c’u:m-al/	/dub-hin/	/dub-al/
	Shortening	__________	__________	__________	__________
	Harmony	__________	__________	__________	__________
	Lowering	__________	__________	__________	__________
	SR	[c’om-hun]	[c’o:m-al]	[dub-hun]	[dub-al]






(8) Which forms, according to (6) and (7), are problematic for the rule orderings in (24b) and (24e)?


	a. [c’om-hun] for (24b) and (24e)	c. [dub-hun] for (24b); [dub-al] for (24e)
	b. [c’om-hun] for (24b); [c’o:m-al] for (24e)	d. [c’o:m-al] for (24b) and (24e)






(9) We use feeding, bleeding, counter-feeding and counter-bleeding to describe the four ordering relations of rules. Which statement best describes the problem according to the derivations in (6)?

a. Harmony feeds Shortening, causing it to apply to the wrong form.

b. Shortening feeds Lowering, causing Lowering to apply to the wrong form.

c. Shortening counter-feeds Lowering, causing it to apply to the wrong form.

d. Shortening bleeds Lowering, preventing Lowering from applying in some form.


(10) What is the problem with Shortening [image: U+2192] Harmony [image: U+2192] Lowering according to (7)?

a. Shortening bleeds Harmony, preventing Harmony from applying to some forms.

b. Shortening bleeds Lowering, which incorrectly blocks Lowering from applying.

c. Harmony inappropriately feeds Lowering, causing Lowering to apply where it should not.

d. Shortening counter-bleeds Lowering, causing it not to apply.



Problems for analysis
(11) Problem 1: 1st person singular future prefix in Armenian
The Armenian data presented here come from Odden (2005: 115–16). They show that the prefix meaning ‘I will’ alternates.


[image: ]



Examine these data and provide a unified analysis of the alternation. Consider these questions.

a. Determine the surface forms of ‘I will.’ How many are there? What seems to condition the alternation?

b. Construct and compare two analyses of the alternation of the ‘I will’ prefix. Demonstrate the analyses with an example from each of the five pairs.

c. Identify which analysis you prefer and explain why. In other words, provide the arguments.

d. The analysis involves at least two rules. Explain whether and why it is necessary to order the rules. Describe the rule relation using feeding, bleeding, counter-feeding or counter-bleeding.


(12) Problem 2: Kimbundu
In Problem 2 of Chapters 5 and 6, we introduced two sets of Kimbundu data; some are re-printed here.


[image: ]



Now consider additional forms below. They illustrate two more phonological processes. Note that the infinitive forms to the left of the arrow each consist of the verb root and the final vowel suffix -a.

	V. 		katul-a	‘to take away’	[image: U+2192]	ηg-a-katu-ile	‘I took away’
	batul-a	‘to cut’	[image: U+2192]	ηg-a-batu-ile	‘I cut’




	VI. 		sokol-a	‘to take to pieces’	[image: U+2192]	ηg-a-soku-ele	‘I took to pieces’
	tolol-a	‘to break’	[image: U+2192]	ηg-a-tolu-ele	‘I broke’




	VII. 		samun-a	‘to comb’	[image: U+2192]	ηg-a-samu-ine	‘I combed’
	tukumun-a	‘to frighten’	[image: U+2192]	ηg-a-tukumu-ine	‘I frightened’




	VIII. 		kohon-a	‘to cough’	[image: U+2192]	ηg-a-kohu-ene	‘I coughed’
	bokon-a	‘to enter’	[image: U+2192]	ηg-a-boku-ene	‘I entered’






Provide a unified analysis of the data in (I) through (VIII). Consider these questions.

a. Do the forms in (V) through (VIII) exhibit alternations similar to those in (I) through (IV)? If so, what are they?

b. What additional alternations do the forms in (V) through (VIII) illustrate? What might have caused the alternations? In other words, identify the conditions on the alternations.

c. How might these additional alternations be analyzed? That is, state the rules for the alternations.

d. Are the rules ordered? If so, can you articulate the reasons? In addition, discuss the relations of rules. Are they in a feeding, bleeding, counter-feeding, or counter-bleeding relation?

e. Can you illustrate your analysis with an example each from (I) through (VIII)?


(13) Problem 3: Pattern interactions in Karok
The data in (I) illustrate the s~[image: U+0161] alternation in Karok. The forms in (II) contain two more alternations.


		Imperative	1 person singular	3 person singular	Gloss
	I.	si:tva	ni[image: U+0161]i[image: U+02D0]tva	[image: U+0294]usi:tva	‘steal’
		pasip	nipasip	[image: U+0294]upasip	‘shoot’
		suprih	ni[image: U+0161]uprih	[image: U+0294]usuprih	‘measure’
		[image: U+0294]ifik	ni[image: U+0294]ifik	[image: U+0294]u[image: U+0294]ifik	‘pick up’
	II.	[image: U+0294]i[image: U+0161]kak	ni[image: U+0161]kak	[image: U+0294]uskak	‘jump’
		[image: U+0294]ik[image: U+0161]ah	nik[image: U+0161]ah	[image: U+0294]uksah	‘laugh’
		[image: U+0294]uksup	nik[image: U+0161]up	[image: U+0294]uksup	‘point’
		[image: U+0294]axyar	nixyar	[image: U+0294]uxyar	‘fill’





Examine and analyze the data from Bright (1957). In your analysis, address the points that follow.

a. Construct and compare two analyses of this s~[image: U+0161] alternation in (I), one with /s/ and one with /[image: U+0161]/ in underlying representation. Determine which analysis is superior and articulate the arguments. Demonstrate the analysis with the different forms of ‘steal’ and ‘shoot.’

b. Identify the alternations in the forms in (II). To see the alternations, determine the forms for the first person and third person singular first.

c. Consider whether the s~[image: U+0161] rule needs to be modified in light of (II). If so, how?

d. Analyze the alternations in (II). Compare two analyses. Articulate why you prefer a particular analysis. Hint: No Karok word starts with a vowel. How does this fact bear on the analyses?

e. These alternations call for three rules. Describe how the different patterns interact. In other words, determine whether the rules are ordered and, if yes, how. Provide the evidence for your decision.


(14) Problem 4: Irregular past tense formation of some English verbs
The data below illustrate the past tense forms of some verbs in English.


		Infinitive	Gloss	Past tense forms	Gloss
	I.	ki[image: U+02D0]p	‘keep’	kept	‘kept’
		mi[image: U+02D0]n	‘mean’	ment	‘meant’
		dri[image: U+02D0]m	‘dream’	dremt	‘dreamt’
	II.	li[image: U+02D0]v	‘leave’	left	‘left’
		ri[image: U+02D0]v	‘reave’	reft	‘reft’
		b[image: U+026A]ri[image: U+02D0]v	‘bereave’	b[image: U+026A]reft	‘bereft’
	III.	spend	‘spend’	spent	‘spent’
		lend	‘lend’	lent	‘lent’
		b[image: U+026A]ld	‘build’	b[image: U+026A]lt	‘built’





Your task is to explain how these verbs end up with the past tense forms above. These forms illustrate four phonological processes. Linguists view the i[image: U+02D0]~e alternation as involving two processes: a change in vowel quality from i to e and a change in vowel length from a long i[image: U+02D0] to a short e. In addition, the data in (II) and (III) reveal two other processes. Provide a unified analysis of the data. Address the following points.

a. Identify the marker for the past tense in these verbs. What is it?

b. Determine the conditions on the alternation in (I). State the rules for the alternation. Hint: Yawelmani has a vowel length alternation exemplified by the data in (14). Do you see any similarity?

c. Examine the data in (II). Identify the two alternations in these forms. Do you see any similarity between (I) and (II)? Do the rules for (I) apply to those in (II)? What additional rule do you need?

d. Analyze the forms in (III). Do you see any similarity between (II) and (III)? If so, what is it? Recall from Chapter 5 that English does not allow geminates, long consonants such as tt, dd, pp, ff, etc. When geminates appear, they can undergo deletion. How does this fact bear on your analysis of (III)?

e. Determine whether the four rules are ordered in English. Provide arguments for your decision.

f. Illustrate your analysis with the derivations for ki[image: U+02D0]p, kept, li[image: U+02D0]v, left, spend, and spent.





Unit 3 Syllable

Beginning with this unit, we shift the lens from segmental phenomena to syllable and syllable-related phonological processes. Syllables are phonological units; they organize sounds into larger constituents, similar to phrasal units such as verb phrases in syntax. There are four chapters in this unit. Chapter 9 considers the distribution of syllable in Ponapean and shows that syllables, when examined in relation to where they can appear in a word (i.e. initial, medial, and final) exhibit restrictions. Not all attested syllable types can freely appear in these positions. Ponapean syllables, like segments, are subject to distributional restrictions. This chapter demonstrates how to identify such restrictions and to analyze them via the rule and templatic theories of syllables. Chapter 10 changes the focus from examining syllable itself to analyzing syllable-related problems. Building on what we learned about Ponapean syllables, this chapter explains how requirements on Ponapean syllables help us understand vowel epenthesis: why it occurs and where epenthesis takes places. This chapter evaluates the rule and templatic theories of syllable construction against Ponapean epenthesis and discusses how and where they differ. Starting in Chapter 11, we introduce Optimality Theory (OT), a theory that uses constraints and constraint ranking as opposed to rules and rule ordering in Derivational Theory (DT). Using Ponapean as an example, we demonstrate how OT can explain its syllable distribution and epenthesis. This OT analysis shows how different requirements on syllables can be expressed as constraints and how constraint ranking can account for both the distribution of syllables and vowel epenthesis, an alternation problem. Finally, in Chapter 12, we examine three segmental processes in Diola-Fogny and show how they can be traced to one requirement on syllable. This chapter highlights one key argument against the rule-based DT in favor of the constraint-based OT. Together, the four chapters of this unit showcase not only different phonological problems but also distinct and competing analyses of these problems. In addition, they cover a range of concepts: that is, syllable, onset, rime, nucleus, coda, mora, constraint, constraint ranking, markedness vs. faithfulness constraints, and so on.


9 The distribution of syllable in Ponapean

1. Introduction
This chapter examines the restrictions on the distribution of syllable and syllable-internal structures. We show that the distribution of syllable, just like the distribution of segments, may exhibit co-occurrence restrictions and that an understanding of the restrictions is important not only in defining what is a well-formed syllable but also in understanding alternation processes such as epenthesis. The data we use to illustrate the syllable distribution come from Ponapean, a Micronesian language spoken by about 18,000 people on the island of Ponape, an island located roughly halfway between Hawaii and Indonesia. We select Ponapean because Ponapean syllables reveal a number of common restrictions. These restrictions make it far from straightforward to define the well-formed syllable and determine what is or is not allowed. By analyzing the syllable and syllable-internal restrictions in Ponapean, we highlight what an analysis of syllable distribution entails and how linguists go about analyzing these restrictions.
This chapter has three key objectives. First, it introduces the distributional restrictions on syllable and syllable-internal constituents. It develops your understanding of these restrictions. Second, we compare two theories of syllabification. In one theory, syllable structures are defined by rules; syllabification is viewed as applying a set of ordered rules (Steriade 1982; Levin 1985). The second theory characterizes syllable as a template and conceives syllabification as mapping segments to the template (Itô 1989; Archangeli 1991). This comparison shows how syllable is represented and how syllabification is viewed in these two theories that attempt to capture the predictable nature of syllable structures. This presentation provides the background to analyses of phenomena such as epenthesis, tone, and stress because an understanding of syllable plays an important role in accounts of these phenomena. Finally, through the analysis of Ponapean syllables, this chapter develops your ability to analyze the syllable-related distributional restrictions.
2. The puzzle
The Ponapean data are taken from Rehg (1981), supplemented by data from Rehg and Sohl (1979). To make the representation of Ponapean sounds more transparent, we have changed some symbols used in Rehg (1981). With respect to vowels, we use [vv] to represent long vowels instead of [vh]. According to Rehg (1981: 42), [oa] represents a “lower-mid back vowel,” not a diphthong or a vowel sequence. For this reason, we change it to [[image: U+0254]]. Four changes are made in the representation of consonants. The velarized voiceless bilabial [pw] and velarized bilabial nasal [mw] are represented here as [p[image: U+0263]] and [m[image: U+0263]]. We represent the velar nasal as [[image: U+014B]] instead of [ng]. In Rehg (1981: 28), [d] represents the voiceless unaspirated dental stop, which is marked here by [t]. Finally, [t], which marks a slightly retroflexed affricate, is replaced by [ts].
Linguists classify syllables into types using the abbreviations C (consonant) and V (vowel). Using these labels, a Ponapean word such as tee.te ‘clear’ can be represented as having the CVV.CV syllable structure. In this notation, a single t and a short vowel e are represented by a single C or V while a long vowel ee is marked by two V’s. Classifying Ponapean syllables this way yields eleven attested syllable types. If we examine these syllable types in relation to three word positions – initial, medial, and final – in multi-syllabic words, we have the distribution of syllables in (1). Note that syllables highlighted in bold exemplify a particular syllable type in one of the three positions.

	(1) 	Types of syllables permitted in word-initial, word-medial, and word-final position in Ponapean

		Type	Initial	Gloss	Medial	Gloss	Final	Gloss
	a.	CV	ta.m[image: U+0263]e	‘lick’	ka.ma.tip[image: U+0263]	‘feast’	te.ke	‘island’
		CVV	tee.te	‘clear’	a.luu.la	‘to walk there’	wa.ti.li.kii	‘to memorize’
		CVC	na[image: U+014B].kep	‘inlet’	n.tin.ta	‘to say’	a.ku.p[image: U+0263]u[image: U+014B]	‘petty’
		CVCC	***		***		si.tamp	‘stamp’
		CVVC	***		***		maa.saas	‘cleared’
								
	b.	V	e.ni	‘ghost’	ma.ki.a.ki	‘to sob’	la.o	‘dear’
		VV	uu.tsoor	‘independent’	ri.aa.la	‘to be cursed’	***	
		VC	an.sow	‘time’	ki.as.si	‘catcher’	ki.ep[image: U+0263]	‘types of lily’
		VCC	***		***		***	
		VVC	***		***		pa.eel	‘four strings’
	c.	C	n.tsa	‘blood’	***		***	






It is obvious from (1) that not all syllable types are attested in the three positions in Ponapean. Just as segments exhibit co-occurrence restrictions, the distribution of syllables is subject to restrictions as well.
In what follows, we present additional data to illustrate the requirements of Ponapean syllables. The data in (2) illustrate the attested mono-syllabic forms. These data are reported separately because it is not immediately obvious whether they should be construed as instances of word-initial, word-medial, or word-final syllable types allowed in Ponapean. Moreover, as you can see in (1b), there is no multi-syllabic form with the VCC syllable type. The VCC syllable type is included in (1) because the mono-syllabic VCC form is allowed.

	(2) 	Types of mono-syllabic words in Ponapean
	CVCC	kull	‘roach’	VCC	emp	‘coconut crab’
		mant	‘tame’		e[image: U+014B]k	‘landslide’
	CVVC	miik	‘to suck’	VVC	uum[image: U+0263]	‘stone oven’
		taam	‘outrigger’		oot	‘species of taro’






We can see from (1) that Ponapean allows closed syllables (syllables ending in consonants) and that a syllable can consist of a single consonant. In (3) and (4), we present additional data to illustrate the requirements of these two syllable types.

	(3) 	Data illustrating the types of closed syllables permitted in Ponapean (Rehg 1981: 35–37, 52)
	a. 		kom.m[image: U+0254]l	‘to rest’	a.re.wal.la	‘to return to the wild’
	lam[image: U+0263].m[image: U+0263]in	‘majestic’	rer.rer	‘to be trembling’
	ko.son.net	‘rule’	ka[image: U+014B].[image: U+014B]et	‘to cause to pant’




	b. 		nam.par	‘trade wind season’	ts[image: U+0254]n.ts[image: U+0254]l	‘black’
	m[image: U+0263]on.ti	‘to sit down’	men.se[image: U+014B]	‘morning’
	a.ka.tsan.tsats	‘to abhor’	na[image: U+014B].kep	‘inlet’







	(4) 	Types of syllables made up of a syllabic consonant (Rehg 1981: 52–55)
	(i)m.pe	‘beside it’	(i)n.ta	‘to say’	(i)[image: U+014B].ka.p[image: U+0263]an	‘a while ago’
	(u)m[image: U+0263].p[image: U+0263]er	‘twin’	(i)n.sen	‘will’	(u)[image: U+014B].k[image: U+0254]l	‘to make sennit’






The data in (1) through (4) illustrate the requirements of a syllable in Ponapean. Before proceeding to the next section, see for yourself whether you can identify the requirements of a Ponapean syllable. In determining the syllable requirements, keep these questions in mind. First, what is a maximal syllable in Ponapean? Is it CVCC or CVVC? If so, how can we explain the restrictions on them? Second, what kinds of closed syllables are allowed? What types of closed syllables are expected, but unattested? Third, what kind of the single C syllables are well-formed? What is the restriction on this syllable type? These are some of the questions you should consider in attempting to determine what constitutes a well-formed syllable.
3. Determining the maximal syllable in Ponapean
Linguists use four terms to describe the internal organization of a syllable: onset (O), rime (R), nucleus (N), and coda (C). In (5), we provide a graphic representation of a ccvvcc syllable using these terms.

	(5) 	[image: ]



The syllable, represented by the Greek symbol sigma σ, has two parts: onset and rime. The onset refers to the consonant(s) preceding the rime in a syllable. The rime is composed of two units: nucleus and coda. The nucleus refers to the vowel or vowels (long vowels or diphthong), which form the syllable peak. When a vowel is absent, a consonant, usually a sonorant, can serve as the syllable nucleus. Consonants that function as the nucleus are referred to as syllabic consonants, because of their ability to serve as the syllabic nucleus. The coda refers to the consonant(s) following the vocalic nucleus. Some theories recognize onset, rime, nucleus and coda as the units within a syllable. In this and the next section, we use them as descriptive terms to identify the different parts of a syllable. The goal of this and the next section is to determine the restrictions on syllable structures on the basis of (1) through (4). We will present in section 5 two theoretical models and show how they represent and construct syllable structures.
To define the well-formed syllable, we can start with the question of what is the maximal syllable, that is, the maximal number of segments a syllable can have. The answer to this question may appear straightforward. As the data in (1) and (2) show, CVVC and CVCC are attested in both mono-syllabic and multi-syllabic forms. It seems rather obvious that the maximal Ponapean syllable can include four segments. We can characterize the maximal syllable as CVXC, with X standing for either a vowel or a consonant. There is a second possibility raised by the distribution of syllables in Ponapean. Though CVVC and CVCC syllables are attested, their distribution is restricted. They appear only in word-final position. Note that the mono-syllabic CVVC and CVCC forms in (2) can be construed as word-final CVVC and CVCC. The maximal syllables that are attested in all three positions are CVV or CVC. Thus, it seems that we can take a more restrictive stance, limiting the maximal syllable to three segments: CVX.
Let’s evaluate these two options, starting with the CVXC option. If a Ponapean syllable can have four segments, we should find CVVC and CVCC syllables in all three word positions in Ponapean. The fact that they are not allowed in word-initial and word-medial positions will have to be accounted for if we take the Ponapean syllable to be CVXC. One way we can explain the limited distribution of CVXC syllables is to propose a constraint such as (6), restricting it to the word-final position.

	(6) 	CVXC syllables are allowed only in word-final position.



Though this constraint accounts for the limited distribution of CVXC syllables in Ponapean, expressing the constraint in the form of (6) is not desirable. If Ponapean can restrict CVVC and CVCC syllables to a specific position, we should find languages that limit CVXC syllables to other word positions. In other words, we predict the existence of languages that require constraints such as those in (7a) and (7b):

	(7) 		a. 	CVXC syllables are allowed only in word-initial position.



	b. 	CVXC syllables are allowed only in word-medial position.






Studies of languages with restrictions on the CVXC syllables similar to Ponapean have generally concluded that languages with the constraints in (7) do not exist. That is, if a language allows the CVXC syllables in limited positions, they tend to be like Ponapean, restricting them to the final position. Crosslinguistic considerations of this type provide one reason for rejecting CVXC as the maximal syllable in Ponapean. There is a second language-internal consideration. Defining the maximal syllable as CVXC allows Ponapean syllables to have two coda consonants. Ponapean has long vowels as well. This predicts that Ponapean should have the CVVCC syllables, syllables with rimes made up of a long vowel and two coda consonants. The fact that such syllables are not attested suggests that this is not the right approach to take.
Now consider the CVX option. One advantage of this option is that it explains why CVVC and CVCC syllables are not found in initial and medial positions. If a Ponapean syllable is maximally CVV or CVC, we do not expect to find CVVC and CVCC syllables. Moreover, the CVVCC syllable is not expected either, because the CVX syllable allows only one coda consonant. The challenge is to explain why such syllables seem to be allowed in word-final position. To account for the “apparent” presence of word-final CVXC syllables, linguists invoke a device called extrasyllabicity. This device marks the final consonant extrasyllabic in the sense that this consonant is not part of the final syllable. Put another way, the Ponapean forms with the final CVVC and CVCC such as maa.saas ‘cleared’ and si.tamp ‘stamp’ have the syllable structures in (8), with the angle brackets marking extrasyllabicity.

	(8) 		a.	maa.saa<s>	b.	si.tam<p>




According to (8), the final consonant is not part of the final syllable. The final syllables in the forms in (8) are not CVVC and CVCC but CVV and CVC. Recall that CVV and CVC syllables appear without restriction in all three word positions. One advantage of reanalyzing the forms in (8) via extrasyllabicity is that they are brought in line with the other attested syllable types. A second reason for preferring the extrasyllabic analysis is that as a device, extrasyllabicity can apply only to units on the edge. Consequently, it does not predict the existence of languages with the constraints in (7).
There is some independent evidence for excluding the final consonant. Rehg (1981: 117–19 and 213) reports that Ponapean has a vowel lengthening process that targets monosyllabic (C)VC nouns, producing (C)VVC in (9a). Crucially, lengthening does not apply to CVVC or CVCC nouns in (9b) and (9c).

	(9) 	Vowel lengthening in nouns
	a. 		/pik/	[image: U+2192]	piik	‘sand’
	/[image: U+014B]en/	[image: U+2192]	[image: U+014B]een	‘spirit’
	/us/	[image: U+2192]	uus	‘net float’




	b. 		/iip[image: U+0263]/	[image: U+2192]	iip[image: U+0263]	‘spear handle’
	/keep/	[image: U+2192]	keep	‘yam’
	/uup/	[image: U+2192]	uup	‘plant species’




	c. 		/emp/	[image: U+2192]	emp	‘coconut crab’
	/kents/	[image: U+2192]	kents	‘urine’
	/mall/	[image: U+2192]	mall	‘grass area’







The question is why lengthening applies to (C)VC but not (C)VVC and (C)VCC nouns. The explanation goes as follows. Many languages impose a constraint on the minimal size of content words such as nouns and verbs. This constraint requires that content words must have as a minimum a rime with two segments, which can be characterized as VX, meaning that they must have a vowel followed by a vowel or consonant. If the final consonant does not belong to the final syllable, only (C)VC nouns in (10a) do not meet the constraint. The (C)VVC and (C)VCC forms have the required VX forms even after the final consonant is excluded.

	(10) 		a.	pi <k>	b.	ii <p[image: U+0263]>	c.	em <p>




Hence, only (C)VC nouns undergo lengthening. Data of this type provide evidence for the claim that the final consonant is not part of the final syllable in Ponapean. To summarize, we have compared two ways of characterizing the maximal syllable: CVXC or CVX. We conclude that restricting the maximal syllable to three segments better accounts for the limited distribution of the CVVC and CVCC syllables in Ponapean.
4. Identifying the restrictions on syllable-internal units
Now that we have established that Ponapean syllables are maximally CVX, let’s consider the requirements of syllable-internal units in Ponapean, starting with the onset. Examination of the attested syllables in (1) through (4) reveals three generalizations about the onset in Ponapean. First, the onset is not obligatory in Ponapean. This is demonstrated by the fact that the onsetless syllables in (1b) are allowed, even though we see some restrictions on onsetless syllables in certain word positions. This fact distinguishes Ponapean from languages such as Yawelmani that requires that every syllable include a consonant onset. Second, the onset can have at most one consonant. Ponapean syllables have only simple onsets consisting of one consonant. Complex onsets that include more than one consonant are prohibited. This fact distinguishes Ponapean from languages such as English which have complex onsets: e.g. ple[image: U+026A] ‘play’ and skru ‘screw.’ Third, an intervocalic consonant syllabifies as the onset of the following syllable rather than as the coda of the preceding syllable. Thus, the intervocalic k in teke ‘island’ is parsed as te.ke, not as tek.e. This generalization about the intervocalic consonant reflects a crosslinguistic tendency to ensure that syllables have onsets, whenever possible. We summarize these observations of the Ponapean onset in (11).

	(11) 	Onset requirements
	a. 	Onset is optional.



	b. 	Onset is simple, including at most one consonant.



	c. 	A single intervocalic consonant is syllabified as the onset.






The rime of a syllable refers to the parts of the syllable that exclude the onset. The rime groups the nucleus and coda into one unit. The data in (1) through (4) show that the rime must have as a minimum a short vowel such as e in e.ni ‘ghost’ and a syllabic consonant such as n in n.tsa ‘blood.’ We concluded in section 3 that the maximal Ponapean syllable is CVX, meaning that the rime can include at most two segments VX, a long vowel or a short vowel and a coda consonant. We can summarize the requirements of rimes in (12).

	(12) 	Rime requirements
	a. 	Rime has a minimum of one segment, V or C (if a vowel nucleus is missing).



	b. 	Rime is made up of at most two segments: VV or VC.






Now consider the rime-internal requirements, starting with the nucleus. First, we can see from (1) through (4) that every syllable has a nucleus. That is, the nucleus is obligatory. We see that although the nucleus is normally composed of a vowel, a consonant can step in as the nucleus if a vowel is missing, as exemplified by the data in (1c) and (4). This observation about Ponapean syllables reflects a universal requirement that syllables must have a nucleus. A second observation about the nucleus is that it can include two V’s because long vowels can be the nucleus. But the two V’s must be of identical qualities or a long vowel. Ponapean does not allow the diphthong nucleus or two vowels of different qualities such as ie or ao, etc. Such vowel clusters are parsed into two syllables: i.e. la.o ‘dear’ or ki.ep[image: U+0194] ‘types of lilies.’ The third generalization concerning the nucleus is that two restrictions are imposed on the nuclei composed of a syllabic consonant. First, they appear only in word-initial position; there are no medial syllables of this type. Word-initial nuclei with a syllabic consonant emerge from the deletion of a word-initial vowel, because the forms in (4) all have an alternate pronunciation in which the vowel i or u is present. The second restriction is that the syllabic consonant can only be a homorganic nasal, a nasal that agrees in place of articulation with the following consonant. We can summarize the requirements of the nucleus in (13).

	(13) 	Nucleus requirements
	a. 	The nucleus is obligatory.



	b. 	The nucleus can be composed of a short vowel, a long vowel or a consonant. Nuclei with diphthongs are prohibited.



	c. 	The nucleus composed of a syllabic consonant is allowed under two conditions. First, it is word-initial. Second, the consonant must be a nasal homorganic with the following consonant.






Finally, consider the coda requirements. Examination of the attested syllables reveals three generalizations. First, the coda is not required, because (C)V and (C)VV syllables are allowed in almost all positions. This observation about the optionality of coda accords with the universal preference for a syllable without a coda or what linguists refer to as an open syllable. Linguists describe a syllable with a coda as a closed syllable. The preference for open syllables is reflected in the fact that some languages may require every syllable to end with a vowel but no language requires every syllable to have a coda. Second, Ponapean syllables can have at most one coda consonant. Complex codas with more than one consonant are not allowed. Recall that the forms with word-final CVCC have the CVC.<C> syllable structure with the last consonant excluded from the final syllable. The third generalization concerns the types of consonants that can appear in the coda. The attested closed syllables in (1) and (3) reveal that the coda must be homorganic with the following consonant. In fact, the attested clusters in Ponapean, including those made up of a syllabic consonant, have either two identical or homorganic consonants: i.e. a.re.wal.la ‘to return to the wild’ and nam.par ‘trade wind season.’ We summarize the coda requirements in (14).

	(14) 	Coda requirements
	a. 	The coda is optional.



	b. 	The coda, if present, includes maximally one consonant.



	c. 	A consonant can appear in the coda only if it agrees in place with the following consonant.






To summarize, we have uncovered the following requirements of Ponapean syllables. First, onsets are not obligatory. If present, onsets can have at most one consonant. That is, onsets are simple; complex onsets are prohibited. An intervocalic consonant is parsed as the onset. Second, the nucleus is required, which can be a short or long vowel or a nasal. Diphthongs are not allowed. Third, codas are optional. Codas are simple, including at most one consonant; complex codas are banned. Only homorganic consonants are allowed in the coda. Ponapean rimes include minimally a vowel or consonant and up to two elements.
5. Two approaches to syllable construction
We present two approaches to syllable construction here: the rule and templatic approaches. Both approaches subscribe to the claim that syllable structures are predictable. To establish that syllable structures are contrastive, hence not predictable, we need minimal pairs such as [cv.cv] vs. [cvc.v], [cvc.cvc] vs. [cv.ccvc], or [c.cv] vs. [ccv] that contrast in syllabification alone. But such minimal pairs are rare in most languages. Take Ponapean, for example. The forms teke ‘island’ and nta ‘to say’ are syllabified as te.ke and n.ta. But Ponapean has no comparable words in which the same strings of segments are syllabified as tek.e and nta (n and t in one syllable). Even though some languages have been shown to have minimal pairs of this kind, they are rare. Consequently, the rule and templatic approaches attempt to derive the syllable structures, as opposed to specifying them in underlying representation, because only the unpredictable information is specified in underlying representation. In this section, we introduce these theories. The goals of this presentation are not to argue for a particular theory, but to show how they represent the syllable structures and how syllable structures are constructed according to them and to highlight the similarities and differences in how they express the restrictions on syllables. We will consider the consequences of these two views for phenomena like vowel epenthesis in Chapter 10.
5.1 The rule approach
We present the rule approach in this section. Variants of the rule approach appear in many works on syllable and syllable-related processes. The rule approach we present here is modeled mostly on Steriade (1982) and Levin (1985). Steriade (1982) represents the syllable in (15). In this representation, the syllable is composed of two units: onset and rime. Like (5), the onset includes only pre-nuclear consonants, which are grouped under one unit. But unlike (5), this representation does not recognize the rime-internal units: nucleus and coda. According to (15), the rime consists of the post-onset vowels and consonants, which are all assigned to one unit.

	(15) 	The internal structure of a syllable
[image: ]



According to (15), the syllable structures are constructed on the skeletal units composed of a string of C’s and V’s. C’s and V’s indicate slots reserved for consonant and vowel melodies. We use the capitalized C’s and V’s to refer to skeletal units. The segment melodies linked to these skeletal slots are marked by the lowercase letters at the melodic tier to distinguish them from the skeletal units. The lowercase v represents any vowel melody such as i, u, or a while the lowercase c any consonant melody such as p, m, or l.
Linguists describe the skeletal tier as the timing tier for the reason that timing relations are expressed by this tier. Two types of timing relations are encoded there. First, vowel and consonant length are expressed by the skeletal tier. Short vowels and consonants are represented by one V or C on the timing tier. Long vowels and consonants (also known as geminate consonants) are represented by two V’s and C’s. For example, consider the Ponapean forms: ri.aa.la ‘to be cursed,’ a.re.wal.la ‘return to the wild,’ and na[image: U+014B].kep ‘inlet’. In these forms, there is a long vowel aa and a geminate consonant ll. Apart from these, all other segments are short. In (16), we show that short vowels and consonants are linked to one V or C. The long vowel aa and the geminate consonant ll are represented by one melody – a or l – linked to two V’s and C’s.

	(16) 	Input to the syllabification rules
[image: ]



This tier also expresses the sequencing relation of a string of segments. Take, for instance, ri.aa.la in (16a). The fact that r comes before i is expressed by the placement of C and V to which r and i are linked. According to (16a), the C to which r is associated precedes the V of i. Hence r precedes i. This precedence relation is expressed by the placement of C’s and V’s on the skeletal tier.
According to the rule approach, the representations in (16) form the input to the rules of syllabification in (17). The two steps in (17a) and (17b) apply first. They express the universal tendency to syllabify an intervocalic consonant as the onset: i.e. vcv [image: U+2192] v.cv. They apply simultaneously; that is, they are one rule. We state them separately to highlight what the rule involves.

	(17) 		a. 	Project a syllable σ from each V.



	b. 	Adjoin a consonant to the immediate left of the rime as the onset of the following syllable σ.



	c. 	Adjoin a consonant to the left of an onset to this onset.



	d. 	Adjoin a consonant to the right of a rime to this rime.






In addition to (17a) and (17b), which construct what is referred to as the core cv syllable, there are two syllable adjunction rules that adjoin consonants to either edge of the core syllable. The adjunction rule in (17c) adds a consonant to the left of a cv syllable, producing complex onsets. The rule in (17d) appends a consonant to the preceding rime, yielding simple or complex codas. Steriade (1982) refers to (17c) as Onset Rule and (17d) as Coda Rule. These two rules are not present in every language. They are present only in languages with complex onsets and simple or complex codas. Like other phonological rules, these rules can be ordered with each other and with other phonological rules. If Onset Rule applies before Coda Rule, it creates a complex onset at the expense of maximizing the coda as in (18a). If Coda Rule applies first, it maximizes the coda at the expense of a complex onset. We illustrate these two outcomes in (18), where underlining marks a consonant that is not yet syllabified.

	(18) 				Onset Rule				Coda Rule	
	a.	vc.cv	[image: U+2192]	v.ccv	b.	vc.cv	[image: U+2192]	vc.cv




Onset and Coda Rules are similar to other phonological rules in another respect. They are subject to universal and language-specific restrictions. As these rules construct syllables, they follow conditions that determine a well-formed syllable. An example of a universal restriction on a well-formed syllable is the Sonority Sequencing Principle, which Selkirk (1984: 116) defines as follows:

	(19) 	The Sonority Sequencing Principle: In any syllable, there is a segment constituting a sonority peak that is preceded and/or followed by a sequence of segments with progressively decreasing sonority values.



According to (19), a well-formed syllable can be depicted as a triangle in (20). A well-formed syllable has one sonority peak, which is the nucleus of the syllable. Onset consonants must be of ascending sonority values as they approach the peak. Coda consonants must be of descending sonority values as they get further away from the peak.

	(20) 	[image: ]



Vowels and consonants are assigned different sonority values, that is, marking the extent to which they are sonorous. Vowels are the most sonorous, followed by glides and then liquids. Nasals are less sonorous than liquids and more sonorous than fricatives. Stops are the least sonorous. In (21), we provide the sonority values for the six types of segments, with the math symbol > marking “higher in sonority than.”

	(21) 	Vowels > Glides > Liquids > Nasals > Fricatives > Stops



The Sonority Sequencing Principle imposes two conditions on a well-formed syllable. First, each syllable has one and only one sonority peak. This condition prevents the syllabification of a vcv string into one syllable because such a syllable with two vowel melodies produces two sonority peaks. Second, it restricts the types of onset and coda consonant clusters. The consonants that form a complex onset must be of ascending sonority. They must be sequenced in (22), with stops furthest from the nucleus and glides closest to the nucleus. The consonants that form a complex coda must have descending sonority values as in (22).

	(22) 		Complex onset	Nucleus	Complex coda
	Stops<Fricatives<Nasals<Liquids<Glides	Vowels	Glides>Liquids>Nasals>Fricatives>Stops




Thus, not all complex onsets or codas are well-formed. If there is a complex onset consisting of a stop and fricative, the stop must precede the fricative. But in the coda, the fricative must appear before the stop. Take English, for example. According to this principle, complex onsets such as pl in play or sn in snore are well-formed, because the less sonorous stop p and fricative s appear to the left of the more sonorant liquid l and nasal n. But onsets such as str in street or spl in split are ill-formed, because the more sonorous fricative s precedes the less sonorous plosives t and p, resulting in onsets that do not have ascending sonority values. Similarly, complex codas such as lm in film, nt in tent or ft in lift are allowed, because they have descending sonority values. But the principle rules out coda clusters such as ks in six or ksθ in sixth. According to the rule approach, the two syllable adjunction rules in (17c) and (17d) obey this universal principle such that they can be prevented from applying if they generate syllables that violate the principle.
Apart from the universal conditions, the syllable adjunction rules may be subject to language-specific restrictions. Language-specific restrictions are expressed directly in the rules by restricting the target segments. For instance, Ponapean allows only the first member of a geminate or partial geminate as the coda. This restriction can be stated directly by limiting the target of Coda Rule to a homorganic consonant.
Consider how the rules in (17) derive the syllable structures for the Ponapean forms in (16). Recall that Ponapean does not allow complex onsets; therefore, Onset Rule is not part of Ponapean. Only the rules in (17ab) and (17d) are relevant. In (23) and (24), we show the results of applying (17a) and (17b) to the input representations in (16). In what follows, we use the dotted lines to mark the structures that are freshly constructed.

	(23) 	Project a syllable σ from each V
[image: ]



	(24) 	Adjoin a consonant to the immediate left of the rime as the onset of the following syllable σ
[image: ]



We see from (23) that the application of (17a) yields a syllable σ, together with the rime on each vowel melody. This rule, together with the application of (17b), ensures that a consonant and its immediately following vowel are parsed first into the core cv syllable, depicted in (24). This leaves three consonants unsyllabified: the first member of the geminate ll and the partial geminate [image: U+014B]k, and the word-final p. This is where the rule of extrasyllabicity applies, marking the word-final p as extrasyllabic indicated by the angle brackets in (25c). Then Coda Rule applies. As both l and [image: U+014B] satisfy the homorganic condition on the coda, it adjoins them to the preceding rimes, yielding the representations in (25).

	(25) 	Adjoin a consonant to the right of a rime to this rime
[image: ]



We can view this approach to syllable construction as a bottom-up approach. In this view, syllables are constructed from the bottom up, starting with the vowels and the immediately preceding consonants. Then consonant melodies are adjoined to existing syllables to form either complex onsets or codas. In each of these steps, syllabification is driven by the availability of unsyllabified vowel and consonant melodies. In the next section, we present a top-down view of syllabification. In this view, syllabification is driven not by the availability of unsyllabified segments, but the needs of an empty syllable structure called a template. To satisfy its needs, the template “grabs” as many segments as it can until it cannot take any more.
5.2 The templatic approach
You might wonder what a template looks like. A template may be conceived of as an empty or contentless structure. An analogy may be an unfurnished house, a building without furniture. Perhaps the analogy closest to a template is the box that holds the eggs we find in supermarkets. A template is similar to such a box in that both specify the number and type of contents that can be placed in them. A box designed for a dozen eggs has twelve slots shaped partially like an egg, which determines what can be placed in them. Similarly a template specifies the number and type of segments that it can take.
The precise characterization of the template has undergone several incarnations. It was first proposed that the template be defined in terms of the skeletal units C’s and V’s discussed earlier. These skeletal units specify the number and type of required consonants and vowels (McCarthy 1979; Clements and Keyser 1983). Using this notation, we can define the Ponapean syllable template as CVX, with X standing for either a consonant or a vowel. Subsequent works such as Levin (1985) have challenged this view, opting to represent a template through a string of X’s. According to this view, the Ponapean syllable can be represented as XXX. The CV and X templates have been challenged in particular by McCarthy and Prince (1986), who argue that templates are better defined prosodically in the form of phonological units such as the syllable. This view of syllable templates is represented most directly in Itô (1989) and Archangeli (1991). We focus on the prosodic template in this presentation.
The prosodic template approach also uses the Greek symbol sigma σ to represent the syllable. But the syllable-internal units are marked by the Greek letter mu μ, which is referred to as “mora” in phonological literature. Using this notation, we can represent a cvv or cvc syllable as in (26a) and a cvvc syllable in (26b). Note that the parentheses () mark the optional units and the slash (/) marks “either or.”

	(26) 	Ponapean syllable template
[image: ]



According to this representation, a syllable is composed of a string of moras or μ’s. A syllable includes at least one mora. This is shown by the lack of parentheses around the first mora in (26). All other segments may be optional. According to the Moraic Theory (Hyman 1985; Hayes 1989), the onset is not moraic in the sense that it does not occupy the moraic slot. We represent this by adjoining the onset to the leftmost mora. Only the post-onset segments may be moraic. In the Moraic Theory, vowels are moraic, meaning that they occupy the positions specified by the mora, with each mora allowing one and only one segment. In this notation, a short vowel such as a is marked by a single mora in (27a), while a long vowel such as aa is represented by two moras linked to one melody in (27b). Two non-identical vowels or a diphthong such as ia are represented by two moras linked to two melodies.

	(27) 	Moraic representations of nuclei composed of a short and long vowel or a diphthong.
[image: ]



Languages vary in whether the coda is moraic or not. In a language in which the coda consonant is moraic, it occupies the slot specified by the mora. This is shown in (26a) where either a vowel or a consonant can be linked to the second mora. In a language in which the coda is not moraic, we represent it by adjoining it to the preceding mora in the same way as we mark the non-moraic onset. This is exemplified in (26b), where only vowels are moraic, that is, directly dominated by the second μ. We demonstrate shortly that Ponapean syllables should be represented as in (26a), not (26b). That is, the coda is moraic in Ponapean.
The moraic representation of syllable-internal organization is designed to express the concept of syllable weight. A syllable may be described as light or heavy. According to the Moraic Theory, a light syllable consists of one mora; a heavy syllable is composed of two. The Moraic Theory claims that a syllable universally can have no more than two moras. No syllable can have tri-moraic or heavier rimes. This restriction on weight expresses the observation that no language appears to contrast more than two degrees of weight. As we will show in the unit on stress, stress assignment may be sensitive to weight, with heavy syllables – syllables with two moras – attracting stress. However, there is little evidence suggesting that stress placement is sensitive to more than two degrees of weight such that tri-moraic syllables might exhibit one stress pattern and bi-moraic syllables exhibit another. The lack of such patterns prompts the proponents of the Moraic Theory to restrict the syllable universally to a maximum of two moras.
With this introduction, consider the syllable template in Ponapean. We concluded in section 3 that the Ponapean syllable is composed maximally of three segments, which we characterize as CVX. We can define the maximal syllable in moraic terms as in (28).

	(28) 	[image: ]



According to the templatic view of syllable, the number and type of segments that can be fitted into a template are determined by the template, together with universal and language-specific requirements. By specifying two μ’s, the template in (28) states that only two moraic segments can be mapped into a syllable.
What are the universal and Ponapean-specific requirements? Recall that a syllable must have a nucleus, a universal requirement of syllable. In the Moraic Theory, this requirement demands that each syllable must have at least one mora filled by a vowel or consonant melody. This requirement, we show in Chapter 10, is responsible for triggering vowel epenthesis in Ponapean. We observed that a Ponapean syllable can, but does not have to have an onset and that the onset can include at most one consonant. These requirements are specific to Ponapean. Thus, the onset is not required to meet the requirements of the σμμ template. But if consonant melodies are available, they can be mapped into the template, as long as there is only one consonant in the onset. Recall that the Ponapean nuclei can be composed of a long vowel, but not every syllable includes a long vowel. Moreover, the Ponapean nuclei prohibit two vowels with different melodies. These requirements mean that only long vowels with the representation in (27b) can be syllabified into one syllable. Two different vowels such as (27c) can only be syllabified into two separate syllables.
Finally, consider the coda requirements. A Ponapean syllable can have one coda consonant but does not require it. This means that the σμμ template can be satisfied without a coda and that at most one consonant is allowed in the coda. We claimed earlier that the coda is moraic in Ponapean, which should be represented as in (26a). This conclusion stems from the fact that Ponapean allows VV and VC rimes but not VVC rimes. If the coda is moraic, we can account for the absence of VVC rimes in Ponapean. Recall that a syllable can contain at most two moras universally. A long vowel or a diphthong is represented by two moras. If the coda is also moraic, then the VVC rimes are tri-moraic, which are prohibited by the universal bi-moraic limit on syllables. Put simply, we can predict the absence of (C)VVC syllables if the coda consonant is moraic in Ponapean. If the coda is not moraic, we predict incorrectly the existence of (C)VVC syllables. This is because the two moras of the σμμ template can be filled by a long vowel. The coda consonant, being non-moraic, can be adjoined to the preceding mora as in (26b). For this reason we conclude that the Ponapean coda is moraic.
The syllable structures are constructed in two stages according to the templatic view. First, the moraic structures are erected on a string of consonant and vowel melodies. We can describe this process as moraification. Then syllable structures are constructed on the moraic structures. We can describe this second process as syllabification. Consider moraification first. According to the Moraic Theory, much of the moraic structures is predictable and need not be marked in underlying representation. There are, however, some moraic structures that are unpredictable and that must be represented underlyingly. In a language that contrasts short and long vowels or short and geminate consonants, some moraic structure must be included in the underlying representation, because vowel and consonant length is encoded in the moraic structure. Recall that short and long vowels are represented on the surface both by a single melody, with this melody linked to one mora in the case of short vowels and to two moras in the case of long vowels. Because a vowel, whether short or long, has only one melody, this melody alone cannot distinguish a short from a long vowel. The distinction between the two is marked by the moraic structure. Following McCarthy and Prince (1987), we represent a long vowel with a single melody linked to one mora and a short vowel with a single melody linked to no mora. We represent the underlying contrast between a short and a geminate consonant in exactly the same way. In (29), we illustrate the underlying representations using the same three forms we used earlier: ri.aa.la ‘to be cursed,’ a.re.wal.la ‘return to the wild,’ and na[image: U+014B].kep ‘inlet.’ Note that except for the long vowel aa of ri.aa.la and the geminate ll in a.re.wal.la, which are linked to one mora, none of the remaining melodies is linked underlyingly to a mora.

	(29) 	Underlying representations
[image: ]



Moraification takes place in three steps, which are summarized in (30).

	(30) 		a. 	Project a mora from each vowel.



	b. 	Associate a consonant to the immediate left of a mora to this mora.



	c. 	Project a mora from any remaining consonant.






We illustrate these steps below. In (31), we show the results of applying (30a) to the representations in (29).

	(31) 	Project a mora from each vowel
[image: ]



We see from (31) that each vowel, whether linked to a mora or not, projects a mora. This results in a short vowel having one μ and a long vowel two in (31a). Then we apply (30b), which produces (32).

	(32) 	Associate a consonant to the immediate left of a mora to this mora
[image: ]



In (32a), r and l are adjoined to a mora because they appear to the immediate left of this mora. In the case of aa, there is no consonant to its left; consequently, no consonant is adjoined to aa. In (32b), the same step associates the geminate ll, represented underlyingly with one mora, to the following mora. This produces a doubly linked representation with one consonant melody linked to two moras. This doubly linked representation distinguishes the geminate consonant from its short counterpart, which does not have this representation: cf. the short l in (32a) and the geminate ll in (32b). In (32c), n and k are associated to the following moras. Only [image: U+014B] and p remain without any moraic structure. Applying the last step of moraification in (30c) assigns a mora to [image: U+014B] and p as shown in (33c).

	(33) 	Project a mora from any remaining consonant
[image: ]



After the moraic structures are erected on the melodies supplied by the input, the rule of extrasyllabicity applies. In Ponapean, we can express the rule of extrasyllabicity as in (34).

	(34) 	Extrasyllabicity: Mark the last mora dominating a consonant as extrasyllabic.



Extrasyllabicity marks the word-final consonant as extrasyllabic, making it unavailable for syllabification. The result of applying (34) is indicated by the angled brackets enclosing the final mora in (33c).
Syllabification involves the two steps in (35) according to the templatic view.

	(35) 		a. 	Project a syllable from a mora.



	b. 	Associate the moraic materials to the syllable.






Association to the template including the syllable template is subject to two universal conventions: (a) Template Satisfaction and (b) Maximization of Association. In (36), we present the definitions of these conventions from Archangeli (1991: 235), who attribute them to McCarthy and Prince (1986, 1990).

	(36) 	Conditions on association to a template
	a. 	Template Satisfaction: Satisfaction of templatic constraints is obligatory and is determined by the principles of prosody, both universal and language-specific.



	b. 	Maximization of Association: Associate as many phonological elements as possible.






According to (36a), the conditions of a template must be satisfied. These templatic conditions are jointly defined by universal and language-specific requirements on prosody. When applied to the syllable template, Template Satisfaction requires that the constraints on a well-formed syllable be met. One universal constraint on a well-formed syllable is that it has a nucleus or mora. Another universal condition is the Sonority Sequencing Principle in (19). These are templatic conditions determined by the universal constraints on a well-formed syllable. All other elements of the syllable – namely onset and coda – are optional in Ponapean. These are language-specific conditions on a well-formed syllable. Thus, the Ponapean σμμ template can be satisfied without either an onset or coda. Maximization of Association in (36b) ensures that prosodic units are of maximal size. This convention forces the template to be filled by as many melodies as allowed by the template, subject, of course, to universal and language-specific conditions. In the case of the Ponapean σμμ template, this convention ensures that the σμμ template contains the maximal melodies allowed, that is, CVV or CVC.
As argued in Itô (1989) and Archangeli (1991), languages can differ in the directionality of syllabification, that is, whether syllable construction starts from the left or right edge of the input string. In some languages such as Cairene Arabic (Itô 1989), syllabification starts at the left edge and proceeds from left to right. In others such as Iraqi Arabic (Itô 1989) or Yawelmani (Archangeli 1991), syllabification starts at the right edge and proceed leftwards. According to the templatic view, the different directions of syllabification can explain the different sites of epenthesis in different languages. Our investigation of Ponapean has not uncovered any conclusive evidence for either directionality. Thus, in the illustrations that follow, we will simply assume that syllabification proceeds from left to right in Ponapean.
Consider how the syllable structures are erected on the results of moraification and extrasyllabicity in (33). In (37), we show that the leftmost mora in each form projects a syllable σ. Then the association to the template starts. As the syllable requires a nucleus, the initial mora in (37a), (37b), and (37c) is each associated to the initial syllable template. In addition, we show that [image: U+014B] in (37c) is also mapped to the syllable template. This result is compelled by Maximization of Association.

	(37) 	[image: ]



You might wonder why the initial mora of aa in (37a) and the second mora in (37b) are not syllabified into the initial syllable. In the case of (37a), this is due to the Ponapean requirement that syllables do not allow two vowels of different melodies. In the case of (37b), there are two reasons, one of which is the same as (37a). The second reason is the Sonority Sequencing Principle. Allowing re to syllabify into the initial syllable would produce a syllable with two sonority peaks prohibited by the principle. In contrast, nothing blocks [image: U+014B] from syllabifying into the initial syllable in (37c). The syllable template can have two moras. The velar [image: U+014B], being homorganic with the velar plosive k, is allowed in the coda. This syllable na[image: U+014B] has one sonority peak, that is, a. Once [image: U+014B] is mapped into the initial syllable, this syllable is maximally filled. In (38), we show the results of projecting the second syllable in the three forms.

	(38) 	[image: ]



In (38a), we see that the two moras of the long vowel aa are mapped into the second syllable. Once this happens, this syllable cannot take any more mora because of the bi-moraic restriction on syllables. In (38b), projecting a syllable and mapping the moraic structures result in re being syllabified. Even though the second syllable can have two moras, the mora dominating wa is blocked from this syllable by the Sonority Sequencing Principle. In the case of (38c), only ke is mapped into the second syllable as those are the only melodies left for syllabification. In (39) we show how the remaining moraic materials are syllabified.

	(39) 	[image: ]



What is worthy of note is (39b). In this form, the mora dominating wa and the mora dominating the first half of the geminate ll are syllabified into the third syllable. Once these three melodies are mapped to the template, this syllable is maximized. Thus, a fourth syllable is projected by the remaining mora, which incorporates the second half of the geminate ll and the moraic a. This results in the surface syllabification a.re.wal.la. The only segment that is not part of any syllable is the word-final p. According to some proposals, the extrasyllabic p may be adjoined directly to higher prosodic structures such as the foot or the phonological word. But crucially it is not part of the final syllable, at least in some stage of derivation.
According to the templatic view, syllabification, once started, must persist until all unsyllabified materials are syllabified. No rule can intervene in the middle of syllabification, that is, between (37) and (38) and between (38) and (39). The syllabification presented in these derivations is a “slow motion” view intended to make transparent the process of syllabification. It does not imply that the construction of the first syllable can be separated from the construction of the second syllable and that they can be interrupted by the application of other rules. Earlier, we stated that the templatic approach can be characterized as a top-down view of syllabification. As we show here, once a syllable template is projected, the mapping of moraic materials to the template is driven by the needs of the template, which grabs as many segments as allowed by the template and conditions on a well-formed syllable.
5.3 A comparison
Let’s compare the bottom-up rule approach with the top-down templatic approach to syllabification and highlight the similarities and differences. With respect to the representation of syllable, the two approaches are identical in that neither recognizes the division between nucleus and coda within a rime. They differ in whether they acknowledge onset and rime as syllable-internal units. The rule approach recognizes these two units. By dividing the syllable into onset and rime, this approach acknowledges the division between onset and post-onset segments, which are grouped under the unit of rime. The templatic approach differs from the rule approach in two ways. First, the templatic approach does not recognize the division between onset and rime. The adjoining of the onset to the initial mora of a syllable organizes the onset and the initial mora into one unit. Second, it does not recognize the rime as a unit because the two moras of a syllable are not grouped into one unit.
Apart from the representation of syllable, the two approaches exhibit similarities and differences in the construction of syllabic structures. Both approaches prioritize the parsing into a core CV syllable. The rule approach requires that the two steps in (17a) and (17b) apply first in the construction of syllable structures, ensuring that a VCV string is parsed initially into V.CV. In the templatic approach, this syllabification is accomplished mostly by the second step of moraification, which adjoins a consonant to an immediately following mora. When a syllable template is projected, the association of this mora to the template creates the syllabification in which the consonant and immediately following vowel are parsed into one syllable.
There is a second similarity. Like the phonological rules discussed in Unit 2, the rule and templatic approaches generate only syllabifications that are attested. Ill-formed syllabifications can never be generated. That is, both approaches attempt to block syllabifications not allowed in a language. In the rule approach, ill-formed syllabifications can be blocked by universal conditions on a well-formed syllable such as the Sonority Sequencing Principle, by the restrictions on the segments that undergo syllabification rules, and finally by the order in which the syllabification rules apply. In the templatic approach, ill-formed syllabifications are blocked by the template, the conventions governing the association to templates, and by universal and language-specific conditions on syllabification.
The two approaches differ in syllabification. In the rule approach, syllables are constructed on skeletal units. But in the templatic approach, syllable structures are erected directly on segmental melodies. This difference stems from a different conception of syllable and syllable-internal structures. The syllable representation adopted by the rule approach expresses constituent structure, that is, the internal organization of segments within a syllable, not quantitative differences in syllable weight. In contrast, the syllable-internal units called moras express the concept of weight in the templatic approach. As such, quantitative differences like vowel and consonant length are directly expressed by the moraic structures. For the rule approach, these differences are expressed by skeletal units, not by such units as onset and rime.
The two approaches differ significantly in how syllable structures are constructed. In the rule approach, the syllable structures of a form are constructed entirely from the bottom up by the application of ordered rules. According to this view, the notion of a well-formed syllable does not exist independently of the rules that create such a syllable. The notion of a well-formed syllable results from the syllabification rules and the particular order in which they apply. Both the rules and the order in which they apply determine what is or is not a legitimate syllable in a language. This view contrasts with the templatic view of syllabification. The templatic view formulates syllabification as mapping unsyllabified materials to a syllable template, an empty syllable structure without segmental melodies. A well-formed syllable is defined by the template, which exists independently of the melodies that fill it. As such, the notion of a well-formed syllable exists without first mapping the segment melodies to this template. We show in Chapter 10 that this difference, together with the difference in how length is represented, has direct implications for vowel epenthesis.
6. Conclusion
In this chapter we introduce some data that illustrate the types of syllables attested in Ponapean and their distribution in word-initial, word-medial and word-final positions. Once we look at syllables this way, we see that syllables, just like segments, exhibit co-occurrence restrictions. These restrictions may render the determination of a well-formed syllable less than straightforward and raise questions about what is or is not allowed in a language. One objective of this chapter is to introduce the syllable-related distributional phenomena and familiarize you with some of the restrictions that can be imposed on syllable structures.
In addition to this objective, the more important objective of this chapter is to develop your ability to analyze the distributional restrictions on syllables. To develop this ability, we demonstrate how the restrictions on syllables in Ponapean can be analyzed. Similar to the analyses of segmental phenomena, analyzing syllable distribution involves two key steps. The first step is to determine the restrictions on syllable. This task involves two parts: (a) determining the maximal size or shape of the syllable and (b) identifying the syllable-internal restrictions such as the restrictions on onset, rime, nucleus, and coda. Once the restrictions are identified, the second step is to provide an account of the identified restrictions. To do this, we presented two approaches to syllabification. The rule approach builds syllable structures from the ground up through the application of a series of ordered syllabification rules. The templatic approach, while similar in some respects to the rule approach, constructs the syllables from the top down. In this approach, syllable structures stem from the mapping of unsyllabified segments into an empty syllable structure called a template. The requirements of a template drive the syllabification, parsing unsyllabified segments into syllables, which results in the surface syllabifications.
These two approaches are similar in many respects. Both approaches subscribe to the claim that syllable structures are predictable; consequently, they attempt to derive them through either rules or template mapping. Both approaches recognize the need to syllabify a string of CV melodies into a core syllable. They are also similar in rejecting the need for rime-internal units. They differ in how they represent the syllable-internal organization, in what syllables are constructed on, and how segments are parsed into syllables. One significant difference lies in how they define a well-formed syllable. In the rule approach, the well-formedness of a syllable is defined jointly by rules and the order in which these rules apply. A well-formed syllable structure does not exist independently of the syllabification rules. This is not the case with the templatic approach, which recognizes a segmentless syllable structure. We show in Chapter 10 that these differences have significant implications for the analysis of vowel epenthesis in Ponapean.

Exercises
Discussion/Reading response questions
Question 1: Ponapean syllables may be characterized as either (C)VX or (C)VXC. Discuss one argument in support of (C)VX and one argument against (C)VXC. Use data to make your point.


Question 2: Chapter 9 describes two views of syllabification, that is, how syllable structures are constructed. One is the templatic view of syllabification. Describe and explain how syllables are constructed according to the templatic view of syllabification, using a concrete example to illustrate. In addition, identify and explain at least one characteristic that distinguishes it from the rule view of syllabification.



Multiple-choice/Fill-in-the-blank questions
(1) Presented underneath are additional data from Ponapean that illustrate the alternation of the prefix meaning ‘to make a demonstration of.’ Note that periods demarcate syllable borders.

	a. 		i.nen	‘straight’	a.ki.nen	‘demonstrate being straight’
	uu	‘to be loyal’	a.kuu	‘demonstrate loyalty’




	b. 		su.wey	‘boastful’	a.ku.su.wey	‘demonstrate boastfulness’
	p[image: U+0263]u[image: U+014B]	‘petty’	a.ku.p[image: U+0263]u[image: U+014B]	‘demonstrate pettiness’




	c. 		ke.p[image: U+0263]ee.p[image: U+0263]e	‘wealthy’	a[image: U+014B].ke.p[image: U+0263]ee.p[image: U+0263]e	‘demonstrate wealth’
	kom[image: U+0263].m[image: U+0263]at	‘brave’	a[image: U+014B].kom[image: U+0263].m[image: U+0263]at	‘demonstrate bravery’





What are the surface forms of this prefix and its most likely underlying form?


	UR		/_________/	
				
	SR	[_________]	[_________]	[_________]






(2) Examine the syllabification of the forms in (1) and consider whether they obey the syllable structure requirements of Ponapean discussed in sections 3 and 4.

a. These forms violate the requirement that the maximal Ponapean syllable is CVX.

b. The forms in (1b) and (1c) violate the condition that adjacent consonants agree in place.

c. These forms violate the requirement that Ponapean rimes comprise at most two segments: VX.

d. None of the forms violates the syllable structure requirements of Ponapean.


(3) Which of the following English words violates the Sonority Sequencing Principle in (19)?

a. tæsk ‘task’

b. m[image: U+028C]l.t[image: U+026A].pl ‘multiple’

c. skru[image: U+02D0] ‘screw’

d. lænd.mæs ‘landmass’


(4) According to the rule approach to syllabification in section 5.1, Ponapean needs three syllabification rules. Can these rules derive the syllabifications of n.tsa ‘blood’ and m.pe ‘beside it’ in (4)?

a. No. We need Onset Rule in (17c).

b. No. We need a rule projecting σ from an initial consonant.

c. Yes. No change is needed.

d. None of the three choices.


(5) Under the templatic approach, syllable construction takes two stages: moraification and syllabification. Can the steps of moraification and syllabification in (30) and (35) derive n.tsa and m.pe?

a. No. We need a step that assigns a mora to a word-initial consonant.

b. No. We need a step that projects a syllable from a word-initial consonant.

c. Yes. No change is needed.

d. None of the three choices.


(6) Construct the syllable structures for si.tamp ‘stamp,’ ki.as.si ‘catcher,’ maa.saas ‘cleared,’ and n.ta ‘to say’ according to the rule approach in section 5.1. Use dotted and solid lines to mark new and old structures, respectively. The first syllable of sitamp is done for you. See (23)–(25) for a model.

a. Project a syllable σ from each V

[image: ]

b. Adjoin a consonant to the immediate left of the rime as the onset of the following σ

[image: ]

c. Extra-syllabicity and adjoin a consonant to the right of the rime to this rime

[image: ]


(7) Construct the moraic structures for si.tamp, ki.as.si, maa.saas, and n.ta according to the three-step process in (30). Use dotted and solid lines to mark new and old structures. See (29)–(33) for a model.
[image: ]


(8) Apply the rule of extrasyllabicity. Then construct the syllable structures on the moraic structures in (7) in accordance with the two-step process in (35). See (37)–(39) for a model.
[image: ]


(9) Which principle/condition blocks the syllabification of n and t of n.ta into one syllable?

a. The Sonority Sequencing Principle

b. The requirement of rime in (12)

c. Maximization of Association

d. None of the three choices


(10) Which statement describes a significant difference between the two approaches to syllabification?

a. The rule approach recognizes the nucleus as a sub-syllabic unit; the templatic approach does not.

b. Under the rule approach, there is no well-formed syllable independent of the rules. This is not true of the templatic approach.

c. In the rule approach, a CV syllable is built first, which is not the case with the templatic approach.

d. Ill-formed syllables cannot be built in the rule approach, while the templatic approach tolerates ill-formed syllables in some stage of the derivations.



Problems for analysis
(11) Problem 1: Yawelmani syllable and vowel shortening
According to Archangeli (1991: 234), these are the attested syllable types and their distribution in relation to three-word positions in Yawelmani.


[image: ]


Construct a detailed description of the syllable structure requirements of Yawelmani. Use the description of Ponapean in sections 3 and 4 as a model. Address these questions in your description.

a. What is the maximal syllable of Yawelmani? How might you define it in terms of CV and X notations?

b. What are the requirements on onset, rime, nucleus, and coda in Yawelmani?

c. In (14) of Chapter 8, we introduce some vowel length alternation data in Yawelmani. We concluded that this length alternation should be analyzed as Closed Syllable Vowel Shortening. In what way is this shortening related to the syllable structure requirements of Yawelmani?

d. How are Yawelmani syllable requirements similar to and different from those of Ponapean?


(12) Problem 2: V~Ø alternation in Yawelmani
Yawelmani has a V~Ø alternation, as these data from Archangeli (1991: 239) show.


[image: ]



On the basis of what you learned in Problem 1, determine the syllabification of the surface forms and provide an analysis of the V~Ø alternation. Address these points.

a. Identify the alternation and determine the condition on the alternation.

b. Consider whether the alternation is related to the conditions on syllable structures in Yawelmani. Hint: Consider what you would get if you were to syllabify the underlying forms as they are and how the alternation changes the syllabification.

c. Propose an analysis of the alternation. Consider how you might state the rule for the alternation and how your rule is related to the syllable structure requirements in Yawelmani.


(13) Problem 3: Alternation and syllable structure in Ponapean
In Question 1, we introduce some alternation data concerning the prefix meaning ‘to make a demonstration of’ in Ponapean. Re-examine the data and provide an analysis of the alternation. Consider these questions in your analysis.

a. What are the different forms of the prefix? What causes the alternation?

b. How can this alternation be analyzed? Develop and compare at least two analyses of the alternation.

c. In what way is the alternation related to Ponapean syllable structure requirements? In other words, determine whether and which syllable requirements might have caused the variations.

d. Can you demonstrate your analysis with derivations? Use one example each from (1a), (1b), and (1c).


(14) Problem 4: Compensatory lengthening in Turkish
The following data from Sezer (1985) illustrate an alternation between formal and casual speech in Turkish. As you can see from the forms in (I), the glide y seems to be deleted in casual speech. Moreover, the y deletion seems to cause its preceding vowel to lengthen, as if to compensate for the loss of y, hence the name “compensatory lengthening.” In addition to (I), we see that some forms can undergo deletion without compensatory lengthening in casual speech, while in others such as (III) and (IV), there is no y deletion or compensatory lengthening, which is indicated by the * forms, which are not attested.


[image: ]


Your tasks are to determine under what condition y is deleted in casual speech and under what condition this deletion triggers compensatory lengthening in Turkish and propose an analysis using the CV and X notation and moraic notation. Address these questions.

a. Determine under what condition y is deleted. To do so, you need to determine why y is not deleted in some forms.

b. Identify the condition under which this y deletion triggers compensatory vowel lengthening. Hint: Compare the forms in (I) and (II) and determine how the syllabification of y might be different in these two types of forms.

c. Develop two analyses: one based on the CV and X notation of the rule approach to syllabification and another on the moraic notation of the templatic approach.

d. Evaluate the two analyses and determine which is superior.





10 Syllable and vowel epenthesis in Ponapean

1. Introduction
Chapter 9 analyzed syllable structure requirements in Ponapean, a distributional problem. We shift the lens in this chapter, focusing instead on an alternation problem. Specifically we consider epenthesis, a type of phonological process that inserts segments not present in the input. On the surface, it appears that epenthesis can be analyzed without reference to syllable structure. We show here that an understanding of syllable structure can reveal the cause of epenthesis as well as help us understand and predict the epenthesis site. The phenomenon we choose to illustrate epenthesis here is taken from Ponapean, which has a productive process of vowel epenthesis. We select Ponapean partially because its epenthesis is related to the syllable structure requirements and partially because it creates continuity, allowing us to build on and extend the understanding of Ponapean syllable structures developed in Chapter 9.
This chapter has four objectives. First, it introduces a new phonological phenomenon – epenthesis – and develops your understanding of epenthesis. Second, starting with the first chapter on Kikuyu vowel sequencing, we hinted that the distributional restrictions play a significant role in alternation. This chapter continues this theme and develops your understanding of how important a role the distributional properties of Ponapean syllables play in epenthesis. Third, this chapter presents and compares three different analyses of epenthesis. This presentation develops your understanding of the history and development in our thinking about epenthesis from a segment-driven phenomenon to a syllable-driven process. This development has resulted in the rejection of the rule and templatic approaches and the adoption of a constraint-based view of epenthesis introduced in Chapter 11. Finally, this chapter strengthens your ability to develop and evaluate competing analyses of the same phenomenon.
2. The puzzle
Like other Micronesian languages, Ponapean possesses a productive morphological process of reduplication. This reduplication takes a number of different forms. One type of reduplication involves duplicating the first three segments of a verb stem and placing them in front of the stem. Some examples of this reduplication are presented in (1a). We can refer to this type of reduplication as prefixal reduplication because reduplicative prefixes, like regular prefixes, are attached before the stems. What distinguishes a reduplicative prefix from a regular prefix is that the segments that make up the prefix are a copy or partial copy of the stem. In Ponapean, the reduplicative prefix, when attached to verb stems, signals “on-going or durative action” according to Rehg (1981: 73), which is why we translate the reduplicated forms using the progressive forms of the verbs in English. Apart from the forms that show an exact copy of the first three segments in (1a), some reduplicated forms reveal an additional process of what Rehg (1981) calls nasal substitution, which replaces the third copied segment with a nasal. Reduplicated forms with nasal substitution are presented in (1b).

	(1) 	Reduplication in Ponapean (Rehg 1981: 80–81, 92–94)
		Verb stems	Gloss	Reduplication	Gloss
	a.	rere	‘to peel’	rerrere	‘peeling’
		tune	‘to attach in a
sequence’	tuntune	‘attaching in a
sequence’
	b.	pepe	‘to swim to’	pempepe	‘swimming to’
		tilip	‘to mend thatch’	tintilip	‘mending thatch’
		sile	‘to guard’	sinsile	‘guarding’







Note that copying the first three segments of the stem would result in peppepe for pepe ‘to swim to’ in (1b). The second p is substituted by a homorganic nasal, resulting in pempepe.
In (2), we present an additional variation of this type of reduplication in Ponapean. These data are similar to those in (1) in that they copy the first three segments of the verb. What distinguishes (2) is that they include an epenthetic vowel, which is highlighted in bold. The epenthetic vowel takes three forms. In (2a), the epenthetic vowel is a copy of the initial stem vowel. In (2b) and (2c), the epenthetic vowel is either the high front unrounded vowel i or a high back round vowel u (likely due to the surrounding labial consonant).

	(2) 	Vowel epenthesis in reduplicated forms (Rehg 1981: 80–81, 92–94)
		Verb stems	Gloss	Reduplication	Gloss
	a.	sipet	‘to shake out’	sipisipet	‘shaking out’
		tsaman	‘to remember’	tsamatsaman	‘remembering’
		tsepek	‘to kick’	tsepetsepek	‘kicking’
		wasas	‘to stagger’	wasawasas	‘staggering’
	b.	l[image: U+0254][image: U+014B]e	‘to pass across’	l[image: U+0254][image: U+014B]il[image: U+0254][image: U+014B]e	‘passing across’
		katsoore	‘to subtract’	katsikatsoore	‘substracting’
		[image: U+014B]alis	‘to bite’	[image: U+014B]ali[image: U+014B]alis	‘biting’
	c.	sopuk	‘to intercept’	sopusopuk	‘intercepting’







According to Rehg (1981), the conditions determining whether the inserted vowel is i, u, or a copy of the stem vowel are complicated and not well understood. For this puzzle, the focus is not on determining which vowel is inserted and under what conditions.
The focus should be on: (a) what triggers the epenthesis in (2), but not in (1) and (b) why the vowel is inserted between the reduplicative prefix and the stem, and not elsewhere. Before you proceed to the next section, we encourage you to determine for yourself the condition that triggers the epenthesis in (2). To do this, identify the types of medial consonant clusters attested in the data in Chapter 9 and in (1) and ask yourself what distinguishes the attested clusters from the unattested medial clusters. With respect to the unattested clusters, you need to consider what clusters would have surfaced if vowel epenthesis had not applied in (2). Once you identify the characteristics that distinguish the forms with no epenthesis from those with epenthesis, consider how you might analyze the epenthesis in three ways: the traditional rule approach presented in the first two units and the rule and templatic approaches to syllabification introduced in Chapter 9. In answering these questions, ponder the role syllable plays in the analyses of epenthesis.
3. Determining the condition triggering vowel epenthesis
Just as we did in the analyses of distribution and alternation, let’s start by identifying the conditions that trigger vowel epenthesis in reduplicated forms. This task entails comparing the forms with no epenthesis in (1) with those involving epenthesis in (2). You might ask what it is to compare. One clue provided by the epenthesis data is that they appear to break up word-medial consonant clusters. If epenthesis had not applied, medial consonant clusters would have surfaced. It seems that vowel epenthesis breaks up consonant clusters that are not allowed. Thus, to determine what triggers epenthesis, we must compare the licit medial consonant clusters in (1) from the illicit ones. To uncover the illicit clusters, we need to consider the forms in (2) and identify the clusters that would have surfaced if epenthesis had not occurred. In (3), we rearrange the data from (1) and (2) so as to provide a side-by-side comparison. With respect to the attested medial clusters, we provide the intermediate forms before nasal substitution (NS). Thus the consonant clusters in (3b) in the “Before NS” column are not what we find on the surface. We present these intermediate forms to highlight what causes nasal substitution. To show the unattested clusters, we provide the intermediate forms before vowel epenthesis (VE).

	(3) 	The attested and unattested medial consonant clusters

		Attested CC clusters		Unattested CC clusters
		BEFORE NS	AFTER NS		BEFORE VE	AFTER VE
						
	a.	rerrere	rerrere	a’	sipsipet	sipisipet
		tuntune	tuntune		tsamtsaman	tsamatsaman
					tseptsepek	tsepetsepek
					waswasas	wasawasas
						
	b.	peppepe	pempepe	b’	l[image: U+0254][image: U+014B]l[image: U+0254][image: U+014B]e	l[image: U+0254][image: U+014B]il[image: U+0254][image: U+014B]e
		tiltilip	tintilip		katskatsoore	katsikatsoore
		silsile	sinsile		[image: U+014B]al[image: U+014B]alis	[image: U+014B]ali[image: U+014B]alis
				c’	sopsopuk	sopusopuk







Inspection of the forms in the “After NS” column reveals two types of attested consonant clusters in Ponapean. They are either a geminate or long consonant such as rr or a partial geminate composed of a nasal homorganic with the following consonant such as mp, nt, and ns. Put another way, the attested clusters are made up of consonants with an identical place of articulation. This observation is consistent with the patterns we see in the data presented in (1) through (4) in Chapter 9. All of the attested clusters, whether they appear word-initially, word-medially, or word-finally, agree in place. In contrast, the unattested clusters have segments that do not agree in place such as ps, mts, sw, and [image: U+014B]l, as shown by the forms in the “Before VE” column. This suggests that epenthesis splits only the clusters that do not have a shared place.
This comparison also reveals why some reduplicated forms undergo nasal substitution while others do not. The forms in (3b) show that the clusters that undergo nasal substitution are composed of consonants that agree in place, while those that do not, that is, those in the “Before VE” column, have non-homorganic consonants. It seems that nasal substitution is contingent on agreement in place. In the analyses, we will focus on vowel epenthesis in the forms in the rightmost column. We will not focus on the forms in (3a) and (3b). They are included here to highlight the conditions that trigger epenthesis.
4. Three analyses of vowel epenthesis
Now that we know what causes epenthesis, let’s consider how we might formulate vowel epenthesis. In the analyses of phonological alternation presented in Unit 2, we employ the X [image: U+2192] Y / A __ B notation to express patterns of alternation. As vowel epenthesis is an alternation phenomenon, this notation offers one way of stating the epenthesis. In Chapter 9, we presented two formal approaches to syllabification. These two approaches offer two alternative views of epenthesis. This section presents three analyses of vowel epenthesis, starting with the rule approach introduced in Unit 2.
4.1 The traditional view of vowel epenthesis
Let’s consider how we might state the vowel epenthesis in the traditional X [image: U+2192] Y / A __ B notation. We learned in section 3 that vowel epenthesis breaks up a cluster composed of two consonants by inserting a vowel between them. As a first attempt, we can state the epenthesis rule in (4). This rule inserts a vowel between two [+consonantal] segments or two consonants.

	(4) 		Ponapean Vowel Epenthesis:	Ø [image: U+2192] V / [+consonantal] ____ [+consonantal]





Clearly, Ponapean Vowel Epenthesis, as stated in (4), is not accurate. It predicts that vowel insertion can apply to any form with adjacent consonants including the geminate consonant and the partial geminate. To restrict the application of epenthesis to consonants that do not share a place of articulation, we must impose additional conditions on the two adjacent consonants as in (5).

	(5) 	[image: ]




In (5), [place] refers to the place of articulation of the triggering consonant. [αplace] is a place variable referring to a consonant that has any place of articulation. In Ponapean, this can refer to consonants with labial, coronal, and velar places of articulation. The additional specification of [αplace] on the first consonant and [βplace] on the second communicates the requirement that the two triggering consonants must have distinct places of articulation. Putting it together, the rule in (5) states that a vowel is inserted between two consonants only if they have different places of articulation.
On the surface, Ponapean Vowel Epenthesis in (5) appears to have captured the restriction on vowel epenthesis, limiting its application to non-homorganic consonants. However, this formulation of vowel epenthesis is problematic for two reasons. First, the apparatus used to express the epenthesis in (5) is overly powerful. It predicts patterns of epenthesis that are not attested or are rare in human languages. To see this, consider the epenthesis rule in (6). This rule restricts vowel epenthesis to two consonants that agree in place of articulation, with the identical specification of [αplace] on both triggering consonants indicating agreement in place. The condition imposed on the epenthesis in (6) is exactly the opposite of that on Ponapean Vowel Epenthesis.

	(6) 	[image: ]




Given (5), it seems that we should be able to restrict the application of epenthesis to two consonants that agree in place. This theory predicts that some languages should have vowel epenthesis that applies only to homorganic consonants. Studies of geminates and geminate inalterability have suggested that vowel epenthesis of the type in (6) are not attested or at least rare in natural languages (Schein and Steriade 1986). Thus, while this theory of epenthesis may be able to provide an account of Ponapean vowel epenthesis, it does not explain why the epenthesis of the type in (6) does not exist.
There is a second problem with the statement of epenthesis in (5). The epenthesis rule in (5) is stated in segmental terms, referring only to the qualities of the triggering segments in its specification of conditions. This rule makes no mention of the syllable. Thus syllable structure plays no role in this analysis of epenthesis. This implication of (5) is problematic, because it does not capture the real trigger for epenthesis. To see this, let’s review the syllable structure requirements presented in Chapter 9. Ponapean allows closed syllables so long as the coda consonant agrees in place with the following consonant. This condition permits the first member of a geminate or partial geminate to be syllabified as a coda consonant: e.g. /komm[image: U+0254]l/ [image: U+2192] [kom.m[image: U+0254]l] ‘to rest’ and /na[image: U+014B]kep/ [image: U+2192] [na[image: U+014B].kep] ‘inlet.’ It also allows the first member of a consonant cluster resulting from reduplication to syllabify as a coda if it agrees in place with the following consonant: e.g. /rere/ ‘to peel’ [image: U+2192] rerrere [image: U+2192] [rer.re.re] ‘peeling’ and /pepe/ ‘to swim to’ [image: U+2192] peppepe [image: U+2192] pempepe [image: U+2192] [pem.pe.pe] ‘swimming to.’
The same condition blocks a consonant from syllabifying as a coda if it does not share the place of the following consonant. Take sipet ‘to shake out’ in (2) for example. When this form undergoes reduplication, it produces sipsipet with a medial cluster composed of p and s. As the labial p does not agree in place with the coronal s, it cannot syllabify as a coda. Ponapean does not allow complex onsets, which means that p cannot be syllabified as an onset, either. This results in p being unsyllabifiable: e.g. /sipet/ ‘to shake out’ [image: U+2192] sipsipet [image: U+2192] [si.p.si.pet]. This unsyllabified consonant is referred to in the phonological literature as a stray consonant. It seems that vowel epenthesis is deployed precisely in this type of situation to rescue a stray consonant so that it can be syllabified, resulting in the reduplicated form si.pi.si.pet ‘shaking out.’ The rule in (5) does not mention the syllable at all. It attributes epenthesis to disagreement in place, thus masking the underlying trigger of epenthesis.
4.2 The rule approach to vowel epenthesis
According to the rule approach to syllabification presented in Chapter 9, the syllable structures are constructed by the application of an ordered set of rules. In Ponapean, these rules include the one constructing the core CV syllable and Coda Rule. Coda Rule adjoins a consonant to the preceding rime, creating a syllable with a coda. Recall that Ponapean codas are limited to the first member of a geminate or partial geminate. This means that the targets of Coda Rule in Ponapean must be restricted to those that agree in place with the following consonants.
To see how vowel epenthesis might be stated in this approach, consider the outputs of applying the core syllable rule and Coda Rule, illustrated by two reduplicative forms: one with epenthesis si.pi.si.pet ‘shaking out’ and one without epenthesis rer.re.re ‘peeling.’ In (7b), we show that Coda Rule successfully joins the first member of the geminate rr of rer.re.re to the preceding rime. In contrast, Coda Rule cannot syllabify p into the preceding syllable in (7a), because of the restriction on coda consonants. This p cannot join the following syllable as an onset due to the ban against complex onsets. Thus, it remains unsyllabified after the application of Coda Rule. This is shown in (7a) where the C (to which p is linked) is not syllabified.

	(7) 	[image: ]




As these representations show, the form with epenthesis si.pi.si.pet differs in a crucial way from the form without epenthesis. The form without epenthesis in (7b) is fully syllabified. This is not the case with (7a); p remains stranded. These representations reveal a different way of looking at epenthesis. It seems that epenthesis is driven by the need of the stray p to belong to some syllable. As the stray consonant cannot syllabify into surrounding syllables, vowel epenthesis is deployed, resulting in the surface form si.pi.si.pet where p is incorporated as an onset into a syllable with the epenthetic vowel as the nucleus. This is essentially the analysis proposed in Itô (1989).
To incorporate this insight, we can formulate the epenthesis as in (8). This rule inserts a V slot after a stray consonant marked by C’. Note that this rule must refer to a stray consonant C’ rather than just any consonant C. Inserting a V after a plain consonant C would result in an epenthesis after every consonant. Limiting it to a stray consonant ensures that the V slot is inserted only after an unsyllabified consonant.

	(8) 		Ponapean Vowel Epenthesis:	Ø [image: U+2192] V / C’ ____





When we apply Ponapean Vowel Epenthesis to (7a), we generate the representation in (9a) in which in a V (highlighted in bold) is inserted after the stray p. The inserted V triggers a chain reaction, which includes projecting a syllable σ and adjoining the stray p as an onset to this syllable. We stated in Chapter 9 that every syllable must have a nucleus. This universal requirement triggers the insertion of the melody i to fill the inserted V. The output of this chain reaction is shown in (9b).

	(9) 	[image: ]




According to this analysis, vowel epenthesis is driven by the requirements of the syllable. The consonant p is unsyllabified because it cannot syllabify as a coda or an onset. The need of p to belong to some syllable triggers epenthesis. One advantage of this analysis is that it locates the cause of epenthesis on the syllable and its requirements rather than on the qualities of surrounding consonants. A second advantage is that it makes no claim that the type of epenthesis in (6), that is, epenthesis triggered by consonants that agree in place, should exist, because it makes no reference to the qualities of triggering consonants.
In spite of the improvements, this view of epenthesis came under attack. The central thrust of the criticism is that it does not go far enough in linking epenthesis with syllable structure requirements. We stated in Chapter 9 that the rule approach to syllabification builds syllable structures from the ground up, that is, from the V’s on the skeletal tier, which projects the syllable node σ. This view necessitates the insertion of a V slot on the skeletal tier. The inserted V slot can then trigger the chain reaction depicted in (9b). To insert the V slot, the rule approach must appeal to an independent rule of epenthesis in (8).
This rule is problematic for two reasons. First, as Itô (1989) points out, the rule must identify the epenthesis site, that is, after the stray C’. Yet the location of epenthesis is predictable. There are two potential sites for epenthesis: (a) before the stray consonant or (b) after the stray consonant. Inserting a vowel before the stray consonant is not possible for the following reason. If the vowel were inserted before the stray consonant, the way to incorporate the epenthetic vowel and the stray consonant into one syllable is to syllabify it as a coda. But remember that to be a coda, a consonant must meet the condition of place agreement. The stray consonant does not meet this condition precisely because it does not agree in place with the following consonant. Put simply, the stray consonant cannot be syllabified if the vowel is inserted before it, leaving the location after the stray consonant as the only option. Once the syllable structure requirements of Ponapean are taken into account, there is only one potential site for epenthesis. In short, the epenthesis site is predictable and does not need to be stipulated by the rule.
Second, Ponapean Vowel Epenthesis in (8) must refer to the absence of structures in its statement of conditions. This rule must refer to a stray consonant denoted by C’, not just a plain consonant C. What is a stray consonant? It is a consonant that has no syllable structure. By identifying the triggering consonant as a stray C’, Ponapean Vowel Epenthesis must in effect refer to a consonant that crucially does not have any syllable structure, an undesirable move. To understand why this is undesirable, consider the following. According to this approach, whether a segment is syllabifiable is defined by the rules of syllabification including the rule constructing the core CV syllable, Onset Rule, and Coda Rule. A segment that is syllabifiable is one that can undergo the rules of syllabification. A segment that is unsyllabifiable is one that cannot undergo these rules. In order to determine whether a segment is syllabifiable, the rules of syllabification must apply. The segments that are successfully incorporated into some syllables are syllabifiable while those that are not are unsyllabifiable. Put simply, the syllabification rules define and derive what is syllabifiable (Archangeli 1991). But, for the epenthesis rule in (8) to apply successfully, the triggering consonant must be specified as unsyllabified, represented by the apostrophe after the C. This is because the segments that are unsyllabifiable and consequently unsyllabified have the same representation as those segments that are syllabifiable but yet to be syllabified. Neither has any syllable structure. To distinguish these two classes of segments – the unsyllabifiable and the syllabifiable but not yet syllabified – requires designating one class of segments as unsyllabifiable, hence, the notation C’, not just a plain C. Here lies the contradiction. On the one hand, the rule approach claims that syllabifiability is defined and derived by the rules of syllabification. On the other hand, the epenthesis rule implies that whether a segment is syllabifiable is pre-specified rather than defined by syllabification rules.
These problems, we show next, are caused by the fact that this view does not go far enough in linking epenthesis with syllabification, resulting in the need for an independent rule of epenthesis and the problems that come with it. We demonstrate that the templatic approach can resolve these problems by incorporating epenthesis as part of syllabification.
4.3 The templatic approach to epenthesis
Recall from Chapter 9 that syllable structures are constructed in two stages according to the templatic approach. First, input segments are assigned moraic structures in a process we refer to as moraification. Moraification involves three steps: (a) projecting a mora from each vowel melody; (b) joining the immediately preceding consonant to the mora on its right; and (c) projecting a mora from any remaining segment. Consider, for example, what moraification creates for si.pi.si.pet ‘shaking out.’ The first two steps of moraification parse a consonant and the immediately following vowel into one mora. The third step then assigns a mora to the first p and the word-final t. The result of moraification is depicted in (10a).

	(10) 	[image: ]




Extrasyllabicity applies next, marking the final mora dominating t as extrasyllabic in (10b). Syllabification takes the output of moraification and extrasyllabicity, mapping the moraic materials to the syllable template. Syllabification involves projecting a syllable template and mapping the moraic materials to the template, subject to universal and language-specific conditions. The result of syllabification is shown in (10b).
Crucially, the mora dominating p cannot be syllabified. This results from two requirements. The mora linked to p cannot join the following syllable because of the ban against complex onsets in Ponapean. It cannot join the preceding syllable, either. What blocks p from becoming a coda is the restriction that the coda must agree in place with the following consonant. Following Itô (1989), we can express this restriction as a coda-filter that prohibits codas with an independent place of articulation.

	(11) 	[image: ]




In (11), the C linked to [place] refers to a consonant that has a place of articulation distinct from the following consonant. The right bracket with the subscripted syllable symbol ]σ marks the right edge of the syllable. Together, the C]σ notation refers to a coda consonant with a distinct place of articulation. The asterisk (*) can be interpreted as “Do not allow.” Putting all of this together, Coda-Filter states that a coda with a distinct place is not allowed. According to the templatic approach, Coda-Filter blocks the syllabification of p as the coda in (10b).
Epenthesis, according to the templatic approach, stems directly from syllabification. To see how syllabification brings about epenthesis, consider (10b). According to the analysis in Chapter 9, the syllable template is projected by the mora. Hence the mora dominating p can project a syllable template. This is shown in (12a). At this point, there are three courses of action for syllabification. The first is no epenthesis. Without vowel epenthesis, the second syllable would have consisted of p alone, with p as the nucleus. Such a syllable is not well-formed in Ponapean. Recall that Ponapean allows syllables composed of a single consonant under two conditions: They are allowed only in word-initial position and the nuclear consonant must be a nasal. The syllable composed of p does not satisfy either condition. The only way to ensure that p is syllabified is to resort to vowel epenthesis, which presents two more options to consider. One option is to insert a vowel before p as shown in (12b).

	(12) 	[image: ]




In this scenario, p can be syllabified in one of two ways: join the preceding syllable as a coda or join the following syllable as a complex onset. Both options are impossible in Ponapean for the same reason why p could not be syllabified in the first place. The third course of action is to insert the vowel after p in (13b).

	(13) 	[image: ]




As there is no restriction on p as an onset, it is properly syllabified, serving as an onset of the syllable with the epenthetic vowel as the nucleus.
For the templatic approach, epenthesis is a by-product of syllabification, not the result of a separate epenthesis rule. This is where the templatic approach differs from the rule approach in section 4.2. The templatic approach conceives the syllable as a template and syllabification as a top-down process driven by the needs of the template. As a template, a syllable has needs, which must be satisfied as guaranteed by Template Satisfaction. The basic requirement of a syllable is that it has a proper nucleus, which can be only a vowel here. This requirement of the template drives epenthesis. In contrast, the rule approach views syllabification strictly as a bottom-up process. The syllable node must be projected by a skeletal V slot. This skeletal slot must first be inserted, which necessitates the epenthesis rule in (8). As we pointed out earlier, this rule brings with it problems that are not shared by the templatic approach. One of the problems is that it must stipulate the epenthesis site. As we show through (12b) and (13b), there is only one way to syllabify the stray consonant, that is, to incorporate it as an onset. There is no need to stipulate the epenthesis site because there is no need for a rule of epenthesis. By treating epenthesis as part of the syllabification itself, the templatic approach circumvents the problems faced by the rule approach.
To summarize, we have presented three distinct analyses of Ponapean vowel epenthesis. The goal of this presentation is to provide you with a partial history of how our views on epenthesis have evolved and develop your understanding of syllable as a phonological unit and the role it plays in triggering alternation phenomena such as vowel epenthesis. As we stated in the beginning, the purpose of this presentation is not to argue for a particular approach to syllabification and epenthesis, but to develop your appreciation of how identical phenomena can be viewed and analyzed in different ways and how these different analyzes can be compared and evaluated. The ability to analyze identical phenomena from multiple perspectives and to evaluate these different perspectives is part of the ability in any analysis of sound patterns. 
5. Conclusion
This chapter introduced the phenomena of epenthesis, using Ponapean vowel epenthesis as an illustration. We presented three different analyses of this phenomenon and demonstrated that while epenthesis can be accounted for as a segment-driven process, this view is problematic because it predicts patterns of epentheses that are not attested in natural languages. We showed through the rule and templatic approaches that the requirements of syllable should be considered. Both approaches identify as the trigger of epenthesis the stray consonant, a consonant that cannot be syllabified into existing syllables. The rule approach implements this idea by proposing a rule that inserts a V slot right after a stray consonant. This approach does not go far enough in connecting epenthesis with syllable structure requirements. By viewing syllable as a template and using the syllable template to drive the syllabification, we can view epenthesis as part of the syllabification rather than as a separate process, thus bypassing the problems associated with the rule approach. As we pointed out in the introduction, the goals of this chapter are to develop your understanding of epenthesis as a phenomenon and to introduce the history and development in our understanding of epenthesis from a segmental process to a prosodic process driven by syllable requirements. We demonstrate that by understanding the distributional requirements of Ponapean syllables, we can come to a better understanding of the cause of epenthesis and predict the epenthesis site.
In Chapter 11, we will introduce yet another approach to syllabification and epenthesis. This approach builds on the core insight of the rule and templatic approaches that epenthesis is a prosodic process, driven by the demands of syllable structures. But it differs from these two earlier approaches in that it does not attempt to block syllabifications not allowed in a language. For instance, the well-formed syllabification te.ke for teke ‘island’ in Ponapean exists side by side with the ill-formed syllabification tek.e. The fact that only te.ke is attested in Ponapean emerges from the interactions of a set of constraints which evaluate these competing syllabifications and select the one that is optimal or the best according to these constraints. This view, known as Optimality Theory, will be introduced in Chapter 11. We show that constraints such as CODA-FILTER in (11) are elevated to a central place in the analyses of phonological phenomena in this approach to syllabification and epenthesis.

Exercises
Discussion/Reading response questions
Question 1: Chapter 10 describes an alternation process referred to as vowel epenthesis in Ponapean. Describe and explain what vowel epenthesis is and illustrate it with concrete examples. In addition, explain how syllable is related to epenthesis. In other words, explain what causes vowel epenthesis according to the rule and templatic approach to epenthesis.


Question 2: Describe two key differences that distinguish the rule from the templatic approach to syllabification. In addition, discuss one or two key arguments for or against either approach. Be specific and support your claims with facts.



Multiple-choice/Fill-in-the-blank questions
(1) Which of the following best demonstrates the steps involved in the derivation of l[image: U+0254][image: U+014B]il[image: U+0254][image: U+014B]e ‘passing through’ according to the rule approach to syllabification and epenthesis?

a. 
[image: ]

b. 
[image: ]

c. 
[image: ]

d. None of the above


(2) Complete the derivation for wasawasas ‘staggering’ according to the rule approach to syllabification and epenthesis. Illustrate the derivation (including extrasyllabicity, if relevant) in three or four steps. Make clear how epenthesis takes place in relation to syllabification.

[image: ]


(3) Which of the following best illustrates the steps in the derivation of l[image: U+0254][image: U+014B]il[image: U+0254][image: U+014B]e ‘passing through’ according to the templatic approach to syllabification and epenthesis?

a. 
[image: ]

b. 
[image: ]

c. 
[image: ]

d. None of the above


(4) Complete the derivation for wasawasas ‘staggering’ according to the templatic approach. Otherwise, follow the instructions as those in (2).

[image: ]


(5) The rule approach in section 4.2 calls for an epenthesis rule in (8). How is the epenthesis rule ordered with the syllabification rules to derive forms like sipisipet? Note that rules at the top apply first.

a. 
syllabification
epenthesis


b. 
syllabification
epenthesis
syllabification


c. 
epenthesis
syllabification


d. 
epenthesis
syllabification
epenthesis



(6) According to the templatic approach to epenthesis in section 4.3, which one of the following choices best captures the steps needed to derive epenthesis in forms such as sipisipet?

a. 
syllabification
epenthesis


b. 
syllabification
epenthesis
syllabification


c. 
epenthesis
syllabification


d. 
syllabification



(7) What is a key advantage of the templatic approach over the rule approach to syllabification and epenthesis?

a. The templatic approach to syllabification requires a separate epenthesis rule, while the rule approach does not.

b. The templatic approach builds syllable structures from the top down, while the rule approach builds syllables from the bottom up.

c. The templatic approach incorporates epenthesis as part of syllabification, while the rule approach treats epenthesis as a process separate from syllabification.

d. The rule approach recognizes the sub-syllabic division into onset and rime, while the templatic approach does not acknowledge such sub-syllabic divisions.


(8) The forms in (1b) of this chapter show that the final consonant of the reduplicative prefix undergoes nasal substitution. Examine the data again and determine which rule best expresses the condition on nasal substitution. [nas], [cons], and [son] are short for [nasal], [consonantal], and [sonorant].

[image: ]


(9) Which statement best describes the ordering relation between the nasal substitution rule in (8) and the rules of syllabification and epenthesis?

a. The nasal substitution rule must apply before the rules of syllabification and epenthesis.

b. The nasal substitution rule must apply between syllabification rules and the epenthesis rule.

c. The nasal substitution rule must apply after the epenthesis rule, but before syllabification rules.

d. It does not matter how the nasal substitution rule is ordered.


(10) According to the rule and templatic approaches to syllabification, what blocks vowel epenthesis in forms such as rerrere ‘peeling’ and pempepe ‘swimming to’?

a. The fact that medial clusters such as rr and mp agree in place

b. The fact that medial clusters such as rr and mp cannot be fully syllabified

c. The fact that medial clusters such as rr and mp can be fully syllabified

d. None of the above



Problems for analysis
(11) Problem 1: The syllable in Wolof
Wolof, a West African language of the Niger-Congo family, has the following syllable types, which we illustrate with mono-syllabic and bi-syllabic forms from Ka (1988). Note that we use [image: U+04D9] to replace ë, because it stands for a schwa, according to Ka.

	I. 		a.	CV	ba	‘to abandon’	we	‘fingernail’
	b.	CVV	ree	‘to smile’	daa	‘ink’
	c.	CVC	?ub	‘to close’	nit	‘human being’
	d.	CVVC	door	‘to start’	baat	‘neck’
	e.	CVCC	fatt	‘to plug’	mujj	‘to be last’




	II. 				INITIAL	GLOSS	FINAL	GLOSS
	a.	CV	nu.yu	‘to greet’	[image: ]aa.da	‘custom’
	b.	CVV	caa.bi	‘key’	***	
	c.	CVC	[image: ]as.kan	‘ancestry’	fee.bar	‘to be sick’
	d.	CVVC	***		ba.gaas	‘luggage’
	e.	CVCC	***		***	





Examine the data in (I) and (II) and determine the syllable structure requirements in Wolof. Address these questions in your analysis.

a. What is the maximal syllable allowed in Wolof? Should it be CVX or CVXC? Note that the data in (III) bear on this issue. They illustrate a schwa epenthesis when -kat meaning ‘the person who’ is suffixed to a verb. What do these forms show?

	III. 		Lakk	‘to speak’	lakk[image: U+01DD]kat	‘speaker’
	Tog	‘to cook’	togg[image: U+01DD]kat	‘cook’
	Napp	‘to fish’	napp[image: U+01DD]kat	‘fisherman’
	R[image: U+01DD]bb	‘to hunt’	r[image: U+01DD]bb[image: U+01DD]kat	‘hunter’





b. What are the conditions on onset, rime, nucleus, and coda in Wolof? The data in (IV) show what happens when French words are borrowed into Wolof. How do these data bear on some of the requirements on Wolof syllables?

	IV. 		French		Wolof loans	Gloss
	auto	[image: U+2192]	[image: ]oto	‘car’
	affaire	[image: U+2192]	[image: ]afeer	‘business’
	usine	[image: U+2192]	[image: ]isin	‘factory’
	ordonnance	[image: U+2192]	[image: ]ordonaas	‘prescription’





c. How will you construct the syllable structures in Wolof using the rule and templatic approaches?

d. How will you derive the schwa epenthesis in (III) and the data in (IV) using the rule and templatic approaches?


(12) Problem 2: Kàll and syllables in Wolof
Presented below are five sentences illustrating a secret or disguised form of Wolof, referred to as Kàll. During the pre-colonial times, Kàll was used by the king to talk with his people without strangers or foes understanding; in colonial times, it was used to disguise the intentions of the colonized from the colonial power. Today, Kàll, spoken routinely in parts of Senegal, is used to treat a guest appropriately without his prior knowledge. In what follows, we present the original Wolof sentence on top and the Kàll form below. The underlined portions of each sentence are aligned to facilitate pattern discovery. You can think of them as equivalent, with each underlined portion representing a prosodic word.

	a. 		WOLOF	jaay ma	yapp			sell-me-meat
	KÀLL	y[image: U+01DD] ma jaa	p[image: U+01DD] yaa			‘sell me (some) meat’




	b. 		WOLOF	mu	toggu ko			she-cook-it
	KÀLL	mu	guko too			‘she cooks it’




	c. 		WOLOF	samay	doom	lekk		my-children-eat
	KÀLL	masa	m[image: U+01DD]doo	k[image: U+01DD]le		‘my children eat’




	d. 		WOLOF	jox ko	sama	jabar		give-it-my-wife
	KÀLL	ko jo	masa	barja		‘give it (to) to my wife’




	e. 		WOLOF	ma	y[image: ]bbu ko	sama	k[image: U+01DD]r	I-bring-it-my-home
	KÀLL	ma	bu ko yoo	masa	r[image: U+0117]k[image: U+01DD]	‘I bring it (to) my home’






Your task is to analyze the Kàll forms and determine how they are derived from the Wolof forms. In addition, consider whether and how your analysis supports your decisions on Wolof syllables in Problem 1. Draw on the Wolof data in Problem 1 as support in your analysis of Kàll.


(13) Problem 3: The game of Pink-Stink in English
The data in (I) through (III), which were provided by Diana Archangeli in one of her course handouts, illustrate a game played by children. One child asks a question and the other provides a response. There are three ways to play this game – Pink-Stink, Pinky-Stinky and Pinkety-Stinkety – with each requiring a different response. For instance, one child might ask: What is a large swine? The appropriate Pink-Stink response is “big pig.” But in response to a Pinky-Stinky question such as “What is the child of a ceramicist?”, the right response is “potter’s daughter.”


	What is ___________________?		Appropriate Answers
	I. The following is a Pink-Stink:
		a. a large swine	big pig
		b. a chef’s manual	cookbook
		c. a ripper’s hut	Jack’s Shack
	II. The following is a Pinky-Stinky:
		d. the child of a ceramicist	potter’s daughter
		e. the thing a bunny likes to do	rabbit’s habit
		f. a well-dressed syntactician	dandy Andy
	III. The following is a Pinkety-Stinkety:
		g. some dissolved ceramics	watery pottery
		h. a liquid-filled mattress found in a ceramicist’s hut	potter’s shed waterbed
		i. a phonological constituent that one can put things in	fillable syllable





Examine the data above and determine the rules of this game. Consider these questions.

a. What are the rules of this game? That is, what constitutes an appropriate response to a Pink-Stink, Pinky-Stinky or Pinkety-Stinkety question?

b. What information is provided by the Pink-Stink, Pinky-Stinky and Pinkety-Stinkety labels?

c. How does this game bear on the issues discussed in Chapters 9 and 10? For instance, what does this game say about syllable and the representations of syllable in the rule and templatic approaches to syllabification?


(14) Problem 4: Glide formation and compensatory lengthening in Ponapean
The Ponapean forms in (I) through (III), taken from Rehg (1981: 246– 47), illustrate what happens when the suffix meaning ‘to’ is attached to verb roots. As these forms show, this suffix varies from -ee[image: U+014B] to -ye[image: U+014B] or -we[image: U+014B]. This suffix also triggers the lengthening of the stem-final vowel in some forms.


	I. 		neek	‘to distribute’	neekee[image: U+014B]
	lopuk	‘to cut’	lopukee[image: U+014B]
	m[image: U+0263]ato[image: U+014B]	‘to play’	m[image: U+0263]ato[image: U+014B]ee[image: U+014B]
	liseyan	‘to be pregnant’	liseyanee[image: U+014B]




	II. 		koo	‘to come or go’	kooye[image: U+014B]	koowe[image: U+014B]
	lim[image: U+0263]ii	‘to sponge’	lim[image: U+0263]iiye[image: U+014B]	




	III. 		wa	‘to carry’	waaye[image: U+014B]	
	tsu	‘to meet’	tsuuye[image: U+014B]	tsuuwe[image: U+014B]
	t[image: U+0254]k[image: U+0254]	‘to spear’	t[image: U+0254]k[image: U+0254][image: U+0254]ye[image: U+014B]	
	neene	‘to distribute’	neeneeye[image: U+014B]	






Provide an analysis of the alternations. Address these points in your analysis.

a. Identify the conditions on the three variants of the ‘to’ suffix and on vowel lengthening.

b. On the basis of the syllable representations adopted by the rule and templatic approaches, construct two analyses of the alternations in (I) through (III). Explain whether and in what way these alternations are related to Ponapean syllable requirements discussed in Chapters 9 and 10.

c. Compare the two analyses. Discuss if there is any reason to prefer one of the analyses.





11 Ponapean syllable and vowel epenthesis: an optimal-theoretic analysis

1. Introduction
Up to this chapter, we have approached the sound patterns of human languages from the perspective of rules. One shared characteristic of the rule approaches including the templatic view of syllabification and epenthesis is that they generate only the attested patterns of a language. Unattested patterns cannot be derived. This is accomplished by the rules as well as the conditions, which restrict what rules can generate. An example of a condition on rules is Coda-Filter introduced in Chapter 10, which blocks a rule from syllabifying a consonant as a coda if this consonant has an independent place of articulation. We shift the focus from this chapter and introduce a drastically different approach to the analysis of sound patterns. Unlike the earlier rule approaches, this theory does not block the unattested patterns. The attested and unattested patterns, referred to as candidates, are all submitted for evaluation. Rather than generating the attested patterns through rules, this approach relies on a set of ranked constraints to select the best or optimal candidate out of competing candidates. Under this approach, the optimal form selected by the constraints is the attested form. This approach is known as Optimality Theory (OT). We show that OT does away with rules. Instead, it elevates conditions such as Coda-Filter to a central role in the analysis.
This chapter has three objectives. First, it introduces OT, a theory of language and linguistic analysis that has become very popular since the earlier 1990s. Second, this chapter develops your ability to conduct linguistic analyses, in particular, to analyze sound patterns using OT. Lastly, by presenting an optimal-theoretic analysis of syllabification and epenthesis in Ponapean, this chapter develops your ability to analyze the same phonological phenomena from multiple perspectives and to compare and evaluate competing analyses.
2. The puzzle
This chapter focuses on the same phenomena we analyzed in Chapters 9 and 10, Ponapean syllabification and vowel epenthesis. To avoid repetition, we will not re-present the syllabification and epenthesis data here. Interested readers should consult the second section in Chapters 9 and 10 for the data. We summarize here the key generalizations regarding Ponapean syllabification and epenthesis that must be accounted for in an optimal-theoretic analysis. In (1), we highlight the patterns of Ponapean syllables.

	(1) 	Patterns of Ponapean syllables
	a. 	Ponapean syllables are composed of three segments, CVV and CVC, except that:



	b. 	Ponapean appears to allow CVVC and CVCC syllables in word-final position.



	c. 	Onsetless syllables are allowed in all positions of a word in Ponapean.



	d. 	Codas are allowed in Ponapean, only if they agree in place with the following consonant. Attested codas are of two types in Ponapean; they are either the first member of a geminate or a partial geminate composed of a nasal homorganic with the following consonant.



	g. 	Ponapean syllable nuclei can include a short or long vowel. Two vowels of differing qualities, that is, diphthongs, are not allowed.



	h. 	Ponapean syllables can be composed of a single syllabic consonant under two conditions: (i) if they appear in word-initial position; and (ii) if this consonant is a nasal homorganic with the following consonant.






Some forms that illustrate the attested Ponapean syllables are: na[image: U+014B].kep ‘inlet,’ a.re.wal.la ‘return to the wild,’ ri.aa.la ‘to be cursed,’ kull ‘roach,’ mant ‘tame,’ and n.ta ‘to say.’ We see from (1a) that complex onsets are not allowed in Ponapean. If we follow the rule and templatic analyses in treating all word-final consonants as extrasyllabic, then complex codas are not allowed, either. Because of the restriction on complex onsets and codas, initial and medial CC clusters are always hetero-syllabic, with the consonants assigned to two different syllables, as illustrated by n.ta ‘to say,’ na[image: U+014B].kep and a.re.wal.la.
Vowel epenthesis is seen in reduplicated forms in Ponapean. Ponapean reduplication involves copying the first three segments of a stem and prefixing them to the stem. Reduplication can generate a medial cluster composed of two consonants that disagree in place of articulation. Vowel epenthesis is seen in such forms. An example is si.pi.si.pet ‘shaking out.’ This form starts out as /sipet/. Reduplication applies, generating [sip-sipet]. As p and s (in bold) do not have a shared place of articulation, i is inserted after the first p, resulting in [si.pi.si.pet]. Epenthesis does not apply in forms where reduplication produces a consonant cluster that agrees in place. Two examples are rer.re.re ‘peeling’ and pem.pe.pe ‘swimming to.’ In what follows we present an optimal-theoretic analysis of these syllabification and epenthesis facts in Ponapean.
3. Optimality Theory: an introduction
OT was first developed in the works of McCarthy and Prince (1993) and Prince and Smolensky (1993). According to them, there are three components to the OT grammar.

	(2) 	Three components of the OT grammar
	a. 		LEXICON:	stores the lexical or underlying representations of morphemes




	b. 		GENERATOR:	generates output candidates for some input




	c. 		EVALUATOR:	evaluates output candidates and selects the optimal candidate







The component referred to as the LEXICON stores the underlying (also referred to as lexical) representations of morphemes. Lexical or underlying representations of morphemes, you might recall, include all of the contrastive properties of morphemes, properties that are not predictable and must be specified underlyingly. The LEXICON submits these representations as the input to the component of the OT grammar referred to as the GENERATOR. The GENERATOR takes the input supplied by the LEXICON and generates the possible analyses of the input, referred to as candidates. For example, consider the Ponapean form te.ke ‘island.’ As the melodies that make up this morpheme and the way these melodies are arranged are not predictable, they must be specified in the lexical representation of this morpheme. Syllable structures, however, are predictable in Ponapean; hence, they must be excluded. We can represent this morpheme lexically as /teke/, a representation that specifies the four melodies in a particular sequence. Crucially, /teke/ does not include syllable structures, marked by the lack of periods. This representation forms the input submitted by the LEXICON to the GENERATOR. The GENERATOR takes /teke/ and generates possible syllabifications of this input, some of which are listed in (3). One syllabification of /teke/, for example, is to syllabify t as one syllable, e as the second, and ke as the third, that is, [t.e.ke] in Candidate C.

	(3) 	[image: ]



You can see in (3) that the syllabifications produced by the GENERATOR include the attested syllabification [te.ke] in Ponapean as well as the unattested syllabifications such as [tek.e], [t.e.ke], [t.e.k.e], etc. These candidates are all submitted to the component of the OT grammar, referred to as the EVALUATOR. The EVALUATOR takes the candidates supplied by the GENERATOR and assesses them against a set of requirements called constraints. The results of the assessment are compared to determine which candidate best meets the requirements of the constraints. According to OT, the optimal candidate, as determined by the constraints, corresponds to the attested form of a language.
OT relies on constraint ranking to distinguish one candidate from another. Constraints have different rankings, with some constraints ranked higher than or “dominating” others. Higher-ranked constraints are more important and their violations are more costly. A candidate violating a higher-ranked constraint incurs a more serious or costly violation than a candidate violating a lower-ranked constraint. By ranking constraints, OT makes it possible to compare and evaluate candidates in terms of the “costs” of their violations and select an optimal candidate, one whose violations are the least costly.
To see how this works, consider a simple scenario. There are two candidates: Candidate A and Candidate B. They are evaluated against two constraints: CONSTRAINT 1 and CONSTRAINT 2. Suppose that CONSTRAINT 1 ranks higher than CONSTRAINT 2. We can express this ranking relation formally as: CONSTRAINT 1 >> CONSTRAINT 2. In this notation, the symbol >> means “ranks higher than or dominates.” Further, suppose that Candidate A violates CONSTRAINT 1 while Candidate B violates CONSTRAINT 2. We can illustrate this hypothetical situation in a table format known as a tableau in (4). In a tableau, we place the candidates being evaluated in the second leftmost column. Constraints are displayed horizontally in the top row. We indicate the constraint ranking by placing higher-ranked constraints to the left and lower-ranked constraints to the right. As CONSTRAINT 1 dominates CONSTRAINT 2, it is placed to the left of CONSTRAINT 2. In a tableau, a blank cell, one without any asterisk, shows that the requirement of a constraint is satisfied while the asterisk * signals constraint violation. To indicate that Candidate A violates CONSTRAINT 1 in (4), we place an asterisk below CONSTRAINT 1 in the cell on the same row as Candidate A. Candidate B violates CONSTRAINT 2. This is shown by the asterisk under CONSTRAINT 2 in the cell on the same row as Candidate B.

	(4) 	Tableau

			CONSTRAINT 1	CONSTRAINT 2
		Candidate A	*!	
	[image: U+261E]	Candidate B		*






In this comparison, the optimal form is Candidate B, marked by the pointing finger [image: U+261E]. Though both candidates violate one constraint, Candidate B violates a lower-ranked constraint. Consequently, its violation is less costly. In (4), the exclamation mark ! placed by the asterisk under CONSTRAINT 1 marks a fatal violation, a violation that rules out a candidate as optimal. We use shading to indicate that CONSTRAINT 2 is not important in deciding the optimal candidate. By shading the cells under CONSTRAINT 2, we draw your attention to the more crucial CONSTRAINT 1. It is CONSTRAINT 1 that determines which candidate is optimal. This tableau shows that although the two candidates incur the same number of violations, constraint ranking makes it possible to distinguish the two candidates and pick a “winner.”
The EVALUATOR relies on constraints and constraint ranking to compare candidates and select a winner. You might wonder: What are constraints? In (5), we provide four syllable-related constraints.

	(5) 	Four markedness constraints governing syllable structures
	a. 		ONSET:	*[σ V	(Syllables must have onsets or must not begin with a vowel)




	b. 		NO-CODA:	*C ]σ	(Syllables are open or must not end with a consonant)




	c. 		*COMPLEXONSET:	*[σ CC	(Onsets are simple or must not include more than one consonant)




	d. 		*COMPLEXCODA:	CC ]σ	(Codas are simple or must not include more than one consonant)







Following the conventions of OT, constraint names are in small capitals. The formal definitions of the constraints follow the constraint names. To help you understand these constraints, we provide in parentheses the explanations in plain English. In (5), the left and right brackets with the subscripted syllable symbol – [σ and ]σ – mark the left and right boundary of a syllable. Thus, [σ V marks a syllable beginning with a vowel or a syllable without onset, while C ]σ marks a syllable ending in a consonant or a syllable with a coda. The asterisk * can be interpreted as saying “Do not allow.” Thus, ONSET, defined as *[σ V, states “Do not allow a syllable that begins with a vowel” or “Syllables must have onsets.”
According to OT, one broad type of constraint is based on markedness considerations. The constraints in (5) are all markedness constraints. So, what is markedness? Linguists use the term “markedness” to classify linguistic patterns. The patterns that are described as unmarked are roughly equivalent to those that are common, while the marked patterns are not as common. The unmarked or common patterns are those that appear in a lot of natural languages. Consider ONSET, for example. This constraint is based on the observation that it is preferable to start a syllable with an onset. This preference reflects itself in two crosslinguistic tendencies. One of these crosslinguistic tendencies can be expressed in the form of an implicational statement in (6).

	(6) 	If a language allows syllables without onsets, then it also allows syllables with onsets.



This statement reflects the following observations regarding what natural languages allow when it comes to syllables with or without onsets. Two types of languages are attested. Some languages such as Yawelmani require that every syllable begin with an onset. This is the first type. The second type of languages attested are those that allow both syllables with onsets and syllables without them. An example of this type is English. In light of these two types, we expect to find a third type of language, that is, languages in which every syllable lacks an onset. But this third type does not exist. We have yet to find a language that insists that every syllable start with a vowel. The absence of this third type points to the preference for syllables to have onsets because even those that allow onsetless syllables have syllables with onsets. There is a second crosslinguistic tendency; that is, a single intervocalic consonant tends to be syllabified crosslinguistically as an onset rather than a coda. For example, k in teke ‘island’ is parsed as te.ke rather than as tek.e. Recall that this crosslinguistic tendency drives the rule and templatic approaches to prioritize the syllabification of the consonant and the following vowel into the core CV syllable first. As a markedness constraint, ONSET is based on and expresses these crosslinguistic preferences.
Like ONSET, the remaining syllable constraints in (5) are based on similar crosslinguistic tendencies in (7).

	(7) 	Three crosslinguistic implications corresponding to coda, complex onset and complex coda
	a. 	If a language allows syllables with codas, then it also allows syllables without codas.



	b. 	If a language allows syllables with complex onsets, then it also allows syllables with simple onsets.



	c. 	If a language allows syllables with complex codas, then it also allows syllables with simple codas.






These tendencies reveal the preferences for syllables to have no coda, to have simple onsets and simple codas. These preferences are the bases for the syllable markedness constraints.
One common feature of markedness constraints is that they prefer unmarked to marked structures. Thus, syllable markedness constraints favour unmarked syllable types such as a plain CV syllable. To see this, let’s look at the tableau in (8). This tableau evaluates the four candidates for te.ke ‘island’ in (3) against the constraints in (5). In (8) the dotted lines signal that these constraints are not ranked or equally ranked. For space reasons, we will use *CXO and *CXC to represent *COMPLEXONSET and *COMPLEXCODA in tableaux.

	(8) 	Tableau for te.ke ‘island’

		/teke/	ONSET	NO-CODA	*CXO	*CXC
	[image: U+261E]	a.[te.ke]				
		b.[tek.e]	*	*		
		c.[t.e.ke]	**			
		d. [t.e.k.e]	****			






We see from the pointing finger that the optimal syllabification is [te.ke] in (8a). This form is syllabified into two syllables: te and ke. Both syllables have an onset. Neither has a coda or a complex onset. Hence, this form meets the requirements of all four constraints. The candidate in (8b) syllabifies the intervocalic consonant k as a coda. This syllabification, with a closed syllable tek and an onsetless syllable e, violates ONSET and NO-CODA. In (8c), the four segments are parsed into three syllables: t, e, and ke. Assuming that t constitutes the nucleus (because every syllable requires a nucleus), this third candidate results in two syllables without an onset and incurs two ONSET violations, marked by two asterisks. Note that violations of the syllable markedness constraints are assessed according to the number of syllables. Each onsetless syllable counts as one violation. The last candidate, which syllabifies the four segments into four syllables, results in four ONSET violations. This tableau demonstrates that even without ranking the constraints, the attested syllabification – [te.ke] – emerges as the optimal output, because it does not violate any constraint. Clearly, these constraints prefer some syllable types to others and favor the parsing of a single intervocalic consonant as an onset. They predict that the least marked syllable type is CV, one that includes a simple onset followed by a vowel. The CV syllable is the most common type found in every language we know of.
According to OT, markedness constraints are in conflict with a second type of constraint, referred to as faithfulness constraints. Faithfulness constraints preserve correspondence between the input and the output and ensure that the input and output remain identical. Consider the faithfulness constraints in (9), proposed by McCarthy and Prince (1995a).

	(9) 		a. 	DEPENDENCE-IO (DEP-IO): Output segments must have input correspondents.



	b. 	MAXIMALITY-IO (MAX-IO): Input segments must have output correspondents.






In (9), “IO” are short for input and output. These constraints are named DEP-IO and MAX-IO because they regulate relations between input and output. Specifically, these two constraints ensure that the input and output have the same number of segments. To see this, consider the two scenarios in (10). In (10a), the output includes a vowel (highlighted in bold) that is not present in the input. This output can emerge from epenthesis, which inserts a segment that is not present in the input, as we see in some Ponapean reduplicative forms. DEP-IO bars the input and output relation in (10a), because the output contains a segment without an input correspondent. In (10b), the input consists of a consonant that is missing in the output. This output can arise from deletion, resulting in an input segment having no output correspondent. MAX-IO prohibits the input–output relation in (10b).

	(10) 	[image: ]



DEP-IO and MAX-IO preserve the one-to-one correspondence between the input and output. When there is a mismatch, one of the constraints is violated. In the OT literature, DEP-IO is referred to as an anti-epenthesis or anti-insertion constraint, because DEP-IO bars the type of input–output relation created by epenthesis or insertion in (10a). MAX-IO is often nicknamed the anti-deletion constraint because it prohibits the type of output generated by deletion in (10b). In addition to these two, there are other types of faithfulness constraints that maintain other types of correspondence, such as those that preserve feature identity or the linear relation of segments. These other types of faithfulness constraints will be introduced when they become relevant. For now, let’s focus on the syllable markedness constraints and DEP-IO and MAX-IO, which play an important role in the analysis of syllabification and epenthesis in Ponapean.
As this discussion demonstrates, faithfulness constraints resist change from the input to the output, because change results in violations or unfaithfulness. Unlike faithfulness constraints, markedness constraints push for change, because of their preference for unmarked structures. Consequently, these two types of constraints are inherently in conflict. According to OT, structural differences among languages result from how conflicting requirements of different constraints are resolved. In some languages, markedness constraints prevail, leading to changes in the output. In others, faithfulness constraints prevail, which maintain the status quo. Crosslinguistic variations result from how these conflicting constraints are resolved in different languages. We will take up this point directly in Chapter 12.
4. An optimal-theoretic account of syllabification and vowel epenthesis
With this introduction to OT, let’s consider how Ponapean syllabification and epenthesis may be analyzed. To conduct an OT analysis involves two parts: identify the constraints and determine the ranking. To do this, we start with the attested or optimal form. This form is compared with a form that differs minimally in structure from the optimal form, a form that we can label as the sub-optimal form. By comparing the optimal and sub-optimal forms, we can identify the constraints and their ranking. We summarize the analytic procedures for determining the constraints and their ranking in (11).

	(11) 	Procedures for identifying the constraints and determining the constraint ranking
	a. 	Identify an attested or optimal form.



	b. 	Generate a sub-optimal form by changing the optimal form so that it differs minimally in structure from the optimal form with respect to the dimension being compared.



	c. 	Compare the optimal form with the sub-optimal form.



	d. 	Identify the constraint(s) that can distinguish the optimal from sub-optimal form.



	e. 	Determine the constraint ranking responsible for selecting the optimal form as optimal.






We demonstrate next how these steps can be applied to determine the constraints and their ranking. In what follows, we first analyze syllabification before considering epenthesis. Finally we address a question remaining from the analysis of epenthesis, which concerns why epenthesis applies only minimally.
4.1 Analysis of syllabification
Let’s start with na[image: U+014B].kep ‘inlet.’ This form is syllabified as [na[image: U+014B].kep] in Ponapean. Thus, [na[image: U+014B].kep] is the attested or optimal form. The next step in (11b) is to generate a sub-optimal form by changing the optimal [na[image: U+014B].kep]. As we are interested in predicting the syllabification, we change it slightly to generate a sub-optimal syllabification such as [na.[image: U+014B]kep] in which the velar nasal [image: U+014B] is parsed as an onset. We now have two candidates: the optimal [na[image: U+014B].kep] and the sub-optimal [na.[image: U+014B]kep]. The third step of the analysis in (11c) is to compare these candidates to determine the constraints that can distinguish them. Let’s take a close look at their syllable structures. As the tableau in (12) shows, both candidates have two syllables. The two syllables of both candidates have an onset. Hence neither candidate violates ONSET. This means that ONSET cannot distinguish them. Similarly, neither syllabification produces a syllable with a complex coda, meaning that *COMPLEXCODA is not relevant, either. However, these candidates differ with respect to codas and complex onsets. The optimal [na[image: U+014B].kep] has two syllables with a coda and no syllable with a complex onset. The sub-optimal [na.[image: U+014B]kep] has one syllable with a coda and one syllable with a complex onset.

	(12) 	A pairwise comparison for na[image: U+014B].kep ‘inlet’

		/ na[image: U+014B]kep /	ONSET	NO-CODA	*CXO	*CXC
		a. [na[image: U+014B].kep]		**		
		b. [na.[image: U+014B]kep]		*	*	






According to (12), the constraints that distinguish the two candidates are NO-CODA and *COMPLEXONSET. We have now identified the constraints distinguishing these candidates, following the step in (11d).
The final step is to determine the ranking responsible for selecting [na[image: U+014B].kep] as the optimal candidate. There are two constraints and two ways of ranking them, as the tableaux in (13) demonstrate.

	(13) 	Pairwise comparisons for na[image: U+014B].kep ‘inlet’

	i.	/na[image: U+014B]kep/	*CXO	NO-CODA		ii.	/ na[image: U+014B]kep /	NO-CODA	*CXO
	[image: U+261E]	a. [na[image: U+014B].kep]		**			a. [na[image: U+014B].kep]	**!	
		b. [na.[image: U+014B]kep]	*!	*		[image: U+4064]	b. [na.[image: U+014B]kep]	*	*






Now consider (13i), where *COMPLEXONSET dominates NO-CODA. In this comparison [na[image: U+014B].kep] emerges correctly as the winner. In (13ii), NO-CODA dominates *COMPLEXONSET. In this comparison, [na.[image: U+014B]kep] emerges as the optimal output. [na[image: U+014B].kep] incurs two violations of the higher-ranked NO-CODA as opposed to the one violation incurred by [na.[image: U+014B]kep]. This ranking incorrectly selects [na.[image: U+014B]kep] as the winner, marked by [image: U+4064]. Thus the two constraints must be ranked as in (14).

	(14) 	*COMPLEXONSET >> NO-CODA



We have now deduced the constraints and the ranking responsible for selecting [na[image: U+014B].kep] as the optimal candidate in accordance with the procedures in (11).
Before we consider other pairs of candidates, let’s pause a moment to consider the principle OT follows in determining the optimal candidate in (13). This principle is known as Strict Domination in (15).

	(15) 	Strict Domination: Violation of higher-ranked constraints cannot be compensated for by satisfaction of lower-ranked constraints.



According to Strict Domination, we determine the optimal candidate by first examining the higher-ranked constraint. If one candidate violates the higher-ranked constraint while the other does not, as in (13i), or if one candidate incurs more violations of the higher-ranked constraint than a competing candidate as in (13ii), the winner is the candidate that incurs the smallest number of violations of the higher-ranked constraint. Put simply, the violation of the higher-ranked constraint is fatal and cannot be mitigated by fewer violations of lower-ranked constraints. We see this in (13i) where [na.[image: U+014B]kep] incurs only one violation of the lower-ranked NO-CODA as opposed to the two violations by [na[image: U+014B].kep]. The fact that [na.[image: U+014B]kep] incurs fewer violations of the lower-ranked NO-CODA does not render [na.[image: U+014B]kep] optimal. In (13i), [na[image: U+014B].kep] emerges as the winner because it does not violate the higher-ranked *COMPLEXONSET. It is important to keep Strict Domination in mind when determining the optimal candidate.
Let’s resume the analysis by comparing [na[image: U+014B].kep] with other sub-optimal candidates. Consider [na[image: U+014B]k.ep] in which the medial consonants are parsed as a coda. In this comparison, [na[image: U+014B].kep] and [na[image: U+014B]k.ep] both have two syllables with a coda; neither has a syllable with a complex onset. Thus, neither NO-CODA nor *COMPLEXONSET is relevant. We see in (16) that they differ with respect to onsets and complex codas:

	(16) 	A pairwise comparison for na[image: U+014B].kep ‘inlet’

		/ na[image: U+014B]kep /	ONSET	*CXC
	[image: U+261E]	a. [na[image: U+014B].kep]		
		b. [na[image: U+014B]k.ep]	*	*






The optimal [na[image: U+014B].kep] has no onsetless syllable or syllable with a complex coda; it does not violate ONSET or *COMPLEXCODA. In contrast, [na[image: U+014B]k.ep] has an onsetless syllable and a syllable with a complex coda in violation of both constraints. In this scenario, regardless of how ONSET and *COMPLEXCODA are ranked, [na[image: U+014B].kep] emerges as the winner. Thus, this comparison can help us to identify the constraints, but we cannot tell how they are ranked, because either ranking correctly picks [na[image: U+014B].kep] as the optimal outcome.
In cases like these, there is a second strategy we can use to deduce the ranking, apart from the pairwise comparison. We learned that onsetless syllables are allowed in Ponapean. This means that the forms with onsetless syllables such as a.re.wal.la ‘return to the wild’ and ri.aa.la ‘to be cursed’ can be optimal, even though they violate ONSET. If ONSET ranks at the highest tier, that is, undominated by other constraints, the attested forms with onsetless syllables such as a.re.wal.la and ri.aa.la cannot be optimal because violations of the highest-ranked constraints are costly. This means that ONSET must be ranked low. Now consider *COMPLEXCODA. Recall that Ponapean does not allow syllables with a complex coda. This fact suggests that *COMPLEXCODA is ranked high. Ranking *COMPLEXCODA high makes its violation more costly and explains why no form violates *COMPLEXCODA. This discussion suggests the ranking in (17).

	(17) 	*COMPLEXCODA >> ONSET



If we merge the ranking in (17) with (14), we produce the following ranking of the four constraints. In (18), we place the higher-ranked constraints to the left of >> and the lower-ranked constraints to the right. We use the comma to separate the constraints that are not ranked with each other or equally ranked.

	(18) 	*COMPLEXONSET, *COMPLEXCODA >> ONSET, NO-CODA



We have so far established that *COMPLEXONSET and *COMPLEXCODA must dominate ONSET and NO-CODA. But we have yet to determine how *COMPLEXONSET is ranked with *COMPLEXCODA or how ONSET is ranked with NO-CODA. Let’s consider this question.
Consider [na.[image: U+014B].kep] in which [image: U+014B] is parsed as the nucleus of its own syllable. Recall that nasals can form their own syllables in word-initial position in Ponapean. For this reason, we need to consider the possibility of parsing [image: U+014B] as a nucleus and explain why [na.[image: U+014B].kep] is not optimal. This syllabification is identical to [na[image: U+014B].kep] in that neither produces any syllable with a complex onset or coda; hence, *COMPLEXONSET and *COMPLEXCODA are not pertinent. As we show in (19), the constraints that distinguish them are ONSET and NO-CODA, which must be ranked as in (19i).

	(19) 	Pairwise comparisons for na[image: U+014B].kep ‘inlet’

	i.	/na[image: U+014B]kep/	ONSET	NO-CODA		ii.	/ na[image: U+014B]kep /	NO-CODA	ONSET
	[image: U+261E]	a. [na[image: U+014B].kep]		**			a. [na[image: U+014B].kep]	**!	
		b. [na.[image: U+014B].kep]	*!	*		[image: U+4064]	b. [na.[image: U+014B].kep]	*	*






We revise the ranking in (18) to show that ONSET must dominate NO-CODA in (20).

	(20) 	*COMPLEXONSET, *COMPLEXCODA >> ONSET >> NO-CODA



So far, we have limited the comparison to candidates that are syllabified. Now consider a candidate in which none of the segments is syllabified. Using underlining to mark the unsyllabified segments, we can represent this candidate as [na[image: U+014B]kep]. This candidate raises the question of what causes the optimal candidate [na[image: U+014B].kep] to be better than [na[image: U+014B]kep]. In other words, what causes an unsyllabified input to be syllabified? This is a legitimate question because [na[image: U+014B]kep] cannot violate any of the four syllable markedness constraints if not syllabified. In contrast, by parsing /na[image: U+014B]kep/ into [na[image: U+014B].kep], we generate two syllables with a coda and incur two violations of NO-CODA. Clearly, to drive syllabification, we must have a constraint that prefers a syllabified output to an unsyllabified output. We can state this constraint as PARSE-S in (21).

	(21) 	PARSE-S: Segments must be parsed into syllables.



PARSE-S demands that segments be syllabified. Violations of PARSE-S are assessed according to the number of unsyllabified segments. The optimal candidate [na[image: U+014B].kep], with no unsyllabified segment, incurs no violation of PARSE-S. The sub-optimal [na[image: U+014B]kep] incurs six violations of PARSE-S, because it has six unsyllabifed segments. In addition to PARSE-S, NO-CODA distinguishes these candidates. Thus we can see how PARSE-S and NO-CODA are ranked. As we show in (22i), PARSE-S must dominate NO-CODA. Otherwise, the unsyllabified output would emerge as the winner, as (22ii) shows.

	(22) 	Pairwise comparisons for na[image: U+014B].kep ‘inlet’

	i.	/na[image: U+014B]kep/	PARSE-S	NO-CODA		ii.	/na[image: U+014B]kep/	NO-CODA	PARSE-S
	[image: U+261E]	a. [na[image: U+014B].kep]		**			a. [na[image: U+014B].kep]	*!*	
		b. [na[image: U+014B]kep]	*!*****			[image: U+4064]	b. [na[image: U+014B]kep]		******






Let’s explain how fatal violations are marked in tableaux. In (22i), we insert the fatal violation symbol (!) after the first asterisk under PARSE-S for the reason that only one violation of PARSE-S is fatal and eliminates [na[image: U+014B]kep] as a contender because the optimal candidate does not violate this constraint at all. The same goes for the NO-CODA violation by [na[image: U+014B].kep] if the ranking of NO-CODA and PARSE-S is reversed as in (22ii). We see from this comparison that what drives syllabification is PARSE-S. When this constraint is ranked high, it causes syllabification because it prefers a syllabified output to an unsyllabified output. We show next that even though PARSE-S ranks high, it can be violated in Ponapean.
Up to now we have been assuming that the optimal syllabification of /na[image: U+014B]kep/ is [na[image: U+014B].kep]. But you might recall that word-final consonants must be excluded from the final syllable. The rule and templatic approaches appeal to a device called extrasyllabicity, which, by brute force, marks the final consonant as extrasyllabic. Thus according to the rule and templatic approaches, the optimal candidate is not [na[image: U+014B].kep], but [na[image: U+014B].ke<p>], where the angled bracket marks the final p as extrasyllabic, not part of the final syllable. Using underlining to mark unsyllabifed segments, we can represent the optimal candidate as [na[image: U+014B].ke.p] where p is not syllabified. We need to explain why [na[image: U+014B].ke.p] is preferred to [na[image: U+014B].kep] in Ponapean. With the constraints introduced so far, the optimal [na[image: U+014B].ke.p] differs from the sub-optimal [na[image: U+014B].kep] with respect to PARSE-S and NO-CODA. We have shown in (22i) that PARSE-S must rank above NO-CODA. But this ranking incorrectly picks [na[image: U+014B].kep] as the optimal candidate. As (23) shows, [na[image: U+014B].ke.p], by not syllabifying p, triggers a fatal PARSE-S violation.

	(23) 	A pairwise comparison for na[image: U+014B].kep ‘inlet’

		/na[image: U+014B]kep/	PARSE-S	NO-CODA
	[image: U+261E]	a. [na[image: U+014B].kep]		**
		b. [na[image: U+014B].ke.p]	*!	*






As the ranking of PARSE-S and NO-CODA cannot be reversed, there must be another constraint that prefers [na[image: U+014B].ke.p] with an unsyllabified p to the fully syllabified output [na[image: U+014B].kep]. Recall that we introduce a constraint called CODA-FILTER in Chapter 10 to bar any coda consonant with an independent place of articulation.

	(24) 	[image: ]



This filter allows the first member of a geminate such as rr or a partial geminate such as [image: U+014B]k to syllabify as a coda because they share a place of articulation with the following consonant. In contrast, CODA-FILTER blocks a consonant from becoming a coda if it does not share a place with a following consonant. In a form with a single final consonant such as [na[image: U+014B].kep], this consonant does not share a place with any following consonant, simply because no consonant follows it. Thus, by syllabifying p as a coda, [na[image: U+014B].kep] creates a violation of CODA-FILTER. In contrast, if p is not syllabified as in [na[image: U+014B].ke.p], it cannot violate CODA-FILTER. Thus the constraint that prefers [na[image: U+014B].ke.p] to [na[image: U+014B].kep] is CODA-FILTER. We see from (25) that [na[image: U+014B].ke.p] emerges as the winner if CODA-FILTER dominates PARSE-S.

	(25) 			/na[image: U+014B]kep/	CODA-FILTER	PARSE-S	NO-CODA
		a. [na[image: U+014B].kep]	*!		**
	[image: U+261E]	b. [na[image: U+014B].ke.p]		*	*




We can now merge the constraint ranking in (25) with that in (20), which yields the ranking in (26). According to (25), PARSE-S must dominate NO-CODA and be dominated by CODA-FILTER. Hence we place it in the middle, in the same rank as ONSET. We place CODA-FILTER at the top because it must rank above PARSE-S.

	(26) 	CODA-FILTER, *COMPLEXONSET, *COMPLEXCODA>>PARSE-S, ONSET>>NO-CODA



Recall that CODA-FILTER is never violated in Ponapean. In word-medial position, the only coda that is allowed in Ponapean is the first member of a geminate or partial geminate. The only potential violation of CODA-FILTER is a form with a single word-final consonant. We have shown here that this consonant is not part of the final syllable. Hence CODA-FILTER is obeyed everywhere, suggesting that it must be ranked at the highest tier, as shown in (26).
By now, we have compared the optimal [na[image: U+014B].ke.p] to five sub-optimal forms. This comparison has produced six constraints and the ranking in (26). There are, of course, many other sub-optimal syllabifications not considered, such as [na.[image: U+014B].ke.p], [n.a[image: U+014B].kep], and [n.a[image: U+014B].k.ep]. We did not consider these candidates for a reason. Recall that to generate a sub-optimal form, we change the optimal form so that it differs only minimally from the optimal output. This strategy is intentional; it ensures that the competitors closest to the optimal form are considered and ruled out. The sub-optimal candidates we did not consider are worse than the ones we have. Take [na.[image: U+014B].ke.p], which parses /na[image: U+014B]kep/ into four syllables. Assuming that [image: U+014B] and p serves the nucleus, this candidate generates two ONSET violations, which is worse than [na[image: U+014B]k.ep] in (16) with one violation. If [na[image: U+014B]k.ep] cannot be optimal with one ONSET violation, [na.[image: U+014B].ke.p] with two ONSET violations obviously cannot, either. It would be pointless to consider these sub-optimal forms because it will not identify any new constraint or alter the ranking. Thus, we must move on to other Ponapean forms to see whether new constraints are needed and, if so, how they are ranked.
Let’s turn to a.re.wal.la ‘return to the wild,’ an attested form with an initial onsetless syllable. A sub-optimal form that differs from [a.re.wal.la] is [a.re.wal.la] in which the initial vowel is not syllabified. By leaving the vowel unsyllabified, this form improves the syllable structure by avoiding an ONSET violation. The question is why [a.re.wal.la] is preferred to [a.re.wal.la]. As the tableaux in (27) show, two constraints – PARSE-S and ONSET – distinguish these candidates. Moreover, PARSE-S must rank above ONSET.

	(27) 	Pairwise comparisons for a.re.wal.la ‘return to the wild’

	i.	/arewalla/	PARSE-S	ONSET		ii.	/arewalla/	ONSET	PARSE-S
	[image: U+261E]	a. [a.re.wal.la]		*			a. [a.re.wal.la]	*!	
		b. [a.re.wal.la]	*!			[image: U+4064]	b. [a.re.wal.la]		*






By syllabifying the initial vowel, [a.re.wal.la] avoids a PARSE-S violation and is preferred to [a.re.wal.la]. The ranking in (28) is revised to reflect the conclusion that PARSE-S must dominate ONSET.

	(28) 	CODA-FILTER, *COMPLEXONSET, *COMPLEXCODA>>PARSE-S >>ONSET>>NO-CODA



Another candidate to consider is [re.wal.la] with the initial vowel deleted. This form also bypasses the ONSET violation. But it triggers a MAX-IO violation. As (29) demonstrates, MAX-IO must outrank ONSET.

	(29) 	Pairwise comparisons for a.re.wal.la ‘return to the wild’

	i.	/arewalla/	MAX-IO	ONSET		ii.	/arewalla/	ONSET	MAX-IO
	[image: U+261E]	a. [a.re.wal.la]		*			a. [a.re.wal.la]	*!	
		b. [re.wal.la]	*!			[image: U+4064]	b. [re.wal.la]		*






To integrate MAX-IO into the ranking in (28), we face four choices: (a) place MAX-IO on the top tier with CODA-FILTER, *COMPLEXONSET, and *COMPLEXCODA; (b) rank it below these three constraints but above PARSE-S; (c) place it on a par with PARSE-S; and (d) rank it below PARSE-S but above ONSET. All four options rank MAX-IO higher than ONSET. We choose the first option in (30) for the following reason. Ponapean does not resort to deletion to improve syllable markedness. MAX-IO is never violated, which suggests that it must be undominated, placed on the highest rank.

	(30) 	MAX-IO, CODA-FILTER, *COMPLEXONSET, *COMPLEXCODA>>PARSE-S >>ONSET >>NO-CODA



The remaining options rank MAX-IO below CODA-FILTER, *COMPLEXONSET, and *COMPLEXCODA. This ranking implies that Ponapean can resort to deletion to avoid the violation of CODA-FILTER, *COMPLEXONSET, or *COMPLEXCODA. As we know of no such evidence, we conclude that MAX-IO is undominated.
The opposite strategy to deletion is insertion. To improve syllable wellformedness, we can insert a consonant such as a glottal stop [image: U+0294] in word-initial position, generating [[image: U+0294]a.re.wal.la]. Consonant insertion can circumvent the ONSET violation. But it triggers a violation of the anti-insertion DEP-IO. We show in (31) that as long as DEP-IO dominates ONSET, [a.re.wal.la] correctly emerges as the optimal outcome:

	(31) 	Pairwise comparisons for a.re.wal.la ‘return to the wild’

	i.	/arewalla/	DEP-IO	ONSET		ii.	/arewalla/	ONSET	DEP-IO
	[image: U+261E]	a. [a.re.wal.la]		*			a. [a.re.wal.la]	*!	
		b. [[image: U+0294]a.re.wal.la]	*!			[image: U+4064]	b. [[image: U+0294]a.re.wal.la]		*






Now consider how DEP-IO can be integrated into the ranking in (30). As it must dominate ONSET, there are four ranking options for DEP-IO: (a) place it at the highest tier; (b) rank it below the highest tier but above PARSE-S; (c) place it on the same tier with PARSE-S; and (d) rank it below PARSE-S but above ONSET. All four options place DEP-IO above ONSET. We demonstrate in section 4.2 that the last option, as in (32), is the right ranking.

	(32) 	MAX-IO, CODA-FILTER, *COMPLEXONSET, *COMPLEXCODA>>PARSE-S>>DEP-IO>>ONSET>>NO-CODA



We have identified the ranking responsible for the patterns of syllabification in Ponapean. This ranking, also referred to as the constraint hierarchy, involves eight constraints in five tiers, with four constraints ranked at the highest tier and dominating PARSE-S. PARSE-S outranks DEP-IO, which dominates ONSET. ONSET dominates NO-CODA at the bottom of the hierarchy.
Just as we illustrate the rule-based analyses with step-by-step derivations, it is important to demonstrate that this account works. In an OT analysis, tableaux are used to provide such proof. In such tableaux, we provide a more thorough comparison between the optimal candidate and the minimally different sub-optimal candidates considered so far. This comparison ensures that the constraint hierarchy correctly picks the attested forms as the optimal outputs. In (33), we provide the tableau for na[image: U+014B].kep ‘inlet.’ Note that CODA-FILTER and PARSE-S are abbreviated to CO-FIL and PAR-S for space reasons.

	(33) 	Tableau for na[image: U+014B].kep ‘inlet’

		/na[image: U+014B]kep/	MAX-IO	CO-FIL	*CXO	*CXC	PAR-S	DEP-IO	ONSET	NO-CODA
	[image: U+261E]	a. [na[image: U+014B].ke.p]					*			*
		b. [na.[image: U+014B].ke.p]					*		*!	
		c. [na.[image: U+014B].ke.p]					**!			
		d. [na[image: U+014B]k.e.p]				*!	*		*	*
		e. [na.[image: U+014B]ke.p]			*!		*			
		f. [na[image: U+014B].kep]		*!						**
		g. [na.ke.p]	*!				*			






We include in (33) two more sub-optimal candidates in (33c) and (33g). The candidate [na.[image: U+014B].ke.p] has two unsyllabified segments: [image: U+014B] and p. If [image: U+014B] is not syllabified, it avoids a NO-CODA violation. This strategy triggers an additional PARSE-S violation, rendering it worse than [na[image: U+014B].ke.p] with one PARSE-S violation. The candidate [na.ke.p] in (33g) involves deletion. This candidate shows that deletion is not the right strategy as it violates MAX-IO. In (34), we provide the tableau for a.re.wal.la ‘return to the wild.’

	(34) 	Tableau for a.re.wal.la ‘return to the wild’

		/arewalla/	MAX-IO	CO-FIL	*CXO	*CXC	PAR-S	DEP-IO	ONSET	NO-CODA
	[image: U+261E]	a. [a.re.wal.la]							*	*
		b. [[image: U+0294]a.re.wal.la]						*!		*
		c. [a.re.wal.la]					*!			*
		d. [a.re.wa.lla]			*!				*	
		e. [re.wal.la]	*!							*






This tableau includes a candidate we did not consider before: [a.re.wa.lla] in (34d) in which the geminate ll is syllabified as an onset. This candidate, while avoiding a NO-CODA violation, violates the highest-ranked *COMPLEXONSET. These tableaux demonstrate that the constraint hierarchy correctly selects the attested syllabifications as the optimal outputs.
There are two remaining issues to consider before we proceed to epenthesis. One is related to [a.re.wal.la]. A sub-optimal syllabification not yet considered is [are.wal.la] in which a and re are parsed into one syllable. This candidate is ruled out by the same Sonority Sequencing Principle as that introduced in Chapter 9. Recall that this principle forbids syllables with more than one sonority peak. By parsing a and re into one syllable, we generate a syllable with twin peaks. There is no evidence that this principle is ever violated in Ponapean, suggesting that it must be ranked at the highest tier. The second issue concerns ri.aa.la ‘to be cursed.’ The issue is why this form is not syllabified as [ria.a.la], with ia as the nucleus of the first syllable. This syllabification is eliminated by ANTI-DIPHTHONG in (35).

	(35) 	ANTI-DIPHTHONG: Syllables with the diphthongs as the nuclei are not allowed.



We stated in (1g) that Ponapean does not allow any syllable with vowels of differing qualities as the nucleus. This suggests that ANTI-DIPHTHONG must be undominated as well. The undominated ANTI-DIPHTHONG eliminates [ria.a.la] in favour of [ri.aa.la].
4.2 Analysis of epenthesis
To analyze vowel epenthesis, let’s consider the reduplicative forms si.pi.si.pet ‘shaking out’ and rer.re.re ‘peeling.’ The first form involves epenthesis while the second does not. The objectives of the analysis are to determine why epenthesis applies in some forms but not others and to predict the epenthesis site.
Let’s start with si.pi.si.pet. The input for si.pi.si.pet is /sip-sipet/. This input is formed by copying the first three segments of the stem /sipet/ and concatenating them with the stem. We know that the attested form is [si.pi.si.pe.t]. What we need to explain is how this outcome is selected over other candidates. Consider [sip.si.pe.t] first, a candidate with no epenthesis and with p syllabified as a coda. This candidate is ruled out by CODA-FILTER, because the labial p does not share a place with the alveolar s. A second sub-optimal candidate is [si.psi.pe.t] with p syllabified as an onset. This candidate, while circumventing the CODA-FILTER violation, triggers a *COMPLEXONSET violation. We see from this that the reduplicated p cannot be incorporated into either the preceding or following syllable. The remaining options are to delete p as in [si.si.pe.t] or leave p unsyllabified as in [si.p.si.pe.t]. [si.si.pe.t] cannot be optimal because it fatally violates MAX-IO. [si.p.si.pe.t] cannot be optimal, either. This candidate differs from the optimal form with respect to PARSE-S and DEP-IO. As long as PARSE-S dominates DEP-IO, the fully syllabified [si.pi.si.pe.t] is preferred.

	(36) 	Pairwise comparisons for si.pi.si.pet ‘shaking out’

	i.	/sipsipet/	PARSE-S	DEP-IO		ii.	/sipsipet/	DEP-IO	PARSE-S
	[image: U+261E]	a. [si.pi.si.pe.t]	*	*			a. [si.pi.si.pe.t]	*!	*
		b. [si.p.si.pe.t]	**!			[image: U+4064]	b. [si.p.si.pe.t]		**






We can now integrate DEP-IO into the ranking. We showed in (31) that DEP-IO must rank above ONSET. The tableaux in (36) show that it must be dominated by PARSE-S. This suggests that DEP-IO is sandwiched between PARSE-S and ONSET as we indicated earlier in (32).
Now consider why epenthesis inserts a vowel after p, not before it. There are two options to incorporate p into a syllable if the vowel is inserted before p: syllabifying it as a coda as in [si.ip.si.pe.t] or by syllabifying it as an onset as in [si.i.psi.pe.t]. Both of these options are ruled out by the undominated CODA-FILTER and *COMPLEXONSET in the same way that they rule out [sip.si.pe.t] and [si.psi.pe.t], leaving of course as the only option the insertion after p. In (37), we provide a tableau comparing the optimal candidate with all of the sub-optimal candidates considered here.

	(37) 	Tableau for si.pi.si.pet ‘shaking out’

		/sipsipet/	MAX-IO	CO-FIL	*CXO	*CXC	PAR-S	DEP-IO	ONSET	NO-CODA
	[image: U+261E]	a. [si.pi.si.pe.t]					*	*		
		b. [si.p.si.pe.t]					**!			
		c. [si.psi.pe.t]			*!		*			
		d. [si.i.psi.pe.t]			*!			*	*	
		e. [sip.si.pe.t]		*!			*			
		f. [si.ip.si.pe.t]		*!			*	*	*	*
		g. [si.si.pe.t]	*!				*			






The trigger for epenthesis is the unsyllabifiable p following reduplication, which is blocked by CODA-FILTER from becoming a coda as in (37e). The options such as leaving it unsyllabified in (37b), syllabifying it as an onset in (37c), and deleting it in (37g) are unavailable, resulting in epenthesis. The comparison with (37d) and (37f) shows that epenthesis must apply after p so that it can be syllabified as an onset.
Now consider whether this ranking can predict why no epenthesis is allowed in rer.re.re ‘peeling.’ To settle this issue, we need to compare [rer.re.re] with [re.ri.re.re], a candidate with an inserted vowel, and explain why the candidate with no epenthesis [rer.re.re] is preferred. These candidates are identical with respect to MAX-IO, *COMPLEXONSET, *COMPLEXCODA, PARSE-S, and ONSET, because neither has deletion, a complex onset or coda, an unsyllabified consonant or onsetless syllable. Importantly, neither incurs the CODA-FILTER violation, as shown in (38). Note that the second reduplicated r can be syllabified as a coda because it shares a place with the following consonant. These candidates differ only with respect to DEP-IO and NO-CODA. As DEP-IO ranks above NO-CODA, [rer.re.re] emerges as the optimal candidate.

	(38) 	Pairwise comparison for rer.re.re ‘peeling’

		/rerrere/	CODA-FILTER	DEP-IO	NO-CODA
	[image: U+261E]	a. [rer.re.re]			*
		b. [re.ri.re.re]		*!	






In (39), we provide a more complete tableau to show why epenthesis is not necessary in rer.re.re ‘peeling.’

	(39) 	Tableau for rer.re.re ‘peeling’

	i.	/rerrere/	MAX-IO	CO-FIL	*CXO	*CXC	PAR-S	DEP-IO	ONSET	NO-CODA
	[image: U+261E]	a. [rer.re.re]								*
		b. [re.ri.re.re]						*!		
		c. [re.r.re.re]					*!			
		d. [re.rre.re]			*!					
		e. [re.re.re]	*!							






To summarize, CODA-FILTER bars p of si.pi.si.pet as a coda. Three other options – deletion, parsing p as an onset, and not syllabifying it – are blocked by the high-ranking MAX-IO, *COMPLEXONSET, and PARSE-S, leaving epenthesis as the only solution. Epenthesis engenders two options: inserting a vowel before p or after p. We demonstrated through [si.ip.si.pe.t] and [si.i.psi.pe.t] that inserting a vowel before p is not an option because they trigger the same violations of CODA-FILTER and *COMPLEXONSET as some of the sub-optimal candidates without epenthesis. This account not only reveals the motivation for epenthesis but also correctly predicts that the epenthesis site should be after the reduplicated p.
4.3 Minimal epenthesis and alignment
There is one final candidate we should consider with respect to si.pi.si.pet ‘shaking out.’ We have so far assumed that the optimal syllabification of this form is [si.pi.si.pe.t], with the final t unsyllabified. If the medial unsyllabified p can be rescued by epenthesis, why cannot the final t be rescued the same way? In other words, we need to explain why [si.pi.si.pe.ti], with two inserted i’s, is not preferred. We established in (36) that PARSE-S must dominate DEP-IO. This ranking incorrectly predicts that [si.pi.si.pe.ti] should be optimal because it does not violate PARSE-S.

	(40) 	A pairwise comparison for si.pi.si.pet ‘shaking out’

		/sipsipet/	PARSE-S	DEP-IO
	[image: U+4064]	a. [si.pi.si.pe.ti]		**
		b. [si.pi.si.pe.t]	*!	*






As PARSE-S must dominate DEP-IO, reversing their ranking is not an option. There must be another constraint which ranks higher than PARSE-S and prefers [si.pi.si.pe.t] to [si.pi.si.pe.ti].
This is where alignment constraints come in. Apart from markedness and faithfulness constraints, McCarthy and Prince (1993) propose a third type of constraint referred to as alignment. Alignment constraints express the preference for the morphological and prosodic structures of a form to align. When the edges of morphological and prosodic units align, they reinforce the boundaries and ease language processing. What are examples of morphological and prosodic units? You might recall that words can be analyzed morphologically or prosodically. Morphologically, words are composed of one or more meaningful parts called morphemes. The morpheme is an example of a morphological unit. Moreover, we can analyze words phonologically into one or more syllables. Thus, an example of a phonological or prosodic unit is the syllable. Each form has both morphological (i.e. morphemes) and prosodic structures (i.e. syllables). The claim of alignment constraints is that it is preferable for the morphological and prosodic units of a form to be located at the same spot.
How is alignment relevant to the comparison between [si.pi.si.pe.t] and [si.pi.si.pe.ti]? In (41), we present ALIGN MP, a constraint that states that the right edge of a morphological word (M-word) aligns with the right edge of a prosodic word (P-word).

	(41) 	ALIGN MP: (M-word, right: P-word, right)



What is an M-word or a P-word? The boundaries of an M-word are defined by morphemic structures of a form. With respect to [si.pi.si.pe.t] and [si.pi.si.pe.ti], they originate from /sipsipet/. /sipsipet/ consists of two morphemes: the reduplicative morpheme /sip/ and the stem /sipet/. As we are concerned with the right edge of the entire M-word, the right edge of both [si.pi.si.pe.t] and [si.pi.si.pe.ti] should be located at the end of the second morpheme /sipet/, that is, right after t. In (42), we use the right curly bracket } to mark the right edge of the M-word. As you can see, the right edge of both candidates is located immediately after t. Unlike the M-word, the boundaries of a P-word are defined by phonological operations such as epenthesis, insertion, assimilation, etc. The right edge of a P-word refers to the right edge of a word after phonological operations such as epenthesis have applied. With respect to [si.pi.si.pe.ti], this means that the right edge of the P-word should be immediately after the epenthetic i. This is shown in (42b). Note that we use the vertical straight line | to mark the edges of the P-words. In the case of [si.pi.si.pe.ti] in (42b), the right edge of the M-word does not correspond to the right edge of the P-word. The right edge of the M-word is located after t, but the right edge of the P-word is located after the inserted i. So the M-word and P-word are misaligned.

	(42) 		a.	M-word:	si.pi.si.pe.t}	b.	M-word:	si.pi.si.pe.t}i
		P-word:	si.pi.si.pe.t|		P-word:	si.pi.si.pe.ti|




In contrast, [si.pi.si.pe.t] still has the P-word boundary located right after t, because there is no i inserted after t. Put in another way, [si.pi.si.pe.ti] violates ALIGN MP; [si.pi.si.pe.t] does not. As long as ALIGN MP ranks above PARSE-S, [si.pi.si.pe.t] emerges as the winner, as (43) demonstrates.

	(43) 	A pairwise comparison for si.pi.si.pet ‘shaking out’

		/sipsipet/	ALIGN MP	PARSE-S	DEP-IO
		a. [si.pi.si.pe.ti]	*!		**
	[image: U+261E]	b. [si.pi.si.pe.t]		*	*






Once we incorporate ALIGN MP into the ranking in (32), we arrive at the ranking for Ponapean in (44).

	(44) 	MAX-IO, CODA-FILTER, *COMPLEXONSET, *COMPLEXCODA, ALIGN MP>>PARSE-S>>DEP-IO>>ONSET>>NO-CODA



In (44), ALIGN MP is ranked above PARSE-S. It has the same ranking as other undominated constraints because it is never violated. This constraint hierarchy explains why and where i is inserted and why insertion is minimal. We have intentionally limited this discussion of alignment to a minimum. Alignment constraints will be discussed in much greater details in Unit 5 and Unit 6, when we introduce problems related to stress and prosodic morphology.
5. Conclusion
We have presented an OT account of Ponapean syllabification and epenthesis in this chapter. We started this analysis by first introducing OT as a theoretical framework. According to OT, the Grammar consists of three key components: LEXICON, GENERATOR and EVALUATOR. The LEXICON stores the lexical or underlying representations of morphemes and submits them to the GENERATOR. The GENERATOR takes as the inputs the underlying representations supplied by the LEXICON and generates a list of possible candidates for each input. The list includes the attested or optimal form as well as the various sub-optimal candidates. All these candidates are submitted to the EVALUATOR for assessment and comparison. The EVALUATOR assesses the candidates against a set of ranked constraints, referred to as the Constraint Hierarchy, to determine what constraints they violate and how many violations they incur. The candidates are then compared with regard to the violations to determine which candidate incurs the least serious violations. OT claims that the optimal form – the candidate incurring the least serious violations – is the attested form in a language. We introduced two main types of constraints: markedness and faithfulness constraints. Markedness constraints prefer unmarked to marked structures. They push for change when the input includes marked structures. In contrast, faithfulness constraints prefer the status quo, demanding that the output remains identical with the input. According to OT, these two types of constraints are in conflict. Depending on which prevails, we get different results in different languages. In addition, we showed that alignment constraints are needed to explain why epenthesis is minimal.
Apart from introducing OT, the key focus of this chapter is to develop your ability to analyze phonological phenomena using OT. We demonstrated through Ponapean syllabification and epenthesis the step-by-step process of determining the relevant constraints and ranking. We suggest starting by identifying an attested form of a language. Then vary this form so that it differs minimally from the attested form. Compare the attested or optimal form with the slightly varied unattested or sub-optimal form to identify the constraints that distinguish the candidates. Once the constraints are identified, you can deduce the ranking by creating two mini-tableaux to decide which ranking correctly selects the attested outcome as the optimal candidate, as we exemplified through the pairwise comparisons in section 4. Once you determine the constraint ranking, it is important to record this ranking and update the ranking as the analysis proceeds. You repeat this process until the analysis no longer produces new constraints or rankings. This analytic procedure emphasizes limiting the comparison to two candidates: the optimal and a sub-optimal candidate. By limiting the comparison to two candidates, you can restrict the constraints that distinguish them, which in turn restricts the ranking options to be considered. This approach also stresses the importance of deducing the constraints and ranking gradually, which decomposes the complex task of deducing a large number of constraints and their ranking into a series of more manageable mini-steps. We strongly encourage you to review these steps in section 4 when you experience difficulty in conducting OT analyses.
Apart from using the pairwise comparison to deduce the constraint ranking, we suggest that you consider the following as a guideline. The undominated constraints, those ranked at the top tier, are those not violated by any of the data. The lowest-ranked constraints are those that are violated by every possible piece of data you have. The constraints that are ranked in the middle are those that are obeyed by some data but violated by others. If you keep these guidelines in mind, you can hypothesize the relative rankings of constraints by placing them initially into three distinct ranks. These guidelines can give you an initial hunch as to how the constraints are ranked. For instance, if you know that a constraint is not violated by any data, you can deduce roughly that this constraint is likely to be ranked at the top tier. If you have a constraint that is violated by some data but obeyed by others, you can conclude that this constraint is ranked somewhere in the middle. Finally if you know a constraint that is violated by every piece of data, you can conclude that this constraint is likely to be ranked low in the hierarchy. Keeping these guidelines in mind can help you to narrow the analytic space by pursuing more promising hypotheses. Of course, it is important to test your hypotheses and confirm that the ranking selects the desired outcomes as optimal through tableaux.
This chapter focuses on analysing Ponapean syllabification and epenthesis using OT. We have yet to compare this approach to the earlier rule-based analyses of this phenomenon and highlight the advantages of the OT approach that have led to the demise of the rule-based analyses. We address this issue directly in Chapter 12.

Exercises
Discussion/Reading response questions
Question 1: Chapter 11 starts introducing OT. According to OT, there are two main types of constraints: markedness and faithfulness constraints. Discuss what these constraints are and how they can be distinguished. In addition, compare constraints with rules and describe how they are different. Use concrete examples to illustrate your points.


Question 2: Compare the optimal-theoretic analysis of Ponapean syllables and vowel epenthesis with the rule and templatic analyses in Chapters 9 and 10. Identify and discuss two advantages of the OT analysis over the rule and templatic analyses.


Question 3: To write like a linguist, you need to pay attention to how information is presented in writings on linguistics. Read Chapter 11 with an eye on how the linguistic information is organized and presented, especially with respect to how constraints and constraint rankings are introduced and justified and how OT analyses are illustrated. Identify two or three aspects that you find helpful and discuss how they support your understanding of the chapter content.



Multiple-choice/Fill-in-the-blank questions
(1) This question checks your understanding of strict domination. Consider this tableau and decide which candidate is optimal. Mark the optimal candidate with a pointing arrow ([image: U+2192]). Con = Constraint


		CANDIDATES	CON 1	CON 2	CON 3
		a. Candidate a		*	*
		b. Candidate b	*		
		c. Candidate c		**	
		d. Candidate d	**		






(2) Now consider another tableau and determine which candidate is optimal.


[image: ]




(3) Complete this tableau for sitamp ‘stamp’ in Ponapean. Follow the conventions in section 4 of this chapter. Note that underlined segments are not syllabified. (f) is completed for you.


[image: ]




(4) According to the above tableau, which pair of candidates shows that the constraint hierarchy in (3) is not sufficient to select the right candidate as optimal?

a. (3a) vs. (3b)

b. (3a) vs. (3c)

c. (3a) vs. (3d)

d. (3a) vs. (3f)


(5) Complete this tableau for maasaas ‘cleared’ in Ponapean. Apart from indicating violations, please supply the candidate that violates MAX-IO in (e).


[image: ]




(6) You might have realized that the right candidate is not selected. Which constraint can eliminate the candidate that is wrongly chosen as optimal in the tableaux in (3) and (5)?

a. ANTI-DIPHTHONG

b. ALIGN MP

c. Strict Domination

d. None of the three


(7) Complete this tableau for ki.as.si ‘catcher’ in Ponapean. In addition to indicating violations, please supply the candidate that violates *COMPLEXONSET and ONSET in (e).


[image: ]




(8) Which pair of candidates shows that the ranking in (7) fails to select the right candidate?

a. (7b) vs. (7c)

b. (7a) vs. (7b)

c. (7a) vs. (7c)

d. (7b) vs. (7d)


(9) Which constraint can eliminate the candidate that is wrongly chosen as optimal in (7)?

a. ANTI-DIPHTHONG

b. ALIGN MP

c. Strict Domination

d. None of the three


(10) Clearly, a new constraint is needed to eliminate the wrong candidate. Complete this pairwise comparison, designed to help you determine what constraint in (7) this new constraint must dominate.


[image: ]




(11) Questions 11–20 are based on the following epenthesis data in Harari from Kager (1997: 141). They are designed to provide a partial guide so that you can develop an optimal-theoretic analysis in Problem 1. These data illustrate the imperfect and negative imperfect forms of the verb meaning ‘break.’ For each conjugation of ‘break,’ the input and output forms are provided.


[image: ]


Focus on the epenthesis of the bolded i first and decide which constraint this epenthesis satisfies?

a. ONSET

b. NO-CODA

c. *COMPLEXONSET

d. *COMPLEXCODA


(12) Focus on the epenthesis of the bolded i and decide which constraint this epenthesis violates.

a. ONSET

b. NO-CODA

c. MAX-IO

d. DEP-IO

On the basis of your responses to (11) and (12), record the constraint ranking.
_________________________________________________________________

(13) Focus on the bolded i. One way to prevent complex onsets is deletion. For instance, two candidates for /t-säbr/ are [säb.ri] and [täb.ri]. Compare them with the optimal [ti.säb.ri] and determine which ranking prefers [ti.säb.ri]. Hint: Construct tableaux such as the following to decide the right ranking.


[image: ]


Which constraint ranking favors [ti.säb.ri] over [säb.ri] or [täb.ri]? *CXO=*COMPLEXONSET

a. *CXO>>DEP-IO

b. DEP-IO>>NO-CODA

c. MAX-IO>>DEP-IO

d. ONSET>>DEP-IO

Incorporate the constraints into (12) and record the new ranking here.
______________________________________________________

(14) Focus on the bolded i-epenthesis. Compare the optimal [ti.säb.ri] with the sub-optimal [ti.sä.bi.ri] and determine which ranking eliminates [ti.sä.bi.ri] in favor of [ti.säb.ri]. Hint: Construct tableaux like those in (13) before deciding your choice. *CXC=*COMPLEXCODA

a. MAX-IO>>DEP-IO

b. DEP-IO>>NO-CODA

c. ONSET>>MAX-IO

d. *CXC>>DEP-IO

Incorporate the constraints into (13) and record the new ranking below.
_______________________________________________________

(15) Compare the optimal [ti.säb.ri] with [it.säb.ri] and determine which ranking prefers [ti.säb.ri].

a. MAX-IO >>DEP-IO

b. DEP-IO>>NO-CODA

c. ONSET>>MAX-IO

d. *CXC>>DEP-IO

Incorporate the constraints into (14) and record the new ranking. Note that the ranking in (14) may not need to be changed.
______________________________________________________

(16) We have compared the optimal [ti.säb.ri] with five sub-optimal forms and come up with the ranking in (15). Let’s place all of the candidates in one tableau to see if your ranking correctly picks [ti.säb.ri]. Now complete this tableau to test the ranking. Hint: If (16f) is not optimal, then you have not come up with the right ranking. You need to review your answers to Questions 11 to 15.
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(17) Let’s focus on the epenthesis of the underlined i in (11) and compare [ti.säb.ri] with [ti.säbr]. Which ranking prefers [ti.säb.ri] to [ti.säbr]?

a. *CXO >>DEP-IO

b. *CXC >>NO-CODA

c. *CXC>>DEP-IO

d. ONSET >>DEP-IO

Incorporate the constraints into (15) and record the ranking.
_______________________________________________________

(18) Compare [ti.säb.ri] with [ti.säb] and [ti.sär]. Which ranking prefers [ti.säb.ri] to [ti.säb] and [ti.sär]?

a. MAX-IO >>DEP-IO

b. DEP-IO >>NO-CODA

c. ONSET>>MAX-IO

d. *CXC>>DEP-IO

Incorporate the constraints into (17) and record the ranking.
______________________________________________________

(19) Complete this tableau on the basis of the ranking in (18).
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(20) With respect to the epenthesis of the underlined i, there is one remaining sub-optimal candidate that must be evaluated against the optimal [ti.säb.ri]. What is this candidate?

a. [ti.sä.bi.ri]

b. [ti.sä.bir]

c. [tsäbr]

d. [ti.sä.ib.ri]



Problems for analysis
(21) Problem 1: Harari Vowel Epenthesis
This problem is based on the Harari data concerning the different forms of ‘break’ in (11). They illustrate the epenthesis of i in three locations, which are highlighted by the bolded, underlined, and italicized i, respectively. Your task is to develop and compare two analyses of the i-epenthesis in the three locations. Address these points in your analysis

a. Describe the epenthesis of the bolded, underlined, and italicized i. Identify where it is inserted and what characteristics of the input lead to the epenthesis. For instance, how is the epenthesis of the bolded i different from that of the underlined i?

b. Conduct a derivational rule-based analysis of the epenthesis. State the rules and determine whether the rules need to be ordered. Provide derivations for [ti.säb.ri], [ti.säb.ru], [yi.säb.ri], [ni.säb.ri], [zät.si.bär], and [zät.si.bä.ri].

c. Develop an optimal-theoretic analysis of the epenthesis. Introduce and justify each constraint used in your analysis. Justify the ranking of the constraint ranking via pairwise comparisons. Demonstrate the analysis with tableaux for [ti.säb.ri], [yi.säb.ri], and [zät.si.bär]. Hint: Answer Questions 11 to 20, if you have not done so. They are designed to assist you in constructing an optimal-theoretic analysis.

d. Compare the two analyses. Describe the main similarities and differences if any and discuss the arguments for or against the two analyses.


(22) Problem 2: Syllable and epenthesis in Wolof
In Problem 1 of Chapter 10, we introduced data which illustrate the restrictions on syllables and the epentheses of schwa and glottal stop in Wolof. Develop an optimal-theoretic analysis and determine the constraint ranking responsible for the attested syllable types and epenthesis. Address these issues.

a. Identify the constraints responsible for the syllable structures in Wolof and determine how they must be ranked. Illustrate your analysis with tableaux for fatt ‘to plug,’ caa.bi ‘key,’ [image: U+0294]as.kan ‘ancestry,’ and ba.gaas ‘luggage.’

b. Analyze the schwa and glottal stop epentheses. Identify the constraints and determine how they are ranked with syllable constraints. Exemplify your analysis with /lakk-kat/ [image: U+2192] [lakk[image: U+01DD]kat] ‘speaker’ and /auto/ [image: U+2192] [[image: U+0294]oto] ‘car.’ Focus on the insertion and ignore the vowel change in /auto/[image: U+2192][[image: U+0294]oto].

c. Compare the OT analysis with the rule or templatic analysis, if you have developed one, and evaluate the strengths and weaknesses of each analysis.


(23) Problem 3: Yawelmani syllable and vowel shortening
Problem 1 of Chapter 9 presented the data in (I), which illustrate the restrictions on Yawelmani syllables. In (14) of Chapter 8, we considered the Yawelmani forms with vowel shortening in (II).
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	II.	A.	Gloss		B.	Gloss
	a.	dos-hin	‘reports’	a’	do:s-ol	‘might report’
	b.	hiwet-hin	‘walks’	b’	hiwe:t-al	‘might walk’




Develop an optimal-theoretic analysis of the forms in (I) and (II). Address these points in your analysis.

a. Identify the constraints responsible for the attested syllable types and their distribution. Determine how they are ranked. Exemplify the analysis with tableaux for t’ao.yix.k’aa and woo.wul.k’aa.

b. Analyze vowel shortening in (II). Determine the constraints and ranking responsible for vowel shortening. Illustrate the analysis with tableaux for dos-hin and do:s-ol. Hint: Vowel shortening can be viewed as the loss of a mora because long and short vowels are distinguished by their mora count. The constraint that blocks the deletion of a mora is MAX-μ-IO, a specific version of MAX-IO that blocks mora deletion. In addition, you might need constraints that define the maximal syllable.

c. Compare this analysis with the templatic analysis you developed in response to Problem 1 in Chapter 9 and explain which one is superior and why.


(24) Problem 4: Glide formation and compensatory lengthening in Ponapean
Problem 4 of Chapter 10 showcased additional data illustrating the alternation of the suffix meaning ‘to’ in Ponapean. Re-examine the data and analyze them using OT. Consider these points.

a. Review the analysis of syllable structures and epenthesis in this chapter. They are relevant to this analysis.

b. The suffixation of ‘to’ triggers two critical changes: /e/ [image: U+2192] /y/ and /v/ [image: U+2192] /v[image: U+02D0]/. The /e/ [image: U+2192] /y/ change can be thought of as [+syllabic] [image: U+2192] [−syllabic]. This change violates the faithfulness constraint on the feature [syllabic]. We can express this constraint as IDENT-IO (syllabic), which requires that corresponding segments have identical specifications for [syllabic]. The /v/ [image: U+2192] /v[image: U+02D0]/ change involves an addition of a mora μ. This change violates DEP-μ-IO, a specific version of DEP-IO, which prohibits the μ-insertion. These two constraints are relevant to this analysis. Determine how these and other constraints are ranked in relation to the constraints in Chapter 11. Illustrate the analysis with tableaux for neekee[image: U+014B] ‘to distribute to,’ kooye[image: U+014B] ‘to come or go to,’ and /wa-ee[image: U+014B]/ [image: U+2192] waaye[image: U+014B] ‘to carry to’.

c. Compare this OT analysis with the rule or templatic analysis. Discuss if there is any reason to prefer one analysis to another.





12 Syllable and segmental processes in Diola-Fogny

1. Introduction
In Chapters 10 and 11, we analyzed Ponapean vowel epenthesis – an alternation phenomenon – and showed that epenthesis is caused by the distributional restrictions on syllable structures such as the condition on coda, referred to as CODA-FILTER. This filter can prevent a consonant from syllabifying as a coda if it differs in place from the following consonant. This chapter continues this theme by exploring the ramifications of CODA-FILTER for three segmental processes in Diola-Fogny: nasal place assimilation, consonant deletion, and vowel epenthesis. These alternations appear to be unrelated to one another or to syllable structure requirements. We demonstrate that this is not the case. We show that there is a relation underlying them, a functional unity that can be traced to the syllable requirements in Diola-Fogny. This chapter highlights the concept of functional unity or “conspiracy” aka Kisseberth (1970). We present and contrast two analyses – one rule-based and one optimal-theoretic – to show how they handle phenomena that are functionally related.
This chapter has three key objectives. First, it develops your understanding of functional unity. We show that functional unity can manifest itself in different processes within one language or across languages. Second, it continues to develop your understanding of Optimality Theory (OT) by highlighting a second reason against the rule approach, its inability to express the functional unity of phonological processes within and across different languages. Related to the concept of functional unity is the idea of typology, a term linguists use to describe the crosslinguistic variations along some parameter. These two terms – functional unity and typology – will be explained later in the chapter. Third, this chapter strengthens your analytical ability. A significant component of critical and analytical thinking is the ability to identify relations between seemingly unrelated things, whether they are ideas, concepts, or processes. By introducing the three seemingly distinct processes in Diola-Fogny and by comparing them with Ponapean, we develop your capability to discern and express the hidden connections beneath what seem to be unrelated processes.
2. The puzzles
Diola-Fogny refers to the Fogny dialect of the Diola language spoken by roughly 200,000 people living near the mouth of Casamance River in Senegal, West Africa. The Diola-Fogny data reported here come from Sapir’s (1965) book entitled A Grammar of Diola-Fogny. Our analyses are also influenced by Steriade (1982: 282–85) and Kager (1999: 134–39), both of whom provide an analysis of consonant deletion in Diola-Fogny. According to Sapir (1965: 11), Diola-Fogny has ten vowels: five tense vowels [[image: ], e, [image: U+0259], o u], and five corresponding lax vowels [i, [image: U+025B], a, [image: U+0254], u]. It has a vowel harmony such that all vowels must agree in tenseness or laxness within a word. This harmony is reminiscent of advanced tongue root (ATR) harmony described in a lot of phonological literature. To make the vowel representation more consistent with those in current phonological literature, we have changed the phonetic symbols for four vowels. We replace the two high tense vowels [[image: ], u] with [i, u] while the two lax vowels [i, u] are replaced by [[image: U+026A], [image: U+028A]]. To maintain consistency with our source, Sapir (1965), we have retained his representation of Diola-Fogny consonants. It is worth noting that he uses c and j to represent a voiceless and voiced pre-palatal stop and y a palatal glide, which are of course different from the IPA symbols of these sounds.
Diola-Fogny has many segmental alternations that result from morpheme concatenation such as affixation and reduplication, three of which are of interest here. One is nasal place assimilation whereby nasals assimilate in place to the immediately following consonants. In (1), we present some data that illustrate this alternation. Note that the nasals undergoing the assimilation are highlighted in bold.

	(1) 	Nasal place assimilation (Sapir 1965: 16)
	(a) 		/k[image: U+028A]-b[image: U+0254][image: U+0272]-b[image: U+0254][image: U+0272]/	[image: U+2192]	k[image: U+028A].b[image: U+0254]m.b[image: U+0254][image: U+0272].	‘they sent’




	(b) 		/na-t[image: U+026A][image: U+02D0][image: U+014B]- t[image: U+026A][image: U+02D0][image: U+02D0][image: U+014B]/	[image: U+2192]	na.t[image: U+026A][image: U+02D0]n.t[image: U+026A][image: U+02D0][image: U+014B]	‘he cut (it) through’




	(c) 		/pan-ji-ma[image: U+0272]j/	[image: U+2192]	pa[image: U+0272].ji.ma[image: U+0272]j	‘you (pl.) will know’




	(d) 		/n[image: U+026A]-gam-gam/	[image: U+2192]	n[image: U+026A].ga[image: U+014B].gam	‘I judge’







We see from (1c) that nasal place assimilation can result from affixation. It can also happen as a result of reduplication: i.e. (1a), (1b), and (1c). The second alternation is consonant deletion, which also emerges from affixation or reduplication, as illustrated in (2a) and (2b), respectively. Note that the asterisked forms, which highlight what the forms would look like without deletion, are not attested. The symbol w represents a labio-velar glide while p, b, and m are bilabials.


	(2) 	Consonant deletion (Sapir 1965: 16–19, 23, 55, 57)
	(a) 		/l[image: U+025B]t-k[image: U+028A]-jaw/	[image: U+2192]	l[image: U+025B].k[image: U+028A].jaw	*l[image: U+025B]t.k[image: U+028A].jaw	‘they won’t go’
	/-jaw-b[image: U+028A]-r[image: U+028A][image: U+014B]/	[image: U+2192]	-ja.b[image: U+028A].r[image: U+028A][image: U+014B]	*-jaw.b[image: U+028A].r[image: U+028A][image: U+014B]	‘voyage’




	(b) 		/na-y[image: U+0254]k[image: U+025B]n-y[image: U+0254]k[image: U+025B]n/	[image: U+2192]	na.y[image: U+0254].k[image: U+025B].y[image: U+0254].k[image: U+025B]n	*na.y[image: U+0254].ken.y[image: U+0254].ken	‘he tires’
	/k[image: U+0254]b-k[image: U+0254]b-[image: U+025B]n/	[image: U+2192]	k[image: U+0254].k[image: U+0254].b[image: U+025B]n	*k[image: U+0254]b.k[image: U+0254].b[image: U+025B]n	‘yearn or long for’
	/na-la[image: U+0272]-la[image: U+0272]/	[image: U+2192]	na.la.la[image: U+0272]	*na.la[image: U+0272].la[image: U+0272]	‘he returned’
	/n[image: U+026A]-baj-baj/	[image: U+2192]	n[image: U+026A].ba.baj	*n[image: U+026A].baj.baj	‘I have’
	/t[image: U+025B]y-t[image: U+025B]y-[image: U+0254]r/	[image: U+2192]	t[image: U+025B].t[image: U+025B].y[image: U+0254]r	*t[image: U+025B]y.t[image: U+025B].y[image: U+0254]r	‘run from left to right’
	/na-wa[image: U+0272]-a[image: U+02D0]m-wa[image: U+0272]/	[image: U+2192]	na.wa.[image: U+0272]a[image: U+02D0].wa[image: U+0272]	*na.wa.[image: U+0272]a[image: U+02D0]m.wa[image: U+0272]	‘he cultivated for me’









In addition to these two, there is a third process: vowel epenthesis. According to Sapir, a high or mid back vowel – [image: U+028A]/u and [image: U+0254] – can be inserted in some forms, as shown in (3). Note that the alternation between [image: U+028A] and u is due to vowel harmony and epenthetic vowels appear in bold. It is not clear why some forms select the high back vowel [image: U+028A]/u and others select the mid [image: U+0254].


	(3) 	Vowel epenthesis (Sapir 1965: 16–19)
	a. 		/[image: U+028A]ma[image: U+014B][image: U+028A]t-ja/	[image: U+2192]	[image: U+028A].ma.[image: U+014B][image: U+028A].t[image: U+028A].ja	‘if you don’t want’
	/n[image: U+0259][image: U+014B]kupur-m/	[image: U+2192]	n[image: U+0259][image: U+014B].ku.pu.rum	‘when they left’




	b. 		/f[image: U+028A]l[image: U+025B][image: U+014B]-f[image: U+028A]l[image: U+025B][image: U+014B]/	[image: U+2192]	f[image: U+028A].l[image: U+025B].[image: U+014B][image: U+0254].f[image: U+028A].l[image: U+025B][image: U+014B]	‘each month’
	/f[image: U+028A]nak-f[image: U+028A]nak/	[image: U+2192]	f[image: U+028A].na.k[image: U+0254].f[image: U+028A].nak	‘each day’







We might wonder what triggers deletion in (2) versus epenthesis in (3). That is, what distinguishes the forms in (2) from those in (3)? This is a good question, one to which we do not have a definite answer. One possible explanation may lie in the speed of speech. According to Sapir (1965: 18), some forms have two alternate outputs, a slow speech variant with epenthesis and a rapid speech variant with deletion.

	(4) 	Epenthesis in slow speech and deletion in rapid speech
	Input	Slow speech	Rapid speech	Gloss
	a. /[image: U+028A]j[image: U+028A]k-ja/	[image: U+2192] [image: U+028A].j[image: U+028A].k[image: U+028A].ja	[image: U+028A].j[image: U+028A].ja	‘if you see’
	b. /-la[image: U+0272]-m/	[image: U+2192] -la.[image: U+0272][image: U+028A]m	-lam	‘return’






It is likely that the use of deletion and epenthesis varies with the speed of speech. Apart from this, we do not know for certain why some forms choose deletion and others epenthesis. For the purpose of this chapter, you can ignore the questions of what distinguishes deletion from epenthesis and why some forms select the high vowel and others the mid vowel. The focus should be on determining what triggers the alternations and what connects nasal place assimilation, consonant deletion, and vowel epenthesis.
To help you understand the relation among these processes, we present additional data that show the types of consonant clusters allowed in Diola-Fogny. Consonant clusters are found in word-initial, word-medial, and word-final position. Diola-Fogny has only the four forms with a word-initial consonant cluster.

	(5) 	Initial consonant clusters attested in Diola-Fogny (Sapir 1965: 9)
	m.b[image: U+028A]r	‘bread’ (Wolof loan)	m.ba	‘or’
	m.b[image: U+026A]	‘emphatic marker’	n.daw	‘a man’s name’






According to Sapir (1965: 9), the initial m and n are syllabic, serving as the syllable peaks.
Diola-Fogny allows a much wider array of clusters in word-medial position. In (6a), we see that Diola-Fogny has geminate nasals or partial geminates composed of a nasal and a homo-organic stop. In (6b), the partial geminates consist of a nasal followed by either one of the two homorganic fricatives f or s.

	(6) 	Types of medial consonant clusters attested in Diola-Fogny (Sapir 1965: 8)
	(a) 		n[image: U+026A].mam.ma[image: U+014B]	‘I want’	e.ku[image: U+02D0]m.p[image: U+0259]	‘type of dance’	[image: U+025B].k[image: U+028A]m.bay	‘must not’
	n[image: U+026A].n[image: U+025B]n.n[image: U+025B]n	‘I placed’	-b[image: U+028A]n.t[image: U+025B]n	‘cause to lie’	-k[image: U+028A]n.d[image: U+0254]n	‘large rat’
	n[image: U+026A].[image: U+0272]a[image: U+0272].[image: U+0272]a	‘I rub arms’	n[image: U+026A].c[image: U+025B][image: U+0272].c[image: U+025B][image: U+014B]	‘I asked’	ma[image: U+0272].j[image: U+025B]n	‘cause to know’
	n[image: U+026A].[image: U+014B]a[image: U+014B].[image: U+014B]an	‘I cried’	a[image: U+014B].ka[image: U+014B]k	‘hard’	e.mu[image: U+014B].gu.no	‘hyena’




	(b) 				fa[image: U+0271].fa[image: U+014B]	‘lots’	j[image: U+025B]n.s[image: U+028A]	‘undershirt’







In addition to the clusters in (6), Diola-Fogny has two other forms with different medial consonant clusters. Both have clusters made up of an alveolar liquid followed by the alveolar t: i.e. -sal.t[image: U+025B] ‘be dirty’ and -[image: U+0259]r.ti ‘negative suffix.’ These are the only two forms with these medial clusters.
The types of final consonant clusters permitted in Diola-Fogny are more restricted. According to Sapir (1965: 8), there are seven attested cluster types, exemplified in (7). They all consist of a nasal and a homo-organic stop. Note that the pre-palatal nasal-stop cluster [image: U+0272]c is not found word-finally.

	(7) 	Types of final consonant clusters attested in Diola-Fogny
	mp	k[image: U+0259].gu[image: U+02D0]mp	‘ashes’	mb	-famb	‘annoy’
	nt	-b[image: U+028A]nt	‘lie’	nd	ka.band	‘shoulder’
	[image: U+0272]c	***		[image: U+0272]j	pa[image: U+0272].j[image: U+026A].ma[image: U+0272]j	‘you (pl.) will know’
	[image: U+014B]k	a[image: U+014B].ka[image: U+014B]k	‘hard’	[image: U+014B]g	-ka[image: U+014B]g	‘be furthest away’






Before we proceed further, I encourage you to analyze the three processes yourself. In analyzing these processes, ponder these questions. First, determine what triggers nasal place assimilation as opposed to consonant deletion and vowel epenthesis. Second, consider how the three processes may be analyzed using rules. Third, examine the rules closely and ask yourself what relation, if any, underlies the three processes and whether your rules express that relation. Fourth, consider how the three processes can be analyzed using OT. Finally, examine your OT analysis to see whether it captures the relation among the three processes.
3. The rule-based analysis and functional unity
In this section, we present a rule-based analysis of assimilation, deletion, and epenthesis in Diola-Fogny. To start, let’s try to determine what causes some forms to undergo assimilation as opposed to deletion or epenthesis. To highlight the conditions triggering the three processes, we place the inputs to them side by side in (8). We underscore in bold the segments that affect or are affected by the three processes. The affixal and reduplicative inputs are shown in (8a) and (8b), respectively.

	(8) 	A side-by-side comparison of the inputs to assimilation, deletion and epenthesis
		Inputs to assimilation	Inputs to deletion	Inputs to epenthesis
	a.	/pan-ji-ma[image: U+0272]j/	/l[image: U+025B]t-k[image: U+028A]-jaw/	/[image: U+028A]ma[image: U+014B][image: U+028A]t-ja/
			/-jaw-b[image: U+028A]-r[image: U+028A][image: U+014B]/	/n[image: U+0259][image: U+014B]kupur-m/
	b.	/n[image: U+026A]-gam-gam/	/na-y[image: U+0254]k[image: U+025B]n-y[image: U+0254]k[image: U+025B]n/	/f[image: U+028A]l[image: U+025B][image: U+014B]-f[image: U+028A]l[image: U+025B][image: U+014B]/
		/k[image: U+028A]-b[image: U+0254][image: U+0272]-b[image: U+0254][image: U+0272]/	/k[image: U+0254]b-k[image: U+0254]b-[image: U+025B]n/	/f[image: U+028A]nak-f[image: U+028A]nak/
		/na-t[image: U+026A][image: U+02D0][image: U+014B]-t[image: U+026A][image: U+02D0][image: U+02D0][image: U+014B]/	/na-la[image: U+0272]-la[image: U+0272]/	
			/n[image: U+026A]-baj-baj/	
			/t[image: U+025B]y-t[image: U+025B]y-[image: U+0254]r/	
			/na-wa[image: U+0272]-a[image: U+02D0]m-wa[image: U+0272]/	






We see from (8) that all three processes target adjacent consonants resulting from morpheme concatenation. To understand why some inputs undergo assimilation rather than deletion or epenthesis, we need to examine the affected consonants. This examination reveals that the inputs to assimilation consist of a nasal followed by a plosive. In contrast, the inputs that undergo deletion or epenthesis do not include these two types of segments. Some inputs such as /na-y[image: U+0254]k[image: U+025B]n-y[image: U+0254]k[image: U+025B]n/ or /na-la[image: U+0272]-la[image: U+0272]/ have a nasal, but the nasal does not appear before a plosive. Other inputs such as /l[image: U+025B]t-k[image: U+028A]-jaw/ or /n[image: U+026A]-baj-baj/ have a plosive, but there is no preceding nasal. This suggests that assimilation applies to adjacent consonants under two conditions: (a) the first consonant is a nasal; and (b) the second is a plosive.
With this information, we can state the rule of nasal place assimilation in (9).

	(9) 	Nasal Place Assimilation: [+nasal] [image: U+2192] [αplace] / ___ [–continuant, αplace]



In (9), we specify the target as [+nasal] and the trigger as [−continuant, αplace], with [−continuant] identifying a plosive. As we have discussed before, [αplace] is a place variable. The specification of [αplace] after the arrow and on the trigger communicates the idea that the nasal acquires the place of the following plosive. In other words, the nasal assimilates in place to the following stop.
Let’s turn now to consonant deletion. As the data such as /l[image: U+025B]t-k[image: U+028A]-jaw/ [image: U+2192] [l[image: U+025B].k[image: U+028A].jaw] ‘they won’t go’ show, deletion targets the first of two adjacent consonants. We might therefore formulate the deletion rule as follows:

	(10) 	Consonant Deletion: C [image: U+2192] Ø / ___ C



This rule states: Delete a consonant if it appears immediately before another consonant. While this rule can remove the first of two adjacent consonants, it wrongly predicts that all consonant clusters will be wiped out in Diola-Fogny. We know from (1), (5), (6), and (7) that consonant clusters are allowed in Diola-Fogny. So the question is: What distinguishes the attested clusters from the unattested clusters, that is, those that would have surfaced if deletion or epenthesis had not applied? To answer this question, let’s examine the clusters that appear in the inputs to deletion and epenthesis in (8). Inspection of the clusters in these inputs reveals that they include two consonants that disagree in place. The attested consonant clusters have two homorganic consonants, segments with a shared place of articulation. This suggests that deletion targets a consonant under two conditions: (a) if it precedes another consonant and (b) if it disagrees in place with this consonant. With this information, we can revise the rule so that it includes the specification of [αplace] on the target and [−αplace] on the trigger.

	(11) 	Consonant Deletion: [C, αplace] [image: U+2192] Ø / ___ [C, −αplace]



The revised rule conveys the requirement that a consonant is deleted if it differs in place from the following consonant. As long as deletion applies after assimilation, this deletion rule can be prevented from applying to the outputs of nasal place assimilation such as pa[image: U+0272]-ji-ma[image: U+0272]j.
Finally, let’s consider vowel epenthesis. Examination of the inputs to epenthesis in (8) shows that like deletion, epenthesis targets adjacent consonants that disagree in place of articulation. We can thus state the epenthesis rule as in (12). This rule inserts a vowel between two consonants with distinct place specifications.

	(12) 	Vowel Epenthesis: Ø [image: U+2192] V / [C, –αplace] ___ [C, -αplace]



Recall that the inputs to Nasal Place Assimilation have two consonants with distinct places such as n and j of /pan-ji-ma[image: U+0272]j/. This means that Vowel Epenthesis in (12) must also be ordered after Nasal Place Assimilation so as to prevent epenthesis from inserting a vowel between a nasal and a stop.
In (13), we provide the derivations as an illustration of how the rules generate the outputs in Diola-Fogny.

	(13) 	Derivations for pa[image: U+0272].ji.ma[image: U+0272]j ‘you (pl.) will know,’ l[image: U+025B].k[image: U+028A].jaw ‘they won’t go,’ and [image: U+028A].ma.[image: U+014B][image: U+028A].t[image: U+028A].ja ‘if you don’t want’
	UR	/pan-ji-ma[image: U+0272]j/	/l[image: U+025B]t-k[image: U+028A]-jaw/	/[image: U+028A]ma[image: U+014B][image: U+028A]t-ja/
	Nasal Place Assimilation	pa[image: U+0272]jima[image: U+0272]j	NA	NA
	Consonant Deletion	NA	l[image: U+025B]k[image: U+028A]jaw	NA
	Vowel Epenthesis	NA	NA	[image: U+028A]ma[image: U+014B][image: U+028A]t[image: U+028A]ja
	SR	[pa[image: U+0272]jima[image: U+0272]j]	[l[image: U+025B]k[image: U+028A]jaw]	[[image: U+028A]ma[image: U+014B][image: U+028A]t[image: U+028A]ja]






Consider /pan-ji-ma[image: U+0272]j/ first. Nasal Place Assimilation produces pa[image: U+0272]jima[image: U+0272]j. Neither deletion nor epenthesis can apply to pa[image: U+0272]jima[image: U+0272]j, because they require consonants with distinct place specifications. In the case of /l[image: U+025B]t-k[image: U+028A]-jaw/ and /[image: U+028A]ma[image: U+014B][image: U+028A]t-ja/, Nasal Place Assimilation cannot apply because neither input has the right adjacent consonants. Consonant deletion applies to /l[image: U+025B]t-k[image: U+028A]-jaw/, yielding l[image: U+025B]k[image: U+028A]jaw. In the case of /[image: U+028A]ma[image: U+014B][image: U+028A]t-ja/, we have to assume that deletion cannot apply. As a consequence, this form has two adjacent consonants that disagree in place, triggering epenthesis. We stated earlier that we do not know for sure why some forms select deletion while others opt for epenthesis. One possibility we suggested in section 2 is that deletion and epenthesis operate in different registers: slow speech vs. fast speech. If this turns out to be the case, then different registers might have different rules with the slow and regular speech having deletion while epenthesis operates only in fast speech. We consider these three processes together for the following reason. Regardless of whether deletion and epenthesis operate within one register or two, the functional motivation for the two processes appears to be the same. We consider this question next.
Let’s look at the three rules more closely. They are repeated in (14) so that we can examine them side by side.

	(14) 		Rule names	Changes expressed by the rules		Conditions triggering the changes
	Nasal Place Assimilation	[+nasal] [image: U+2192] [αplace]	/	___ [−continuant, αplace]
	Consonant Deletion	[C, αplace] [image: U+2192] Ø	/	___ [C, –αplace]
	Vowel Epenthesis	Ø [image: U+2192] V	/	[C, αplace]___ [C, −αplace]




On the surface, these rules appear capable of generating the correct outputs. Yet they seem to miss something. To see this, consider the rules in terms of the changes they express and the conditions triggering the changes. We see in (14) that the changes expressed by the rules are different. In the first rule, the nasal acquires a place specification. In the second, the rule removes a consonant, while the third rule inserts a vowel. These operations have nothing in common. Likewise, the conditions triggering the changes are unrelated. Assimilation and deletion identify only the immediately following consonant as a trigger, but this triggering consonant is not identical. Unlike assimilation and deletion, epenthesis requires the specification of the preceding as well as the following consonant. If we examine the feature requirements of the triggering segments, we notice that they differ from those of assimilation. As the three rules express different changes and identify distinct conditions, this analysis implies that assimilation, deletion, and epenthesis are not related in any way.
This implication of the rule-based analysis is problematic. While the outcomes of the three processes do differ, there is something similar with respect to their targets. We have seen that all three processes target adjacent consonants. More importantly, they all target adjacent consonants that do not agree in place. This similarity is not captured by the rules. Nor do they offer an explanation of why all three processes act upon only clusters of consonants with distinct place specifications. We cannot help but wonder why deletion or epenthesis does not target consonants with a shared place of articulation such as geminate nasals or homorganic nasal–consonant clusters.
To understand the relation underlying the three processes, let’s inspect the attested consonant clusters in Diola-Fogny. We showed in (5) through (7) that four types of consonant clusters are attested: (a) geminate nasals [mm, nn, [image: U+0272][image: U+0272], [image: U+014B][image: U+014B]]; (b) homorganic nasal–stop clusters [mb, mp, nd, nt, [image: U+0272]j, [image: U+0272]c, [image: U+014B]g, [image: U+014B]k]; (c) homorganic nasal–fricative clusters [[image: U+0271]f, ns]; and (d) [lt] and [rt]. These clusters all consist of consonants that agree in place. They suggest that Diola-Fogny has a requirement that adjacent consonants agree in place. In light of this requirement, we see why assimilation, deletion, and epenthesis target only clusters of consonants that disagree in place, because only such clusters violate this requirement. Nasal Place Assimilation responds to this requirement by assimilating the nasals to following consonants, producing adjacent consonants with identical places of articulation. Consonant Deletion and Vowel Epenthesis respond by deleting a consonant or inserting a vowel to split them apart. Once we view the processes in terms of what they seek to achieve, we see their underlying connection, which is to ensure that no surface adjacent consonants disagree in place. Put another way, the three processes fulfill an identical function. This is what we mean by the “functional unity” of phonological processes. Kisseberth (1970) describes this unity using the word “conspiracy” because it is as if the three processes have plotted or “conspired” for the same goal.
The problem with the rule-based analysis is that it does not capture the functional unity of assimilation, deletion, and epenthesis for the reason that the formal statements of these three processes, that is, the rules, express entirely different changes and triggering conditions. Moreover, the rule-based analysis does not link the rules to the distributional restriction that adjacent consonants agree in place, because nothing in the rules demands that adjacent consonants meet this constraint. These two failures stem from the fundamental nature of rules. Rules express two types of information: (a) change and (b) the condition triggering the change. The changes caused by assimilation, deletion, and epenthesis are different. What unites them is the cause: adjacent consonants that disagree in place are forbidden. This condition triggers assimilation, deletion, and epenthesis. By combining the change and triggering condition in one mechanism, rules are forced to express these processes differently. This results in the first failure, the failure to express the unity of the three processes. By design, rules express alternational changes, not distributional restrictions like the restriction on adjacent consonants. An analysis based on rules cannot relate them to the distributional requirement on adjacent consonants. This results in the second failure, the failure to trace the cause of assimilation, deletion, and epenthesis to the distributional restriction holding of Diola-Fogny.
These failures are one reason for the abandonment of the rule-based Derivational Theory in favour of the constraint-based Optimality Theory. As we show next, OT crucially separates the change from the condition triggering the change. In OT, changes are performed by GEN, while the condition causing the change is expressed in the form of constraints. This separation offers OT a significant advantage, allowing it to express the functional unity of the three processes and trace their cause to the restriction on adjacent consonants.
4. An OT analysis
We present here an optimal-theoretic analysis of assimilation, deletion, and epenthesis in Diola-Fogny. We show that underlying these processes is a condition on coda, which causes segments to assimilate, delete, or be inserted. This section is organized into three subsections. In section 4.1 we sketch out a preliminary analysis, focusing on unearthing and expressing the functional unity of the three processes. Section 4.2 continues the analysis by considering candidates not considered in the preliminary analysis. To complete this analysis, we address the treatment of word-final consonants in section 4.3.
4.1 Functional unity and Coda-Filter
Recall from Chapter 11 that OT relies on the interactions of markedness and faithfulness constraints to express changes or correspondence between the input and output. According to OT, changes are driven by markedness constraints. When markedness constraints dominate faithfulness constraints, inputs are altered, resulting in alternations. Input forms are preserved when faithfulness constraints prevail, resulting in correspondence. To provide an optimal-theoretic account, we start by identifying the relevant markedness and faithfulness constraints and determining their ranking.
In Chapter 10, we introduced a coda condition called CODA-FILTER proposed by Itô (1989). This condition, reprinted in (15), acts as a filter, blocking some consonants from mapping to the coda position of a syllable template. This filter is recast as a constraint in the OT analysis of Ponapean epenthesis in Chapter 11.

	(15) 	[image: ]



As a markedness constraint, CODA-FILTER prefers a coda with a shared place to one without. It prohibits two types of consonants as codas: (a) a consonant with a place distinct from that of the following consonant; and (b) a consonant that does not appear immediately before another consonant.
As we showed in Chapter 11, CODA-FILTER is the principal driver of vowel epenthesis in Ponapean. You might recall that Ponapean epenthesis applies under two conditions: when there are adjacent consonants and when they differ in place. These two requirements of epenthesis are expressed by CODA-FILTER, which works in conjunction with syllabification as follows. When consonants come in contact, they either agree or disagree in place. If they agree in place, the first of the two adjacent consonants syllabifies as the coda. If they disagree, it is blocked from becoming a coda by CODA-FILTER. This unsyllabifiable or stray consonant triggers epenthesis so that it can be syllabified. This filter blocks only consonants with a distinct place, thus creating the effect that epenthesis applies only to adjacent consonants with distinct place features.
Like Ponapean epenthesis, Diola-Fogny assimilation, deletion, and epenthesis target adjacent consonants with distinct place features. Moreover, Diola-Fogny syllable structures are identical to Ponapean in one key respect. They allow a coda consonant so long as this consonant shares the place specification of the following consonant. This means that except for the word-final position, adjacent consonants are parsed into two syllables with the first parsed as a coda, as shown by the attested initial and medial clusters in (5) and (6). These similarities suggest that CODA-FILTER is relevant to Diola-Fogny as it is to Ponapean.
Consider how CODA-FILTER causes assimilation first. When two consonants with distinct place features come in contact such as /pan-ji-ma[image: U+0272]j/, the first of the two – n – cannot be syllabified as a coda due to CODA-FILTER. Nor can this consonant syllabify as an onset as in [pa.nji.ma[image: U+0272]j] because Diola-Fogny does not allow complex onsets. Finally, n cannot be syllabic as in [pa.n.ji.ma[image: U+0272]j], as syllabic consonants are allowed only in word-initial position as exemplified by (5). In short, this consonant cannot be syllabified. Thus, an input with adjacent consonants differing in place must change. One possibility is nasal place assimilation, yielding [pa[image: U+0272]jima[image: U+0272]j]. Once the nasal assimilates, it is no longer blocked by CODA-FILTER from becoming a coda as in [pa[image: U+0272].ji.ma[image: U+0272]j]. Viewed this way, CODA-FILTER triggers assimilation, which is deployed as a strategy to satisfy its demand.
If CODA-FILTER is the markedness constraint causing assimilation, what is the faithfulness constraint it interacts with? In Correspondence Theory, McCarthy and Prince (1995b) propose a family of constraints, which they name as the IDENT, short for “Identity.” This family of constraints regulates the feature correspondence between input and output segments. They demand that input segments remain identical with their corresponding output segments. Featural identity or correspondence can be imposed on different features such as [voice], [continuant], [place], etc. When a nasal undergoes place assimilation, it changes its place feature. Thus, the relevant constraint is IDENT-IO (PLACE), defined in (16).

	(16) 	IDENT-IO (PLACE): Corresponding input and output segments are identical in [place].



Diola-Fogny allows assimilation; hence, CODA-FILTER must dominate IDENT-IO (PLACE).

	(17) 	CODA FILTER>>IDENT-IO (PLACE)



To show why CODA-FILTER must outrank IDENT (PLACE), we provide the pairwise comparisons in (18). Note from here on that we use the abbreviated names – CO-FIL and ID (PL) – to identify relevant constraints in tableaux for space reasons.

	(18) 	Pairwise comparisons for pa[image: U+0272].ji.ma[image: U+0272]j ‘you (pl.) will know’

	i.	/pan-ji-ma[image: U+0272]j/	CO-FIL	ID (PL)		ii.	/pan-ji-ma[image: U+0272]j/	ID (PL)	CO-FIL
	[image: U+261E]	a. [pa[image: U+0272].ji.ma[image: U+0272]j]		*			a. [pa[image: U+0272].ji.ma[image: U+0272]j]	*!	
		b. [pan.ji.ma[image: U+0272]j]	*!			[image: ]	b. [pan.ji.ma[image: U+0272]j]		*






As (18i) shows, CODA-FILTER must dominate IDENT-IO (PLACE) in order for [pa[image: U+0272].ji.ma[image: U+0272]j] to be optimal. Otherwise, the faithful output [pan.ji.ma[image: U+0272]j] would be the winner: cf. (18ii). There are two issues we have intentionally not addressed. First, the pre-palatal stop j can assimilate regressively to the preceding nasal n, producing [pan.di.ma[image: U+0272]j]. This output must be eliminated. Second, we have not indicated the violation marks incurred by the final [image: U+0272]j. We will address these two issues when presenting a fuller analysis in sections 4.2 and 4.3. For now, we focus on unearthing the underlying relation of the three processes.
Now consider consonant deletion. Just like nasal place assimilation, deletion targets adjacent consonants with distinct place features in Diola-Fogny. This suggests that CODA-FILTER may be viewed as the driver of deletion as well. Take, for instance, l[image: U+025B].k[image: U+028A].jaw ‘they won’t go,’ which is derived from /l[image: U+025B]t-k[image: U+028A]-jaw/. When t is removed, CODA-FILTER is no longer violated by the output [l[image: U+025B].k[image: U+028A].jaw]. Viewing deletion this way, we can interpret it as another strategy to comply with CODA-FILTER. If so, what is the constraint CODA-FILTER interacts with? When an input undergoes deletion, it violates MAX-IO, a correspondence constraint introduced in Chapter 11 that requires input segments to have output correspondents. CODA-FILTER must also dominate MAX-IO, as exemplified by (20); otherwise, [l[image: U+025B]t.k[image: U+028A].jaw] would be optimal.

	(19) 	CODA FILTER>>MAX-IO



	(20) 	Pairwise comparisons for l[image: U+025B].k[image: U+028A].jaw ‘they won’t go’

	i.	/l[image: U+025B]t-k[image: U+028A]-jaw/	CO-FIL	MAX-IO		ii.	/l[image: U+025B]t-k[image: U+028A]-jaw/	MAX-IO	CO-FIL
	[image: U+261E]	a. [l[image: U+025B].k[image: U+028A].jaw]		*			a. [l[image: U+025B].k[image: U+028A].jaw]	*!	
		b. [l[image: U+025B]t.k[image: U+028A].jaw]	*!			[image: ]	b. [l[image: U+025B]t.k[image: U+028A].jaw]		*






We see from this brief sketch that the functional relation of assimilation and deletion is now captured by a single mechanism, namely, CODA-FILTER, which, when dominating MAX-IO and IDENT-IO (PLACE), triggers deletion as well as assimilation.
How about vowel epenthesis? In (3), we showed that some forms in Diola-Fogny can undergo epenthesis. An example is [image: U+028A].ma.[image: U+014B][image: U+028A].t[image: U+028A].ja ‘if you don’t want,’ which is derived from /[image: U+028A]ma[image: U+014B][image: U+028A]t-ja/. As this form shows, epenthesis applies to adjacent consonants with distinct place features, just like assimilation and deletion. When a vowel is inserted between two adjacent consonants, the first of the two, t in this case, no longer has to syllabify as a coda. It can be parsed as an onset to the epenthetic vowel. Hence an output with vowel epenthesis such as [image: U+028A].ma.[image: U+014B][image: U+028A].t[image: U+028A].ja is not prohibited by CODA-FILTER. We can thus view vowel epenthesis as a third strategy in response to CODA-FILTER. In the case of a form with epenthesis, the faithfulness constraint that is violated is DEP-IO, the opposite of MAX-IO. To refresh your memory, McCarthy and Prince (1995b) define DEP-IO as follows: Output segments must have input correspondents. DEP-IO must be dominated by CODA-FILTER to allow epenthesis as shown by the tableaux in (22).

	(21) 	CODA-FILTER >> DEP-IO



	(22) 	Pairwise comparisons for [image: U+028A].ma.[image: U+014B][image: U+028A].t[image: U+028A].ja ‘if you don’t want’

	i.	/[image: U+028A]ma[image: U+014B][image: U+028A]t-ja/	CO-FIL	DEP-IO		ii.	/[image: U+028A]ma[image: U+014B][image: U+028A]t-ja/	DEP-IO	CO-FIL
	[image: U+261E]	a. [[image: U+028A].ma.[image: U+014B][image: U+028A].t[image: U+028A].ja]		*			a. [[image: U+028A].ma.[image: U+014B][image: U+028A].t[image: U+028A].ja]	*!	
		b. [[image: U+028A].ma.[image: U+014B][image: U+028A]t.ja]	*!			[image: ]	b. [[image: U+028A].ma.[image: U+014B][image: U+028A]t.ja]		*






We have now sketched a preliminary analysis of assimilation, deletion, and epenthesis in Diola-Fogny. According to this analysis, the unity of the three processes lies in CODA-FILTER. When this constraint dominates IDENT-IO (PLACE), MAX-IO, and DEP-IO, it triggers assimilation, deletion, and epenthesis, which are different responses to satisfy the requirement of CODA-FILTER. Viewed this way, assimilation, deletion, and epenthesis, though differing in strategies and the outcomes they produce, serve the same functional goal. By attributing a single cause to assimilation, deletion, and epenthesis, this analysis captures their functional unity. As we pointed out at the end of section 3, this remains a problem for a rule-based derivational account.
4.2 Alternative candidates
To highlight the relation among assimilation, deletion, and epenthesis in section 4.1, we have limited the focus intentionally to two candidates for each form: the faithful candidate and a candidate that undergoes one of the three processes. In this section, we consider a wider range of candidates and show how they can be eliminated.
One type of candidate involves changes to the second of the two adjacent consonants. For instance, with respect to pa[image: U+0272].ji.ma[image: U+0272]j ‘you (pl.) will know,’ we need to consider why the pre-palatal stop j cannot assimilate regressively to the alveolar nasal n. That is, why is [pan.di.ma[image: U+0272]j] not optimal? Similarly, with respect to l[image: U+025B].k[image: U+028A].jaw ‘they won’t go,’ why cannot the second consonant k of /l[image: U+025B]t-k[image: U+028A]-jaw/ undergo deletion to yield [l[image: U+025B].t[image: U+028A].jaw]? As assimilation and deletion target only the first of two adjacent consonants, such candidates must be eliminated. One way is to invoke positional faithfulness constraints (Beckman 1998; Alderete 1999; Lombardi 1999). For instance, to rule out [pan.di.ma[image: U+0272]j], we can invoke a constraint that requires that corresponding onset consonants be identical in their place specification. A high-ranking positional faithfulness constraint can eliminate [pan.di.ma[image: U+0272]j]. As these types of candidates are not as central to the analysis as the ones considered below, we will not pursue them any more.
There is, however, a second group of candidates crucial to the analysis. These candidates arise from the fact that Diola-Fogny allows assimilation, deletion, and epenthesis. For instance, why can’t the nasal n in /pan-ji-ma[image: U+0272]j/ be deleted to yield [pa.ji.ma[image: U+0272]j]? Likewise, why can’t t of /l[image: U+025B]t.k[image: U+028A].jaw/ assimilate to yield [l[image: U+025B]k.k[image: U+028A].jaw]? These candidates must be ruled out because Diola-Fogny allows assimilation and deletion. As it stands, the ranking proposed so far is not sufficient. We concluded earlier that CODA-FILTER must dominate MAX-IO, DEP-IO, and IDENT-IO (PLACE), but the ranking of the three lower-ranked constraints is not established, resulting in the following ranking. Note that the comma marks that they are equally ranked at this point.

	(23) 	CODA-FILTER>>MAX-IO, DEP-IO, IDENT-IO (PLACE)



This ranking cannot select a winner for pa[image: U+0272].ji.ma[image: U+0272]j. The tableau in (24) includes two more candidates: a deletion and an insertion candidate. These candidates and the attested assimilation candidate are equally optimal; they each violate one of the equally ranked constraints, as (24) shows.

	(24) 	Tableau for pa[image: U+0272].ji.ma[image: U+0272]j ‘you (pl.) will know’

	i.	/pan-ji-ma[image: U+0272]j/	CO-FIL	MAX-IO	DEP-IO	ID (PL)
	[image: U+261E]	a. [pa[image: U+0272].ji.ma[image: U+0272]j]				*
	[image: ]	b. [pa.n[image: U+028A].ji.ma[image: U+0272]j]			*	
	[image: ]	c. [pa.ji.ma[image: U+0272]j]		*		
		d. [pan.ji.ma[image: U+0272]j]	*!			






To eliminate [pa.ji.ma[image: U+0272]j] and [pa.n[image: U+028A].ji.ma[image: U+0272]j], we must rank MAX-IO higher than IDENT (PLACE) as in (25). This ranking predicts correctly that [pa[image: U+0272].ji.ma[image: U+0272]j] is optimal, as (26) shows.

	(25) 	CODA-FILTER >>MAX-IO, DEP-IO>>IDENT-IO (PLACE)



	(26) 	Tableau for pa[image: U+0272].ji.ma[image: U+0272]j ‘you (pl.) will know’

		/pan-ji-ma[image: U+0272]j/	CO-FIL	MAX-IO	DEP-IO	ID (PL)
	[image: U+261E]	a. [pa[image: U+0272].ji.ma[image: U+0272]j]				*
		b. [pa.n[image: U+028A].ji.ma[image: U+0272]j]			*!	
		c. [pa.ji.ma[image: U+0272]j]		*!		
		d. [pan.ji.ma[image: U+0272]j]	*!			






Let’s consider whether this ranking works for a form undergoing deletion such as l[image: U+025B].k[image: U+028A].jaw ‘they won’t go.’ In (27), two additional candidates are included: an epenthesis candidate [l[image: U+025B].t[image: U+028A].k[image: U+028A].jaw] and an assimilation candidate [l[image: U+025B]k.k[image: U+028A].jaw]. By ranking MAX-IO and DEP-IO above IDENT-IO (PLACE), we predict incorrectly that assimilation is preferred to both deletion and epenthesis.

	(27) 	Tableau for l[image: U+025B].k[image: U+028A].jaw ‘they won’t go’

		/l[image: U+025B]t-k[image: U+028A]-jaw/	CO-FIL	MAX-IO	DEP-IO	ID (PL)
		a. [l[image: U+025B].k[image: U+028A].jaw]		*!		
		b. [l[image: U+025B].t[image: U+028A].k[image: U+028A].jaw]			*!	
	[image: ]	c. [l[image: U+025B]k.k[image: U+028A].jaw]				*
		d. [l[image: U+025B]t.k[image: U+028A].jaw]	*!			






We have two options here: reverse the ranking of MAX-IO and IDENT-IO (PLACE) or introduce an additional constraint that prefers [l[image: U+025B].k[image: U+028A].jaw] to [l[image: U+025B]k.k[image: U+028A].jaw]. The first option will not work for pa[image: U+0272].ji.ma[image: U+0272]j ‘you (pl.) will know.’ As (26) shows, it is imperative that MAX-IO outrank IDENT-IO (PLACE).
We are left with the option of the additional constraint. This constraint must meet two criteria: (a) it must prefer [l[image: U+025B].k[image: U+028A].jaw] to [l[image: U+025B]k.k[image: U+028A].jaw]; and (b) it cannot impact the forms that undergo assimilation such as pa[image: U+0272].ji.ma[image: U+0272]j ‘you (pl.) will know.’ We suggest CODA+NAS in (28).

	(28) 	CODA+NAS: The coda must be [+nasal].



CODA+NAS can distinguish [l[image: U+025B].k[image: U+028A].jaw] from [l[image: U+025B]k.k[image: U+028A].jaw], with only [l[image: U+025B]k.k[image: U+028A].jaw] violating this constraint. At the same time, CODA+NAS does not affect pa[image: U+0272].ji.ma[image: U+0272]j with the coda [image: U+0272] being a nasal. There are two reasons in support of CODA+NAS. First, except for word-final consonants (which are analyzed in section 4.3) and two forms – -sal.t[image: U+025B] ‘be dirty’ and -[image: U+0259]r.ti ‘negative suffix’ – all codas all consist of a nasal in Diola-Fogny. According to Sapir, there is no other evidence that the two liquids can be codas except for these two forms. We might imagine a prefix with a final l or r coming in contact with a stem beginning with t, but such forms do not exist. In contrast, there is clear evidence that suggests that nasals can be codas as long as they assimilate in place with the following consonant. Second, codas are known to be highly restricted crosslinguistically. Coda restrictions can be seen in place via CODA-FILTER, in voicing or nasality, etc. There are languages that restrict codas to nasals alone. An example is Mandarin which allows only n and [image: U+014B] as codas (Li and Thompson 1981: 6). There is thus language-internal and crosslinguistic evidence for CODA+NAS. As long as we rank CODA+NAS above MAX-IO, we can eliminate the assimilation candidate in (30c).

	(29) 	CODA-FILTER, CODA+NAS>>MAX-IO, DEP-IO>>IDENT-IO (PLACE)



	(30) 	Tableau for l[image: U+025B].k[image: U+028A].jaw ‘they won’t go’

		/l[image: U+025B]t-k[image: U+028A]-jaw/	CO-FIL	CD+NAS	MAX-IO	DEP-IO	ID (PL)
	[image: U+261E]	a. [l[image: U+025B].k[image: U+028A].jaw]			*		
	[image: ]	b. [l[image: U+025B].t[image: U+028A].k[image: U+028A].jaw]				*	
		c. [l[image: U+025B]k.k[image: U+028A].jaw]		*!			*
		d. [l[image: U+025B]t.k[image: U+028A].jaw]	*!				






We are now left with two candidates that are equally optimal: an epenthesis candidate in (30b) and the attested deletion candidate in (30a). Recall that we stated in section 2 that it is not clear why some forms select consonant deletion over vowel epenthesis while others prefer epenthesis to deletion. We suggested on the basis of the data in (4) that deletion and epenthesis might operate in different registers, with deletion applying in fast speech and epenthesis in slow speech. If this turns out to be the case, then these two registers must rank MAX-IO and DEP-IO differently. In fast speech, DEP-IO dominates MAX-IO while the reverse is the case in slow speech as (31) shows.

	(31) 		a. 	Fast speech: CODA-FILTER, CODA+NAS>>DEP-IO>>MAX-IO>>IDENT-IO (PLACE)



	b. 	Slow speech: CODA-FILTER, CODA+NAS>>MAX-IO>>DEP-IO>>IDENT-IO (PLACE)






With (31a), we correctly predict that the optimal outcome should be deletion, as (32) shows.

	(32) 	Tableau for l[image: U+025B].k[image: U+028A].jaw ‘they won’t go’

		/l[image: U+025B]t-k[image: U+028A]-jaw/	CO-FIL	CD+NAS	DEP-IO	MAX-IO	ID (PL)
	[image: U+261E]	a. [l[image: U+025B].k[image: U+028A].jaw]				*	
		b. [l[image: U+025B].t[image: U+028A].k[image: U+028A].jaw]			*!		
		c. [l[image: U+025B]k.k[image: U+028A].jaw]		*!			*
		d. [l[image: U+025B]t.k[image: U+028A].jaw]	*!				






There is one final deletion form that needs to be considered: i.e. na.la.la[image: U+0272] ‘he returned’ derived from /na-la[image: U+0272]-la[image: U+0272]/. This form prefers deletion to assimilation because nasals assimilate only to obstruents in Diola-Fogny and the sonorant l cannot trigger assimilation. As (33) shows, the ranking in (31a) wrongly predicts that the optimal output is [na.lan.la[image: U+0272]], where the nasal [image: U+0272] assimilates to the lateral l. CODA+NAS cannot rule out [na.lan.la[image: U+0272]] because the resulting coda n is still a nasal.

	(33) 	Tableau for na.la.la[image: U+0272] ‘he returned’

		/na-la[image: U+0272]-la[image: U+0272]/	CO-FIL	CD+NAS	DEP-IO	MAX-IO	ID (PL)
		a. [na.la.la[image: U+0272]]				*!	
		b. [na.la.[image: U+0272][image: U+028A].la[image: U+0272]]			*!		
	[image: ]	c. [na.lan.la[image: U+0272]]					*
		d. [na.la[image: U+0272].la[image: U+0272]]	*!				






We need another constraint to rule out the possibility that nasals assimilate to sonorants. In Diola-Fogny, geminate nasals are allowed . In other words, a nasal can be followed by another sonorant so long as this sonorant is a nasal. What is not allowed is a nasal next to a non-nasal sonorant. Hence, we must rule out nasals followed by non-nasal sonorant sequences.

	(34) 	*NS: A nasal must not appear before a non-nasal sonorant consonant.



*NS is a markedness constraint imposing restrictions on consonant sequencing. It allows two types of consonant sequences containing  a nasal: (a) nasal–obstruent (stops, fricatives, and affricates) and (b) nasal-nasal sequences. Consonant sequences consisting of nasals and non-nasal sonorants (glides and liquids) are prohibited. There are precedents to constraints on consonant sequencing. One example is *N[image: ], which forbids nasals followed by voiceless consonants. There is crosslinguistic evidence that nasal–sonorant clusters are not tolerated. For instance, in many Bantu languages, when a nasal comes in contact with liquids (l or r) or glides (w or y), they turn into obstruents: l/r [image: U+2192] d, w [image: U+2192] b, and y [image: U+2192] j. As long as *NS dominates MAX-IO as in (35a), we can rule out [na.lan.la[image: U+0272]]. The tableau in (36) provides the proof.

	(35) 		a. 	Fast speech: CODA-FILTER, CODA+NAS, *NS>>DEP-IO>>MAX-IO>>IDENT-IO (PLACE)



	b. 	Slow speech: CODA-FILTER, CODA+NAS, *NS>>MAX-IO>>DEP-IO>>IDENT-IO (PLACE)






	(36) 	Tableau for na.la.la[image: U+0272] ‘he returned’

		/na-la[image: U+0272]-la[image: U+0272]/	CO-FIL	CD+NAS	*NS	DEP-IO	MAX-IO	ID (PL)
	[image: U+261E]	a. [na.la.la[image: U+0272]]					*!	
		b. [na.la.[image: U+0272][image: U+028A].la[image: U+0272]]				*!		
		c. [na.lan.la[image: U+0272]]			*!			*
		d. [na.la[image: U+0272].la[image: U+0272]]	*!		*			






You might wonder why l cannot become an obstruent d as it does in Bantu languages, that is, why [na.lan.da[image: U+0272]] is not allowed. Note that this output involves a change to the second consonant. As we mentioned earlier, such changes must be banned by high-ranking positional faithfulness constraints.
Finally, let’s turn to the forms involving epenthesis such as [image: U+028A].ma.[image: U+014B][image: U+028A].t[image: U+028A].ja ‘if you don’t want,’ which emerges from /[image: U+028A]ma[image: U+014B][image: U+028A]t-ja/. According to (35b), MAX-IO must dominate DEP-IO. This ranking correctly picks (37a) as the winner.

	(37) 	Tableau for [image: U+028A].ma.[image: U+014B][image: U+028A].t[image: U+028A].ja ‘if you don’t want’

		/[image: U+028A]ma[image: U+014B][image: U+028A]t-ja/	CO-FIL	CD+NaS	*NS	MAX-IO	DEP-IO	ID (PL)
	[image: U+261E]	a. [[image: U+028A].ma.[image: U+014B][image: U+028A].t[image: U+028A].ja]					*	
		b. [[image: U+028A].ma.[image: U+014B][image: U+028A].ja]				*!		
		c. [[image: U+028A].ma.[image: U+014B][image: U+028A]c.ja]		*!				*
		d. [[image: U+028A].ma.[image: U+014B][image: U+028A]t.ja]	*!	*				






This completes the analysis of medial consonant clusters. We have unearthed six constraints. CODA-FILTER and CODA+NAS together ensure that medial codas must consist of a nasal that agrees in place with the following consonant. Together with *NS, they predict that the only attested medial consonant clusters allowed in Diola-Fogny are geminate nasals and partial geminates composed of a nasal followed by a homorganic obstruent. According to this analysis, deletion, epenthesis, and assimilation are all responses to the requirement of the undominated CODA-FILTER, which serves as the incentive to change. According to the constraint hierarchies in (35), assimilation is the least costly strategy. Deletion or epenthesis are deployed when assimilation is ruled out by CODA+NAS and *NS. We have to stipulate the rankings of MAX-IO and DEP-IO in different registers in (35). This problem is not specific to this OT analysis. The rule-based account presented in section 3 has to make the same stipulation, because we do not know for sure why some forms prefer deletion to epenthesis or vice versa.
4.3 Word-final consonant(s)
We summarize in (38) the attested final consonants or clusters in Diola-Fogny. According to the data in section 2, a word can end in a single consonant. This consonant may be oral, a sonorant or an obstruent, as (38a) shows. It may be nasal as in (38b). In addition, words can end in a cluster consisting of a nasal and a homorganic stop in (38c).

	(38) 		a. 	Words with a final non-nasal: e.g. l[image: U+025B].k[image: U+028A].jaw ‘they won’t go,’ n[image: U+026A].ba.baj ‘I have’



	b. 	Words with a final nasal: e.g. na.la.la[image: U+0272] ‘he returned,’ na.t[image: U+026A][image: U+02D0]n.t[image: U+026A][image: U+02D0][image: U+014B] ‘he cut it through’



	c. 	Words with nasal–obstruent clusters: e.g. pa[image: U+0272].ji.ma[image: U+0272]j ‘you (pl.) will know,’ a[image: U+014B].ka[image: U+014B]k ‘hard’






These forms raise a number of questions for our analysis. First, we proposed CODA+NAS to restrict codas to a nasal. Wouldn’t CODA+NAS eliminate forms such as l[image: U+025B].k[image: U+028A].jaw and n[image: U+026A].ba.baj with what appear to be a final oral coda? Second, CODA-FILTER allows a nasal to be a coda if it shares the place of the following consonant. In forms with a final nasal, such as na.la.la[image: U+0272] and na.t[image: U+026A][image: U+02D0]n.t[image: U+026A][image: U+02D0][image: U+014B], this nasal does not have a following consonant. Shouldn’t CODA-FILTER rule them out? Third, if final nasal–obstruent clusters are allowed as codas in forms such as pa[image: U+0272].ji.ma[image: U+0272]j and a[image: U+014B].ka[image: U+014B]k, why aren’t they found in initial or medial position? Recall that initial and medial nasal–obstruent clusters are parsed into two syllables, not as complex codas. We address these questions here, providing suggestions as to how final consonants and clusters can be handled.
First, let’s consider the forms with a final oral consonant such as l[image: U+025B].k[image: U+028A].jaw and n[image: U+026A].ba.baj in (38a). These forms would not be possible, prohibited by CODA+NAS, if w and j were codas. So the key question is whether they are codas at the point these forms are evaluated by the proposed constraint hierarchy. They appear to be, but are they? There is evidence that such final consonants should not be analyzed as codas in Diola-Fogny. Recall that an oral consonant is prohibited as a coda in initial or medial position, except for two forms with a liquid. Thus, Diola-Fogny must have a constraint banning non-nasal codas, a requirement expressed by CODA+NAS in our analysis. Where CODA+NAS seems to be violated is in the word-final position. If we analyze the final w and j as codas, we must explain why they are not attested elsewhere. If they are not, then it makes sense why oral codas are not seen in initial or medial position. What are the syllabifications of forms with a final oral consonant if this final segment is not a coda? We suggest that it is “extrasyllabic.” Forms with a final oral consonant are syllabified not as [l[image: U+025B].k[image: U+028A].jaw] and [n[image: U+026A].ba.baj] but as [l[image: U+025B].k[image: U+028A].ja.w] and [n[image: U+026A].ba.ba.j]. Recall from Chapters 9 through 11 that such a treatment of final consonants is necessary to Ponapean. Final consonants are known to violate otherwise robust constraints in a language, which is what gives rise to the extrasyllabicity analysis in the first place. We see that this is the case in Diola-Fogny. In short, we propose that oral codas are prohibited everywhere in Diola-Fogny, expressed by the undominated CODA+NAS. Final oral consonants are not codas at all.
Now consider na.la.la[image: U+0272] and na.t[image: U+026A][image: U+02D0]n.t[image: U+026A][image: U+02D0][image: U+014B], forms with a final nasal in (38b). If [image: U+0272] and [image: U+014B] were codas, they would not be optimal, ruled out by CODA-FILTER. Our solution is the same as the above. Such final nasals belong to a separate syllable, syllabified as [na.la.la.[image: U+0272]] and [na.t[image: U+026A][image: U+02D0]n.t[image: U+026A][image: U+02D0].[image: U+014B]]. The argument against treating [image: U+0272] and [image: U+014B] as codas stems also from the attested codas in initial or medial position. Recall that only nasals which are homorganic with a following consonant can be codas. Treating final nasals as codas would lead us to expect such codas in other positions, predicting forms such as [cvN.v]. In this form, the intervocalic nasal, represented by N, is parsed as a coda rather than as an onset. Such forms are not attested at all in Diola-Fogny. One might suggest that [cvN.v] is not found because syllables must have onsets. But this is not the case. Diola-Fogny allows medial onsetless syllables such as n[image: U+026A].[image: U+026A].t[image: U+025B]n ‘I lift up.’ The complete lack of forms such as [cvN.v] suggests that the treatment of the final nasal as a coda is implausible.
Let’s turn now to the treatment of final nasal–obstruent clusters in forms such as pa[image: U+0272].ji.ma[image: U+0272]j and a[image: U+014B].ka[image: U+014B]k in (38c). These forms would be prohibited by CODA+NAS if both the nasal and the obstruent were analyzed as complex codas, because neither j nor k is a nasal. We analyze these word-final post-nasal obstruents the same way as other final consonants. They belong to a different syllable. These forms are syllabified as [pa[image: U+0272].ji.ma[image: U+0272].j] and [a[image: U+014B].ka[image: U+014B].k]. This syllabification brings final clusters in line with initial and medial nasal–obstruent clusters. That is, they are parsed into two separate syllables regardless of where they appear in a word. If we were to allow [image: U+0272]j and [image: U+014B]k as complex codas, we would make two predictions that are not supported by the data. First, it predicts complex codas in initial or medial position such as [pa[image: U+0272]j.i.ma[image: U+0272]j]. Second, if we allow complex codas, that is, syllables ending in two consonants, (C)VCC, we predict that medial consonant clusters should be allowed in Diola-Fogny. We should find forms such as [pa[image: U+0272]j.Ci.ma[image: U+0272]j]. Both of these predictions have no support. In fact, we have evidence that tri-consonant clusters are actively eliminated, even when they satisfy CODA-FILTER. Consider ta.k[image: U+028A]m.b[image: U+026A] . . . ‘must not . . .’ This form is derived from /tak[image: U+028A]n-mb[image: U+026A] . . ./, an input with a tri-consonant cluster. Note that Diola-Fogny allows neither [*ta.k[image: U+028A]nm.b[image: U+026A]. . .] nor [*ta.k[image: U+028A]mm.b[image: U+026A]. . .]. For these reasons we suggest that final nasal–obstruent clusters should not be analyzed as complex codas as they appear on the surface.
What we have proposed so far is not a complete analysis. They are suggestions as to how word-final consonants and clusters should be handled. To derive the proposed syllabifications, we need constraints. We have refrained from a full account because such an account would take us too far from the central issue of this chapter, which is functional unity. Readers who are interested in an OT analysis of final consonants should revisit the analysis of Ponapean in Chapter 11.
5. Functional unity across languages and language typology
The processes we examined here – assimilation, deletion, and epenthesis – are concentrated in one language, Diola-Fogny. We showed that they serve the same functional objective captured by CODA-FILTER. This constraint, when ranked high, pushes the input to change, generating effects of assimilation, deletion, and epenthesis. Diola-Fogny presents a case of functional unity within one language. The analysis presented here demonstrates that OT can handle unity in one language. It reveals that words undergo assimilation, deletion, or epenthesis, depending on constraint rankings. Assimilation arises from the claim that the correspondence constraint regulating place faithfulness is ranked low. Deletion and epenthesis forms result from the low ranking of MAX-IO and DEP-IO. Now that we know OT can handle the unity across different processes within one language, can it handle unity across languages, when such processes as assimilation, deletion, and epenthesis appear in different languages? We address this question below.
OT treats functional unity across languages in the same way as unity in one language. Just as unity in one language stems from high-ranking constraints like CODA-FILTER, unity across languages emerges from the same source. Moreover, just as different effects of processes like assimilation, deletion, and epenthesis result from the low ranking of faithfulness constraints, the low ranking of these constraints is also responsible for the variations in the responses of different languages. To see this, let’s compare the analysis of Ponapean vowel epenthesis with that of Diola-Fogny. Recall that Ponapean epenthesis inserts a vowel between two adjacent consonants if they disagree in place: e.g. /sip-sipet/ [image: U+2192] [si.pi.si.pet] ‘shaking out’ vs. /tun-tune/ [image: U+2192] [tun.tu.ne] ‘attaching in a sequence.’ In section 4.2 of Chapter 11, we accounted for Ponapean epenthesis via the ranking of two constraints in (39a). Note that this is the same ranking of the two constraints as that for Diola-Fogny epenthesis. In both languages, CODA FILTER dominates DEP-IO.

	(39) 		(a) 		Ponapean vowel epenthesis:	CODA-FILTER >> DEP-IO




	(b) 		Diola-Fogny vowel epenthesis:	CODA-FILTER >> DEP-IO







Now compare the ranking for epenthesis with those for assimilation and deletion in (40).

	(40) 		(a) 		Diola-Fogny nasal place assimilation:	CODA-FILTER>>IDENT (PLACE)




	(b) 		Diola-Fogny consonant deletion:	CODA-FILTER>>MAX-IO







In all four cases, the functional unity of the processes, whether they appear in one language (Diola-Fogny) or across languages (Ponapean vs. Diola-Fogny), is expressed by the same CODA-FILTER. The choices among assimilation, deletion, and epenthesis depend on which correspondence constraint – IDENT (PLACE), MAX-IO or DEP-IO – is ranked low.
OT claims that crosslinguistic variations such as those seen in Ponapean and Diola-Fogny do not stem from constraints. Constraints are universal and present in every language. That is, every language is subject to the same set of constraints. For OT, crosslinguistic differences emerge from constraint rankings. Even though different languages might be governed by identical constraints, these constraints are not equally ranked. For instance, with respect to the responses to CODA-FILTER, OT claims that languages can vary along the lines in (41).

	(41) 	Typology of variations with respect to CODA-FILTER
	a. 		Nasal place assimilation:	CODA-FILTER, DEP-IO, MAX-IO >> IDENT-IO (PLACE)




	b. 		Consonant deletion:	CODA-FILTER, DEP-IO, IDENT-IO (PLACE) >> MAX-IO




	c. 		Vowel epenthesis:	CODA-FILTER, MAX-IO, IDENT-IO (PLACE) >> DEP-IO







Even though CODA-FILTER, highlighted in bold, remains constant, the variations in the ranking of the three correspondence constraints explain why one language might choose assimilation while another might prefer deletion or epenthesis. Linguists describe crosslinguistic variations such as these as language typology, meaning that languages can be classified into types depending on whether they choose assimilation, deletion, or epenthesis or a combination of these processes.
To summarize, OT can handle functional unity within one language and across different languages, both of which arise from high-ranking constraints such as CODA-FILTER. Differences across different forms of one language and across languages result from the low ranking of faithfulness constraints like DEP-IO, MAX-IO, and IDENT-IO (PLACE).
6. Conclusion
We analyzed nasal place assimilation, consonant deletion, and vowel epenthesis in Diola-Fogny. These alternations appear at first to have no relation to one another or to the distributional restrictions on consonant sequencing in Diola-Fogny. Close inspection, however, reveals that there is a connection, which we refer to as functional unity. We contrasted two analyses of these alternations in terms of their ability to capture functional unity: one based on phonological rules in Derivational Theory and one based on constraints in OT. We concluded that rules cannot express the unity underlying the three alternations nor can they express the relation between alternations and distributional restrictions. By design, rules combine two types of information in one mechanism: changes and conditions triggering the changes. The changes produced by assimilation, deletion, and epenthesis are significantly different; consequently, rules cannot express the unity of different alternations. Moreover, rules are designed to account for alternational changes, not distributional restrictions. Consequently, a rule-based analysis cannot link the conditions on alternations with distributional requirements. OT, in contrast, separates the changes from the conditions triggering the changes. Changes to the input are handled by GEN, while the conditions triggering the changes take the form of constraints. One type of constraint – markedness constraint – states the requirements on output forms, essentially, distributional restrictions. By expressing the triggering conditions via distributional constraints, OT not only captures the functional relation of different alternations but also traces the cause of alternations to distributional requirements in a language. Our OT analysis shows that the trigger of the three alternations in Diola-Fogny is a distributional condition on adjacent consonants in the form of CODA-FILTER. This constraint not only causes the alternations but ensures that no surface adjacent consonants disagree in place, whether the forms result from morpheme concatenation or not.
Let’s be clear. The objectives of this chapter are not to advocate for OT or to suggest that OT is correct and Derivational Theory is wrong. The debates over these two views are far from over. Our objectives are twofold. The first objective is to introduce some of the arguments in support of OT. This discussion is intended to develop your understanding of the reasoning for the recent shift from rules to constraints as a means of looking at linguistic phenomena. The second objective is to compare how different theories view and analyze the same phenomena. Through this comparison, this chapter develops your ability to analyze linguistic phenomena using different theoretical frameworks and evaluate these analyses. What is important is that you understand their strengths and limitations and develop the capability to construct, evaluate, and question different analyses. We will continue to develop your analytic abilities in this area in the units to come.


Exercises
Discussion/Reading response questions
Question 1: This chapter introduces the concept of functional unity. Explain what functional unity means according to this chapter and provide an example to illustrate functional unity. In addition, discuss how OT accounts for the functional unity of the processes in Diola-Fogny.


Question 2: Identify and describe the problems with the rule-based derivational approach when it comes to functional unity. Discuss what causes the problems with the derivational approach.



Multiple-choice/Fill-in-the-blank questions
(1) This question checks your understanding of strict domination. Consider this tableau and determine which candidate is optimal. Mark the optimal candidate with the pointing arrow ([image: U+2192]). Con = Constraint.


[image: ]




(2) Now consider a different tableau and determine which candidate is optimal.


[image: ]




(3) Complete this tableau for n[image: U+026A].ga[image: U+014B].gam ‘I judge’. Underlined segments are not syllabified.


[image: ]




(4) According to (3), which pair of candidates shows that CO-FIL must rank above ID (PL)?

a. (3a) vs. (3b)

b. (3a) vs. (3c)

c. (3b) vs. (3d)

d. (3a) vs. (3d)


(5) Supply the candidate violating CO-FIL in (d) and complete this tableau for na.y[image: U+0254].k[image: U+025B].y[image: U+0254].k[image: U+025B]n ‘he tires’.


[image: ]




(6) According to (5), which pair of candidates shows that DEP-IO must outrank MAX-IO in fast speech?

a. (5a) vs. (5b)

b. (5a) vs. (5c)

c. (5b) vs. (5c)

d. (5b) vs. (5d)


(7) Supply the candidates violating MAX-IO in (b) and CO-FIL in (d) and complete this tableau for f[image: U+028A].na.k[image: U+0254].f[image: U+028A].nak ‘each day.’


[image: ]




(8) According to (7), which pair of candidates shows that MAX-IO must dominate DEP-IO in slow speech?

a. (7a) vs. (7b)

b. (7a) vs. (7c)

c. (7a) vs. (7d)

d. (7c) vs. (7d)


(9) According to Chapter 12, how does OT express the functional unity of phonological processes such as nasal place assimilation, consonant deletion, and vowel epenthesis within and across languages?

a. By one high-ranking markedness constraint such as *NS.

b. By one high-ranking faithfulness constraint such as MAX-IO.

c. By one high-ranking markedness constraint such as CO-FIL.

d. By two high-ranking markedness constraints such as CD+NAS and *NS.


(10) According to OT, language typology, that is, crosslinguistic variations along a particular dimension, arise mainly from:

a. Different formulations of identical constraints

b. Different formulations of identical rules

c. Different rankings of identical constraints

d. None of the three choices



Problems for analysis
(11) Problem 1: Coda restriction in Japanese
Japanese imposes severe restrictions on codas. According to Itô (1989), only two types of codas are attested, which are exemplified in (I) and (II).



[image: ]


Examine these data and provide an optimal-theoretic analysis.

a. Determine the restrictions on codas and identify the types of codas that are expected but not attested.

b. Explain how the restrictions might be accounted for using OT.

c. Compare the ranking of Japanese with those of Diola-Fogny and Ponapean. Explain how it is similar and different.


(12) Problem 2: Fusion in Ponapean Prime
Recall that we analyzed three distinct responses to CODA-FILTER in Diola-Fogny in this chapter: nasal place assimilation, consonant deletion, and vowel epenthesis. In addition, we compared Diola-Fogny and Ponapean, which exhibit distinct responses to CODA-FILTER. We demonstrated that a unified analysis of these phenomena is possible, mainly with these four constraints: CODA-FILTER, DEP-IO, MAX-IO, and IDENT-IO (PLACE). Now consider a hypothetical language called Ponapean Prime. Instead of nasal place assimilation, consonant deletion, or vowel epenthesis, Ponapean Prime resorts to fusion to avoid the CODA-FILTER violation. Here are the attested and unattested outputs in this language.


[image: ]


Fusion results from the merging of the characteristics of two segments. With respect to /kitik-men/, k is a voiceless velar plosive; m is a bilabial nasal. The resulting velar nasal [image: U+014B] of [ki.ti.[image: U+014B]en] combines k’s velar place and the nasality of m. Determine how fusion might be accounted for. Address these points.

a. Determine if the four constraints are sufficient. Note that fusion is not equivalent to deletion such as seen in *[ki.ti.men]. When two segments are fused, the properties of both segments are preserved. Deletion results in the loss of a segment. Thus, a fusion output does not violate MAX-IO.

b. If the four constraints are not sufficient, what additional constraint is needed? Try to formulate this constraint yourself.

c. Determine how your new constraint is ranked with the existing constraints.

d. Demonstrate your analysis with a tableau. This tableau should include all five candidates.

e. Compare Diola-Fogny, Ponapean, and Japanese (if you worked on Problem 1) with Ponapean Prime. Discuss how OT explains the similarities and differences in terms of constraint rankings.

f. OT predicts the existence of Ponapean Prime, even though we know of no evidence yet. Discuss whether this is a problem for OT.


(13) Problem 3: Tri-consonant clusters in Diola-Fogny
In this chapter, we showed that Diola-Fogny has nasal place assimilation and consonant deletion. Selected examples of these two processes are reprinted in (I) and (II).

	I. 		/k[image: U+028A]-b[image: U+0254][image: U+0272]-b[image: U+0254][image: U+0272]/	[image: U+2192]	k[image: U+028A].b[image: U+0254]m.b[image: U+0254][image: U+0272].	‘they sent’
	/na-t[image: U+026A][image: U+02D0][image: U+014B]-t[image: U+026A][image: U+02D0][image: U+02D0][image: U+014B]/	[image: U+2192]	na.t[image: U+026A][image: U+02D0]n.t[image: U+026A][image: U+02D0][image: U+014B]	‘he cut (it) through’




	II. 		/l[image: U+025B]t-k[image: U+028A]-jaw/	[image: U+2192]	l[image: U+025B].k[image: U+028A].jaw	‘they won’t go’
	/-jaw-b[image: U+028A]-r[image: U+028A][image: U+014B]/	[image: U+2192]	-ja.b[image: U+028A].r[image: U+028A][image: U+014B]	‘voyage’




We also mentioned in section 4.3 that when tri-consonant clusters result from morphological operations, they cause deletion, exemplified by the following form. Note that neither [ta.k[image: U+028A]nm.bi. . .] nor [ta.k[image: U+028A]mm.bi. . .] is attested.

	III. 		III.	/tak[image: U+028A]n-mbi. . ./	[image: U+2192]	ta.k[image: U+028A]m.bi . . .	‘must not . . .’




Now consider whether the proposed constraint rankings for Diola-Fogny in (35) can account for the form in (III). If not, what additional constraints might be needed?


(14) Problem 4: Syllable in Diola-Fogny
The data below illustrate the distributional restrictions on syllables in Diola-Fogny. Like Ponapean in Chapter 9, the attested syllable types and the restrictions on their distribution are shown in relation to word-initial, word-medial, and word-final positions. Note that unattested patterns are marked by ***; we use the question mark to indicate that whether the patterns in question are attested or not cannot be conclusively established by the data we have available. For this problem, you can treat them as unattested.


[image: ]



Provide an optimal-theoretic analysis of Diola-Fogny syllables. Consider these questions.

a. Identify the constraints and determine the ranking responsible for the restrictions on syllables.

b. Explain how your analysis accounts for why CVCC and VCC syllables are attested in word-final position, but not in word-initial position.

c. Explain how your analysis handles the fact that adjacent consonants always agree in place.

d. Explain how your analysis handles the fact that onsetless syllables, though attested in Diola-Fogny, are highly restricted.

e. Merge the constraint ranking with the constraint rankings in (35) of Chapter 12 and create two rankings: one for fast speech and one for slow speech.

f. Illustrate your analysis with tableaux for s[image: U+026A][image: U+014B].kam, [image: U+026A].ja.[image: U+028A]t, e.ku[image: U+02D0]m.p[image: U+0259], and m.ba.





Unit 4 Tone

This unit investigates tone, a term that refers to pitch when it is used contrastively to distinguish one word from another. In tonal languages, words can have different tones and tones can display co-occurrence restrictions. Moreover, just as morpheme concatenation can trigger segmental alternations, tones may alternate as well. This unit examines both tonal distribution and tonal alternation. It has four chapters. Chapter 13 considers tonal distribution data from Mende nouns and shows that only sixteen out of the eighty-four tone sequences are attested. This chapter presents two analyses of Mende tone distribution. One analysis views tone as a property of segments. This Segmental Theory of tone is juxtaposed with Autosegmental Theory, which sees tone as “independent” of segments. In Chapter 14, Segmental Theory and Autosegmental Theory are tested against related tonal alternation in Mende. These comparisons not only introduce these theories but also highlight their respective strengths and limitations. Chapters 15 and 16 examine tonal alternations that result from vowel contact in Yoruba. This examination reveals that out of the three tones – high, mid, and low – in Yoruba, the mid tone is most likely to lose out when they come in contact. This tone asymmetry provides the testing ground for three approaches to asymmetry: Contrastive Specification and Radical Underspecification in Chapter 15 and Optimality Theory in Chapter 16. Together, the four chapters of this unit introduce tone as a phenomenon, familiarize you with some of its key patterns and properties, illustrate how tonal patterns are identified, and demonstrate how they are handled by both pre-OT and OT approaches.


13 Tonal distribution in Mende and autosegmental representation

1. Introduction
We introduced the phenomena of distribution in Unit 1, the patterns that emerged from co-occurrence restrictions. The phenomena we analyzed involve the distribution of segments such as Kikuyu vowel co-occurrence. We examine a different type of phenomenon, the phenomenon of tone, starting from this chapter. Tone is related to pitch, a term that may be familiar to you. Pitch is correlated with the rate of vocal cord vibration in the production of voiced sounds. This rate is called the fundamental frequency or F0. The higher the F0 of a voiced sound, the higher its pitch is perceived to be. Pitch is a perceptual term, referring to the perceptual sensations in hearing voiced sounds. Tone, on the other hand, is a linguistic term, referring to pitch when it is used to signal meaning differences in languages. Just as English uses voicing to signal meaning differences such as b[image: U+026A]t ‘bit’ versus p[image: U+026A]t ‘pit,’ languages may use pitch variations to differentiate meanings. For instance, though pù ‘European’ and pû ‘cave’ may consist of identical sounds in Mende, they differ in meaning because their tones (marked by ` and [image: U+02C6]) are different. When pitch variations signal contrasts in meaning, we refer to them as tones.
Just as segments may be subject to restrictions when they co-occur, tones are subject to restrictions as well, resulting in predictable tonal patterns. Tonal restrictions may result from the co-occurrence of different tones, the co-occurrence of tones with segments, or the constraints on tones imposed by phonological or morphological units. In this chapter, we introduce a case of tonal distribution involving the co-occurrence of different tones. The data come from Mende, a Mande language spoken in Sierra Leone. The co-occurrence of tones is highly restricted in Mende nouns, with only a small number of attested tone patterns. To gain an understanding of the Mende tonal restrictions, we conduct two analyses. In one analysis, we treat tone as a property of segments that bear the tones. In a second analysis, tone is analyzed as a property of morphemes. The goal of this presentation is to develop your understanding of the view that tone, while realized on segments on the surface, may behave as if it were independent of them. This view has led to the development of the theory known as Autosegmental Phonology.
This chapter has four main objectives. First, it showcases an example of tonal distribution and develops your understanding of the restrictions that can be imposed on tonal distribution. Second, as you see from Mende, tones may be classified into different types. Some tones are level, meaning that their pitch remains relatively unchanged from start to finish. Other tones show a contour in the sense that their pitch may start low but end high or vice versa. This chapter develops your understanding of different types of tones and the restrictions imposed on them. Third, tone has suprasegmental properties. The term “suprasegmental” refers to the fact that tone, unlike segmental properties such as voicing or nasality, has the structural properties that seem independent of segments. By juxtaposing the two analyses of tone, segmental versus autosegmental, this chapter develops your understanding of the suprasegmental nature of tone and the theory to account for such tonal properties. Most importantly, this chapter develops your ability to analyze tonal phenomena and your understanding of some of the arguments for the autosegmental view.
2. The puzzle
Mende nouns may consist of one or more morphemes. Nouns made up of one morpheme are mono-morphemic. Mende nouns can also be poly-morphemic, made up of multiple morphemes. The tonal data presented here come from mono-morphemic nouns. We will introduce poly-morphemic data in Chapter 14. On the surface, tone is most salient on the rime of a syllable, namely, the vowel nucleus and post-nuclear voiced segments, if any. That is, the perceived pitch variations of a form coincide with the production of vocalic nuclei and post-vocalic segments in a syllable. For this reason, tones are directly marked on vowel nuclei and post-nuclear segments. Linguists describe the unit that tone is placed on as a tone-bearing unit or a TBU. In some languages, TBUs appear to be vowels in the sense that each short vowel is capable of bearing a tone. In such languages, a long vowel, which may be thought of as consisting of two identical short vowels in succession, can bear two different tones. As a short vowel is represented with one mora (μ) and a long vowel with two (μμ), we can take the TBUs in such languages to be moras. As each mora bears one tone, a long vowel with two moras can carry two. We shall see shortly that Mende appears to be a language in which TBUs are moras, with long vowels capable of having two distinct tones. The most common type of mono-morphemic nouns in Mende are CVCV, with two TBUs. But nouns with one or as many as four do exist. Nouns possessing more than two TBUs are not as common, with those consisting of four extremely rare. Hence, the tonal patterns of Mende nouns are illustrated by the forms that consist of one to three TBUs in (1).
Linguists classify tones into two broad types: level and contour tones. Level tones refer to a pitch that remains roughly on the same level from start to finish, while contour tones refer to pitch patterns that change from start to finish, such as a pitch that starts low but ends high or starts high but ends low. We can visualize level tones in the form of a straight horizontal line. Contour tones can be depicted in the form of slanted lines. For instance, to indicate tones visually, linguists sometimes represent a form with a low and high level tone such as fà.ndé ‘cotton’ by using the notation [− ¯]. The forms with a low-high rising contour or a high-low falling contour such as mb[image: U+01CE] ‘rice’ and mbû ‘owl’ are depicted with slanted lines such as [/] or [\]. However, to indicate tones in actual data, linguists use accent marks. The grave accent (`) marks a low level tone, while the acute accent (´) denotes a high level tone. Contour tones are marked by such accent marks as [image: U+02C6] and [image: U+02C7]. The symbol [image: U+02C6] refers to a pitch contour that starts high but ends low. Linguists describe this high-low pitch contour as a falling tone. The accent mark [image: U+02C7] denotes a pitch contour that starts low but ends high. This low-high pitch contour is called a rising tone. Some languages might even have more complex contours such as low-high-low ( [image: ] ) or high-low-high ([image: ]). In addition to level and contour tones, a high tone, when preceded by a low tone, may be realized with a lower pitch than a regular high tone. Linguists refer to such a high tone as a downstepped high tone, with the raised down arrow ([image: U+2193]) marking the downstep. When [image: U+2193] is placed before a vowel with an acute accent such as [image: U+2193]á, it signals that the high tone on a is downstepped.
In (1), we present the tonal data from Mende mono-morphemic nouns. These data are taken from Spears (1967), Leben (1978), and Dwyer (1978). The data are arranged according to the number of TBUs or μ’s and tonal types. According to Dwyer (1978), nouns with the tonal patterns in (1) account for close to 95 percent of mono-morphemic nouns in Mende. There are about 5 percent of mono-morphemic nouns that do not have the tone patterns in (1). We will consider the remaining 5 percent in section 4.3. To make the representations more consistent with the IPA symbols, we have replaced [mb, nd, nj, ng, and ngb] with [mb, nd, [image: U+0272]j, [image: U+014B]g and [image: U+014B]gb] as they each represent a single prenasalized consonant. The [ny] sequence also represents a consonant, not a cluster; hence, it is replaced by [[image: U+0272]]. Finally, [kp] and [gb] do not stand for consonant clusters; they are single consonants produced at the labial and velar regions. As before, we use the periods to mark syllable boundaries.

	(1) 	Tonal patterns in monomorphemic nouns
		μ	Gloss	μμ	Gloss	μμμ	Gloss
	a.	kpà	‘debt’	b[image: U+1F72].l[image: U+1F72]	‘trousers’	kpà.kà.lì	‘tripod chair’
	b.	k[image: ]	‘war’	p[image: U+1F73].l[image: U+1F73]	‘house’	há.wá.má	‘waistline’
	c.	mb[image: U+01CE]	‘rice’	fà.ndé	‘cotton’	ndà.vú.lá	‘sling’
	d.	mbû	‘owl’	[image: U+014B]gí.là	‘dog’	fé.là.mà	‘junction’
	e.	mbà[image: U+02C6]	‘companion’	[image: U+0272]à.hâ	‘woman’	nì.kí.lì	‘groundnut’
	f.	***		tá.t[image: U+2193]ó	‘start’	l[image: U+1F73].nàá	‘for now’






The data in (1) are sorted into six types according to their surface tone patterns. These six types are placed in six rows in (1a) through (1f). In each row, the data are further classified according to the number of μ’s. Let’s consider the patterns these data illustrate. In (1a) and (1b), the forms consist exclusively of low or high tones regardless of the number of TBUs. In (1c) through (1e), the forms with one TBU possess contour tones: a rising tone in (1c), a falling tone in (1d), and a low-high-low contour in (1e). In the nouns with two TBUs in (1c) through (1e), we see that they have the same tonal makeups – low-high or high-low – except that the low tone and high tone are linked to two separate TBUs. Take fà.ndé ‘cotton’ in (1c) for instance. This form has a low tone followed by a high tone, the same low-high sequence that constitutes the rising contour in mb[image: U+01CE] ‘rice.’ But unlike mb[image: U+01CE] with a low-high contour on one TBU, the low and high tones are distributed on two TBUs in fà.ndé. In the forms with three TBUs such as ndà.vú.lá ‘sling’ in (1c) and fé.là.mà ‘junction’ in (1d), the first two TBUs carry the same tones as the forms with two TBUs, while the third TBU has the same tone as the immediately preceding TBU. In (1e), the form with three TBUs, nì.kí.lì ‘groundnut,’ have the same tonal makeup – low-high-low – as those with one or two TBUs mbà [image: U+02C6] ‘companion’ and [image: U+0272]à.hâ ‘woman,’ but the three parts – low, high, and low – are anchored over three TBUs. The data in (1f) illustrate the forms with high-low-high tones. As indicated by the asterisks in (1f), Mende has no noun with a high-low-high contour on one TBU. But nouns with two or three TBUs can have the high-low-high tones. In the case of a form with two TBUs such as tá.t[image: U+2193]ó ‘start,’ the first vowel shows up with a high tone, while the second TBU surfaces with a downstepped high tone. Recall that a downstepped high tone results from a preceding low tone. Thus, tá.t[image: U+2193]ó may be analyzed to have high-low-high tones. In a form with three TBUs, the high-low-high tones are spread over three TBUs, with each vowel carrying a level tone: e.g. l[image: U+1F73].nàá ‘for now.’
Dwyer (1978: 171–72) questions whether mbà[image: U+02C6] ‘companion’ truly consists of a short a. He suggests that this form might be mbàâ with a long vowel aa and with the second mora carrying a falling tone. But whether Dwyer is correct or not, it is important to realize that nouns with one TBU carrying a low-high-low contour are extremely rare. As a matter of fact, mbà[image: U+02C6] appears to be the only form with such a tonal contour if its vowel proves to be short. This fact, together with the absence of a high-low-high contour on one TBU, suggests that each TBU can carry tones made up of at most two parts, low-high or high-low, but not three or more such as low-high-low or high-low-high in Mende.
Before you proceed further, we encourage you to identify for yourself the tonal restrictions in mono-morphemic nouns. Follow these steps in determining the restrictions on tone. These steps are the same as what is presented in Chapter 1. You might find it useful to review this chapter first. The first step in determining distributional restrictions is to list the logical possibilities. Mende nouns can have four distinct tones: two level tones (low and high) and two contour tones (a low-high rising tone and a high-low falling tone). Ignore for now mbà[image: U+02C6] ‘companion,’ because this seems to be the only form with this pitch contour, even if it exists. Let’s use the abbreviations L and H to represent the low and high level tones and LH and HL to represent the rising and falling contours. If Mende allows four distinct tone types – L, H, LH, and HL – on each TBU, how many logically possible tone patterns do you expect from the forms with one TBU? How about the forms with two and three? List the logically possible tone patterns expected from the forms with one, two, and three TBUs. The second step in identifying distributional restrictions is to determine what patterns are attested. To do so, examine the data in (1) and determine which ones of the logical possibilities actually appear in Mende. The third step is to determine the gaps, that is, the patterns that are expected but are not attested. Once the attested and unattested tonal patterns are identified, try to state the tonal restrictions in prose.
3. Determining the restrictions on Mende tones
We demonstrated in Unit 1 that the process of determining distributional restrictions starts with listing the logically possible patterns. Once the logical possibilities are identified, we can determine which possibilities are attested, which in turn reveals the gaps in the data, namely, the patterns that are expected but unattested. In this section, we follow these steps, starting with the logically possible tone patterns. Mende nouns allow four distinct tones on a TBU: L, H, LH and HL. Thus there are potentially four (41) logically possible tone patterns for the forms with one TBU, which are listed in (2a). Now consider the forms with two TBUs. For these forms, there are potentially sixteen (42) logically possible tone patterns, as shown in (2b). In (2), we use spacing to mark the tones on different TBUs. For instance, [L LH] indicates a form with a L tone on the first TBU and a LH tone on the second. With respect to forms with three TBUs, there are sixty-four (43) logical possibilities, presented in (2c). To make the different types of tone patterns in (2c) easier to identify, we arrange them as follows. The tone patterns in each column begin with an identical tone such as the L tone for the tone sequences in the first column. Moreover, we have divided the sixty-four tone patterns in (2c) into four blocks in (2c–i) through (2c–iv). The tone on the second TBU is identical for each block.

	(2) 	Logically possible tone patterns in forms with one, two, and three TBUs
	a. 			L	H	LH	HL




	b. 			L L	H L	LH L	HL L
		L H	H H	LH H	HL H
		L LH	H LH	LH LH	HL LH
		L HL	H HL	LH HL	HL HL




	c. 		i	L L L	H L L	LH L L	HL L L
		L L H	H L H	LH L H	HL L H
		L L LH	H L LH	LH L LH	HL L LH
		L L HL	H L HL	LH L HL	HL L HL
	ii	L H L	H H L	LH H L	HL H L
		L H H	H H H	LH H H	HL H H
		L H LH	H H LH	LH H LH	HL H LH
		L H HL	H H HL	LH H HL	HL H HL
	iii	L LH L	H LH L	LH LH L	HL LH L
		L LH H	H LH H	LH LH H	HL LH H
		L LH LH	H LH LH	LH LH LH	HL LH LH
		L LH HL	H LH HL	LH LH HL	HL LH HL
	iv	L HL L	H HL L	LH HL L	HL HL L
		L HL H	H HL H	LH HL H	HL HL H
		L HL LH	H HL LH	LH HL LH	HL HL LH
		L HL HL	H HL HL	LH HL HL	HL HL HL







Thus, there are altogether eighty-four (=4+16+64) possible tone sequences for the forms with one to three TBUs.
Now that we see the logical possibilities, the next step is to determine which ones are attested. To do this, we examine the attested tone patterns in (1). Consider the forms with one TBU. According to the attested forms with one μ in (1), all four possibilities in (2a) are found in Mende. Regarding the data with two TBUs, six out of sixteen possibilities appear in Mende: [L L], [L H], [H L], [H H], [L HL], and [H LH]. Finally, with respect to the three-TBU forms, we find six out of sixty-four: [L L L], [H H H], [L H H], [H L L], [L H L], and [H L H], as (3c) shows. In (3), the unattested patterns are crossed out, while the attested ones are not.

	(3) 	Attested and unattested tone patterns in nouns with one, two, and three TBUs
	a. 			L	H	LH	HL




	b. 			L L	H L	LH L	HL L
		L H	H H	LH H	HL H
		L LH	H LH	LH LH	HL LH
		L HL	H HL	LH HL	HL HL




	c. 		i 		L L L	H L L	LH L L	HL L L
	L L H	H L H	LH L H	HL L H
	L L LH	H L LH	LH L LH	HL L LH
	L L HL	H L HL	LH L HL	HL L HL




	ii 		L H L	H H L	LH H L	HL H L
	L H H	H H H	LH H H	HL H H
	L H LH	H H LH	LH H LH	HL H LH
	L H HL	H H HL	LH H HL	HL H HL




	iii 		L LH L	H LH L	LH LH L	HL LH L
	L LH H	H LH H	LH LH H	HL LH H
	L LH LH	H LH LH	LH LH LH	HL LH LH
	L LH HL	H LH HL	LH LH HL	HL LH HL




	iv 		L HL L	H HL L	LH HL L	HL HL L
	L HL H	H HL H	LH HL H	HL HL H
	L HL LH	H HL LH	LH HL LH	HL HL LH
	L HL HL	H HL HL	LH HL HL	HL HL HL












In all, sixteen out of the eighty-four possibilities are attested: four (for one TBU), six (for two) and six (for three). There are seventeen distinct tone patterns in Mende according to (1). The only pattern yet uncounted is the LHL tone pattern represented by mbà[image: U+02C6] ‘companion.’ There are sixty-eight unattested patterns.
Now examine (3) carefully to see whether you can identify the generalizations from the attested and unattested tonal sequences in Mende. Four generalizations can be drawn from (3). The first generalization concerns contour tones. According to (3), contour tones are rare. There are no contours in forms with three TBUs. They appear only in forms with one or two TBUs. Even in nouns with two TBUs, contours are limited to the second TBU. They are not found on the first TBU. The second generalization is related to the forms with three TBUs in (3c). The six attested patterns fall into three sub-patterns. They can consist of one identical level tone: [L L L] and [H H H]. If they consist of two different tones, their second and third tone can be identical or the first and third tone can be identical: [L H H], [H L L], [L H L], and [H L H]. Mende does not appear to allow forms in which the first two tones are identical: [L L H] or [H H L]. Third, with respect to forms with two TBUs, the six attested patterns belong to three sub-types. They can consist of exclusively one identical level tone: [L L] or [H H]. If they consist of two different level tones, both possibilities – [L H] or [H L] – are attested. Moreover, the second TBU can carry a contour, giving rise to two more: [L HL] and [H LH]. What Mende does not appear to allow are [L LH] and [H HL].
The fourth generalization concerns the similarities between the forms with different numbers of TBUs. There are three similarities. First, regardless of the number of TBUs, the nouns can have one identical level tone: [L], [L L], [L L L], or [H], [H H], [H H H]. Second, in forms with one and two TBUs, both L-H and H-L sequences are attested. The only difference is that L and H show up on one vowel in forms with one TBU, while they are spread over two vowels in forms with two TBUs. Third, the forms with three TBUs can have [L H L] and [H L H]. So can the forms with two TBUs, except that the last two tones are anchored on the second TBU: [L HL] and [H LH]. [L L H] and [H H L] are not seen in forms with three TBUs. Neither do we find [L LH] and [H HL] in forms with two TBUs.
4. Analyses
We compare two analyses of the tonal distribution in Mende here. These two analyses differ crucially in the underlying representation of tone. In (4), we illustrate the two representations of tone, using the Mende form for ‘dog’ with a [H L] tone pattern [image: U+014B]gí.là.

	(4) 	Two different underlying representations of tone
[image: ]



In (4a), the high and low tones, marked by H and L, are connected to the two moras linked to i and a in underlying representation. As i and a surface with these tones, this representation treats the tones as part of these segments. We refer to an analysis that posits the type of tonal representation in (4a) as the segmental analysis of tone. In this analysis, tone is viewed as a property of segment because it is linked to a segment in underlying and surface representation. The tonal representation in (4b) differs crucially from (4a) in that the tones are not connected to i and a. The fact that they acquire the H and L tones results from the rules that assign tones to TBUs. We refer to an analysis that posits the type of underlying representation in (4b) as the autosegmental analysis of tone. Tones, more precisely tonal features, are autosegmental in (4b) in the sense that they reside on a separate tier representationally and can act independently of features that define segments such as [±high], [±low], [±back], and [±nasal]. According to (4b), the L and H tones are the properties of the morpheme that mean ‘dog,’ not properties of i and a, because there is no connection between the tones and the segments at this level of representation.
We present the segmental and autosegmental analyses here, exploring the implications of (4a) or (4b) for underlying tonal representations and for the constraints or rules needed to account for the tone patterns in Mende. There are proponents for both the segmental and autosegmental view in the published studies of Mende tone. Dwyer (1978) advocates treating Mende tones as properties of segments while Leben (1973; 1978) advocates the autosegmental view. The segmental and autosegmental analyses presented here are similar, but not identical to these studies. Readers can consult these sources, if interested in their analyses and the arguments for or against the two positions. The goal of this presentation is not to argue for a particular view, but to highlight the key differences between the two and the reasons for or against them. In section 4.3, we compare the analyses and present additional tonal data to see whether the predictions of either analysis are borne out.
4.1 The segmental analysis
Consider how the Mende tonal distribution can be accounted for under the assumption that tone is a property of segments. In Mende, the four tones – L, H, LH, and HL – are contrastive. They must be specified underlyingly. Following (4a), we can represent them as linked to segments in underlying representation. The underlying tonal representation for kpà ‘debt,’ k[image: ] ‘war,’ mb[image: U+01CE] ‘rice,’ and mbû ‘owl’ are illustrated in (5). Note that the moraic representation is omitted to save space.

	(5) 	Two different underlying representations of tone
[image: ]



In (5), we assume that the two contour tones – rising and fall tones – are composites of two level tones: L and H. In the case of a rising contour, the L tone is sequenced before H, while the reverse is the case for a falling tone. The alternative is to treat the rising and falling tones as independent entities on a par with L and H and represent them as R (for the rising tone) and F (for the falling tone). The difference between these alternatives is that the first posits only two tones: L and H. The second alternative posits four: L, H, R, and F. The second difference is that the first alternative claims that contour tones are predictable and can be derived from the level tones, while the second alternative claims that they are not. We will see some of the arguments for the first alternative, that is, the representations in (5c) and (5d), in section 4.2.
If a TBU can be specified underlyingly with one of the four tones, then potentially every TBU can be specified with one of these four tones regardless of whether they have one, two, or three TBUs. This means that the sixteen and sixty-four logically possible tone patterns for forms with two and three TBUs in (2b) and (2c) are all possible underlying representations. To put it differently, we need the tonal representation in (6a) to account for forms such as [image: U+0272]à.hâ ‘woman.’ But we also have to allow the tonal representation in (6b), even though [H HL] is not attested in (1). (Note that we use small c’s and v’s throughout this chapter to represent any consonant or vowel melody. We avoid capitalized C’s and V’s as they can be confused with skeletal slots as used in the rule approach to syllabification in Chapter 9.)

	(6) 	[image: ]



Consequently, an analysis that treats tone as a segmental property has to allow many more underlying tone patterns than what appear on the surface in Mende. The task in a segmental analysis, then, lies in explaining why so many (sixty-eight) of the tone patterns such as (6b) are not attested.
To figure out the constraints that can eliminate the unattested tone patterns, we need to know the generalizations about the tonal distribution in Mende. We drew four generalizations from the attested and unattested patterns in (3) at the end of section 3. They can help us to determine the constraints on Mende tones. Recall that one conclusion is that contour tones are rare, allowed only in nouns with one or two TBUs. We can use this generalization to state the constraint against contour tones as in (7a). A second generalization concerns the forms with three TBUs. They do not allow [L L H] and [H H L] tone patterns. To eliminate these, we might propose a constraint such as (7b). A third generalization relates to the nouns with two TBUs, which prohibits [L LH] and [H HL]. A constraint in the form of (7c) might be proposed to eliminate these two patterns.

	(7) 	Constraints on mono-morphemic nouns
	a. 	Contour tones – LH and HL – are prohibited except on the last TBU in mono-morphemic nouns with one or two TBUs.



	b. 	No mono-morphemic noun can have identical tones on the first two TBUs.



	c. 	A H tone cannot be followed by a HL falling tone; a L tone cannot be followed by a LH rising tone in mono-morphemic nouns.






Of course, there are different ways of formulating the constraints in a segmental analysis. Interested readers can take a look at, for instance, Dwyer (1978). The point is that the constraints along these lines are necessary if tone is taken to be an underlying property of segments, because a segmental analysis allows many more tone patterns than allowed on the surface.
Even though these constraints can eliminate the unattested tone patterns, they cannot capture the relations that exist among the nouns with one, two, and three TBUs. We note three similarities at section 3. One is that the nouns with one TBU and those with two can have contour tones. The constraint in (7a) provides no explanation of why nouns with one and two TBUs pattern alike, while nouns with three behave differently. The exceptional clause in (7a) stipulates that nouns with one and two TBUs are exceptions. But what makes these two types special? What distinguishes them from nouns with three TBUs? The constraint in (7a) provides no answer to these questions.
A second similarity lies in the fact that some tone sequences are not attested for nouns with two TBUs and those with three. For instance, both [L LH] and [L L H] are unattested. In addition, neither [H HL] nor [H H L] is attested. These similarities are not expressed by the constraints in (7b) and (7c). The constraint in (7b) rules out [L L H] and [H H L] in forms with three TBUs while (7c) eliminates [L LH] and [H HL] in forms with two TBUs. These two constraints cannot easily be collapsed into one constraint. In the section to come, we present a different analysis, an analysis which treats tone as a property of morphemes, not segments. Unlike the segmental analysis, this analysis can account for the relations we just discussed.
4.2 The autosegmental analysis
In the autosegmental analysis, tones are treated as independent of segments. As (4b) illustrates, the independent or autosegemental tone status is indicated by not linking tones to segments in underlying representation. With this representation, tones become essentially the properties of a morpheme. According to this view, each Mende noun morpheme is specified with a sequence of ordered segments and one to three tone melodies. But the tones and segments are not linked. Put another way, the underlying representation of a morpheme must specify four separate items: (a) what segments this morpheme is made up of; (b) what order these segments appear in; (c) what tone melodies this morpheme has; and (d) what order these tone melodies appear in, if it has more than one tone melody. These four aspects of a morpheme are not predictable and must be specified underlyingly. What distinguishes the autosegmental from the segmental analysis is that the former does not stipulate which segment has what tone in underlying representation. This aspect of a morpheme is predictable, according to the autosegmental analysis.
If the underlying representation of a morpheme has to specify tones, what are the tone melodies that the attested forms in (1) must specify? This depends, of course, partially on what tones they surface with. If a morpheme surfaces with a low tone, it is likely that it has an underlying low tone. If it has a low and high tone on the surface, then these two tones are likely to be present in underlying representation. Part of what is innovative about Leben’s (1973; 1978) analysis is that he proposes that the noun morphemes in each row in (1) are specified with an identical tone or tones, regardless of whether they have one, two, or three TBUs. This proposal, we show shortly, is partially responsible for explaining the tonal relations among nouns with different numbers of TBUs. Consider kpà ‘debt,’ b[image: U+1F72].l[image: U+1F72] ‘trousers,’ and kpà.kà.lì ‘tripod chair’ in (1a), for instance. According to Leben, they all have an underlying L tone. Similarly, the forms in (1b) have the same underlying H tone. The forms in (1c) have the LH tones, while those in (1d) have the HL tones. Finally, the forms in (1e) and (1f) have LHL and HLH, respectively. In (8), we provide the underlying representations for the forms in (1a), (1c), and (1f). We leave the underlying representations for the rest of the nouns in (1b), (1d), and (1f) for you to figure out in the form of exercises.

	(8) 	Underlying representations for the forms in (1a), (1c), and (1e)
	a. 			L			L				L	
	kp	a		b	[image: U+025B]	l[image: U+025B]		kp	a	kali




	b. 		L		H			L	H			L		H
	mb	a			f	a nd	e		nd	a	v	ula




	c. 		L	H	L			L	H	L			L	HL
	mb	a			[image: U+0272]	a	ha			n	ik	ili







Note that tones are not linked to segments in (8). If so, how do they end up with the tones on the surface? Leben (1973) proposes the three-step Tone Mapping Procedure in (9), which we have restated to make explicit what each step means.

	(9) 	Tone Mapping Procedure
	a. 	Associate the first tone with the first TBU, the second tone with the second TBU, and so on, until all tones or TBUs are exhausted.



	b. 	Associate any remaining unlinked tones with the last TBU.



	c. 	Associate the last tone with any TBU without a tone.






Let’s see what these steps mean through derivations. In (10) we show the results of applying (9a). Note that as before, dotted lines mark structures that are freshly constructed, while solid lines indicate existing structures.

	(10) 	Outcomes of applying (9a) to the underlying representations in (8)
	a. 	[image: ]



	b. 	[image: ]



	c. 	[image: ]






As an illustration, let’s focus on the three forms in (10b), which all have the underlying LH tonal melodies. Starting with the middle form, we see that the first tone – L – is associated with the first vowel and the second tone – H – with the second vowel, following (9a). As this morpheme has two underlying tones and two TBUs, the tones and TBUs are all linked after applying (9a). Turning to the first form in (10b), we see that it has two tones and one TBU. After the first tone – L – is associated with a, all of the TBUs are taken. Thus, according to “until all tones or TBUs are exhausted” in (9a), tone mapping ceases, yielding an output in which H remains unlinked. The third form in (10b) has three TBUs, but only two tones. Thus the application of (9a) produces an outcome in which the final vowel has no tone.
We apply the second step in (9b) to (10), which yields the representations in (11). As the dotted lines in (11) show, (9b) is applicable only to the first form in (11b) and the first two forms in (11c), both of which have unlinked tones. Following (9b), these tones are associated with the last TBU.

	(11) 	Outputs of applying (9b) to the outputs in (10).
	a. 	[image: ]



	b. 	[image: ]



	c. 	[image: ]






As these derivations show, the association of unlinked tones to the last TBU results in contour tones – LH in (11b) and LHL and HL in (11c). Contour tones, according to the autosegmental analysis, stem from the fact that there are more tones than TBUs. As Mende mono-morphemic nouns can have one to three TBUs and up to three tone melodies, mismatches arise only from morphemes that have at least two tones and one or two TBUs. In the case of a morpheme with two tones, contours appear only in a morpheme with one TBU, exemplified by the first form in (11b). In a morpheme with three tones, contours appear in morphemes with one or two TBUs, as illustrated by the first two forms in (11c). Thus, unlike the segmental analysis, the autosegmental analysis does provide an explanation of why only forms with one and two TBUs have contour tones. They behave alike because they can have fewer TBUs than tones. This analysis also explains why contours appear on the last TBU. We see that the tones that remain unlinked can appear only to the right of the linked tones, because the tone mapping procedure proceeds from left to right. This, together with the Well-formedness Conditions on association to be discussed shortly in (13c), ensures that contour tones are restricted to the right edge of the morpheme.
So far we have assumed that contours are made up of two ordered level tones. This autosegmental analysis makes clear why this is so. As you can see from the derivations, contours are predictable; they can be derived from level tones via the tone mapping procedure in (9b). The alternative, that is, treating contours as independent entities such as R and F, claims in effect that contours are not predictable. According to this alternative analysis, the form [image: U+0272]à.hâ ‘woman’ would presumably have the underlying /L F/ tone melodies. Allowing R and F in underlying representation creates at least two problems. First, it has to posit two more underlying tones and consequently predicts more surface tone patterns than attested. Second, it cannot explain why contours are limited to the last TBU. This is because if /L F/ is allowed, it should be possible to have an underlying /F L/, which incorrectly predicts a surface [F L] pattern. The autosegmental analysis, which derives the contours from level tones, bypasses both of these problems.
Continuing the derivations, we show the results of applying the third step in (9c), which requires linking the last tone with any TBU without a tone. This step generates a low tone on the remaining vowels without a tone in the last two forms in (12a) and a H tone on the last vowel in the third form in (12b).

	(12) 	Outputs of applying (9b) to the outputs in (10)
	a. 	[image: ]



	b. 	[image: ]



	c. 	[image: ]






You might ask what causes the continued association of tones in (9b) and (9c). Once the tones or TBUs are used up, why doesn’t tone association cease? After all, there is no more tone to associate or TBU to dock the tone on. Following Goldsmith (1976), Leben suggests that tone mapping is subject to the Well-formedness Conditions in (13):

	(13) 	Well-formedness Conditions
	a. 	Every tone is associated with some TBU.



	b. 	Every TBU is associated with some tone.



	c. 	Association lines may not cross.






The first condition ensures that no tone remains unlinked (the step in (9b)) while the second condition guarantees that no TBU surfaces without a tone (the step in (9c)). The third condition prevents the associations in (14).

	(14) 	[image: ]



No crossing of association lines preserves the underlying linear relation of tones. As (14b) shows, this condition prevents the association of the last L tone to the first vowel. This condition, together with the left-to-right tone association, ensures that contour tones appear on the right edge.
We have shown that the autosegmental analysis can derive the attested forms in (1). But can it rule out the unattested tone patterns in Mende? Recall that contour tones are restricted. Surface tone patterns such as [LH L] or [HL H] are not allowed. The analysis presented here does explain why such tone patterns are not possible. A morpheme with the surface [LH L] or [HL H] would have /LHL/ or /HLH/. The left-to-right tone mapping can only generate [L HL] and [H LH]. Thus, this analysis predicts that contour tones are not possible on any non-final TBU.
How about the unattested [L LH], [H HL], [L L H], and [H H L]? If a morpheme can be specified with a L and a H tone, why can’t a form be specified with /LLH/ or /HHL/? That is, why aren’t the underlying representations in (15) possible?

	(15) 			L		L H			L		L		H			H		HL			H		H		L
	c	v	c	v		c	v	c	v	c	v		c	v	c	v		c	v	c	v	c	v




Note that the Tone Mapping Procedure in (9) would produce exactly these unattested tone patterns:

	(16) 	[image: ]



The underlying tonal representations such as those in (15) are prohibited by the Obligatory Contour Principle, proposed by Goldsmith (1976), whose inspiration came originally from Leben’s works on tone.

	(17) 	The Obligatory Contour Principle: Adjacent identical tones are prohibited.



This principle, nicknamed the OCP, forbids a L tone next to a L tone or a H tone next to a H tone. That is, tonal contours (L followed by H or H followed by L) are obligatory. This principle governs tonal representations – both underlying and surface.
When the OCP is imposed on the underlying tonal specifications, it makes these claims. First, if a form is specified with one tonal type, only one token of each type – /L/ or /H/ – is allowed in underlying representation. Tonal specifications such as /LL/, /LLL/ or /HH/ or /HHH/ are prohibited by the OCP. For this reason, the underlying representations for kpà ‘debt,’ b[image: U+1F72].l[image: U+1F72] ‘trousers,’ and kpà.kà.lì ‘tripod chair’ in (8a) have one L specification, even though b[image: U+1F72].l[image: U+1F72] and kpà.kà.lì show up with more than one low tone. Second, if an underlying representation includes two tone melodies, they can only be /LH/ and /HL/. They cannot be /LL/ or /HH/. Finally, if underlying representations have three tone melodies, they can only be /LHL/ and /HLH/. Underlying tone sequences such as /LLH/ or /HHL/ or /LHH/ and /HLL/ violate the OCP. In effect, the OCP reduces the possible underlying tonal representations to six: /L/, /H/, /LH/, /HL/, /LHL/, and /HLH/. Mende allows precisely these six. The limited number of underlying tonal representations – six in all – is responsible for the small number of attested tone patterns in Mende. The autosegmental analysis predicts that only eighteen of the eighty-four logically possible tone patterns should be attested. Sixteen, out of these eighteen, are clearly attested, as shown by the data in (1). Thus, to answer the question of whether the autosegmental analysis rules out the unattested tone patterns, the answer is affirmative. The surface tone patterns such as [L LH] and [H HL] and [L L H] and [H H L] are not possible, because the tonal representations in (15) are prohibited by the OCP.
With regard to the two remaining tone patterns that the autosegmental analysis predicts to be attested, one – the LHL contour – appears in one form mbà[image: U+02C6] ‘companion,’ if attested at all. The HLH contour is not attested. So does the scarcity or absence of forms with these contours pose a problem for the autosegmental analysis? The answer is no. Even though the autosegmental analysis predicts these outcomes, the rarity or the absence of forms with these contours can be explained by something else. We know for a fact that contour tones require longer rime duration to be realized. This leads some linguists to suggest that contour tones such as the rising or falling contours are found only in heavy rimes with two moras and that the two components – L and H – of rising and falling contours are distributed over two moras, with each mora bearing only one component (Duanmu 1990, 1992). Contours such as LHL and HLH are even more complex than rising or falling contours because they consist of three components. If rising and falling contours prefer two moras, then LHL and HLH contours would clearly require at least two moras. Even Dwyer’s (1978: 170) segmental analysis has to stipulate that each TBU can be specified with at most two tones in underlying representation: LH or HL. So the fact that the LHL and HLH contours are rare or possibly not attested can be explained by the crosslinguistic preference for contour tones to be realized on heavier rimes.
4.3 Comparison
Let’s compare the two analyses of the Mende tone distribution. The segmental analysis, symbolized by the representation in (4a), treats tone as an underlying property of segments. The autosegmental analysis, illustrated by (4b), treats tone as the property of a morpheme. Apart from the representational difference, the two analyses differ significantly in the underlying tonal representations, the constraints or rules and the predictions they make. This section highlights these differences and introduces additional mono-morphemic noun data to evaluate which analysis is superior.
The first difference lies in the number of underlying tonal representations the two analyses allow. The autosegmental analysis allows six in accordance with the OCP. In contrast, the segmental analysis permits eighty-four. Note that even if we subject the segmental tonal representations to the OCP, it cannot prevent the representations in (18), all of which comply with the OCP.

	(18) 	[image: ]



These underlying representations predict the tone patterns that are not attested according to (1). Thus, in terms of underlying tonal representations, the two analyses employ the opposite strategies. The segmental analysis allows as many as possible underlying tonal representations while the autosegmental analysis allows as few as possible.
This difference results in another difference in terms of what they do to account for the tone patterns. The segmental analysis allows many more underlying tone patterns than attested. Consequently, it has to impose constraints to derive only the attested patterns. In contrast, the autosegmental analysis allows fewer underlying tonal representations than attested on the surface. For the autosegmental analysis, the task lies in explaining how only the attested tone patterns arise from the limited tonal representations. Both analyses seem to be able to derive the attested tone patterns and rule out the unattested forms. But are they equal?
We have shown that they differ significantly in their ability to handle the similarities that exist among the nouns with different numbers of TBUs. For instance, the forms with one and two TBUs pattern alike in permitting contour tones. The segmental analysis cannot provide an account of this relation while in the autosegmental analysis, this similarity follows from the fact that only the forms with one and two TBUs may have more tones than TBUs.
In his challenge of Leben’s (1973) autosegmental analysis, Dwyer (1978) presents additional data from mono-morphemic nouns, the remaining 5 percent that differ from those in (1). These data fall into three classes. One type of data shows that some mono-morphemic nouns can have four underlying tones rather than the three assumed so far. These forms belong to three sub-types, ranging from two TBUs to four. In terms of their surface tones, they have the HLHL or LHLH pattern. Note that the downstep in g[image: ].n[image: U+2193][image: ] ‘cat,’ represented by the raised down arrow [image: U+2193], is generally considered to be caused by a L tone.

	(19) 	Mono-morphemic nouns with four underlying tones
		μμ	Gloss	μμμ	Gloss	μμμμ	Gloss
	a.	g[image: ].n[image: U+2193][image: ]	‘cat’	kó.nù.gû	‘centipede’	dú.mbèé.kà	‘star’
	b.			kòó.nd[image: U+2193]é	‘butterfly’		






These forms do not pose a significant problem for the autosegmental analysis. Recall that the only constraint on underlying tones is the OCP. No constraint is imposed on the number of underlying tones. A morpheme may potentially be specified with four or even more tones. If a morpheme has four tones, then only /HLHL/ and /LHLH/ are possible, because only they comply with the OCP. The data in (19) actually confirm this, as each form can be specified with four tones as in (20).

	(20) 		a.	H LHL	b.	H L HL	c.	H LH L	d.	L H LH
		g[image: ] n [image: U+2193] [image: ]		k ó nù gû		d ú mb è é k à		k ò ó nd [image: U+2193] é




The Tone Mapping Procedure in (9) can easily derive (20b) and (20c). The two forms with downstep in (20a) and (20d) present more of a problem as the autosegmental analysis predicts a LHL contour on the second vowel in (20a) and a rising contour on the third in (20d). We will consider downstep shortly.
These forms support the autosegmental view in two ways. First, the autosegmental analysis predicts that contour tones, if they appear at all, should appear on the last TBU. These forms bear this prediction out. Second, once the forms with four TBUs and downstep are factored in, the segmental analysis has to entertain an even larger number of underlying tone specifications and predicts many more tone patterns than attested. In contrast, the autosegmental analysis requires a much more limited number of underlying tone melodies. To see this, consider the following. We know that there is a crosslinguistic preference for a TBU to bear no more than two tones. The tone mapping procedure in (9) allows contours only on the last TBU. Even when we factor in the possibility of downstep, that is, an additional low tone, a form with two TBUs may have at most four tones: one tone on the first unit, a LH rising or HL falling contour on the second, and downstep. Thus, a morpheme with two TBUs can be specified with at most four tones. Any more underlying tone simply cannot surface as there is no TBU for the tones to dock on. The form g[image: ].n[image: U+2193][image: ] ‘cat’ confirms that this is the case, though the forms with such tone patterns are extremely rare. For the three-TBU forms, the autosegmental analysis predicts that at most five tones can be specified: two on the first two TBUs, two on the last TBU, and downstep. For the forms with four TBUs, they can be specified with at most six tones. The fact that the forms with four tones are rare and those with more than four are non-existent in Mende is likely a function of two factors. First, Mende mono-morphemic nouns with three TBUs are not plentiful and those with four are extremely rare, because they are typically of the CVCV forms. Second, there is a crosslinguistic preference for tones to be in a one-to-one relationship with TBUs, with each TBU bearing one tone. Contour tones are marked. These two factors together explain that the forms with the tone patterns in (19) are rare.
Let’s consider the forms with downstep, the second type of data introduced by Dwyer (1978). These forms include the two in (19) and the following forms, which can have one, two, or three TBUs.

	(21) 	Forms with downstep (Leben 1978: 188–90; Dwyer 1978: 173)
	Type	μ	Gloss	μμ	Gloss	μμμ	Gloss
		[image: U+0272]j[image: U+2193]é	‘mother’	tá.t[image: U+2193]ó	‘start’	vó[image: U+2193]ó.nú	‘last year’
		k[image: U+2193][image: U+1F73]	‘father’	ndé.w[image: U+2193]é	‘sibling’	gbú[image: U+2193]éí	‘yesterday’






The two forms with three moras do not present as much of a problem for the autosegmental analysis. According to Dwyer (1978: 173), these forms originally have an underlying /HLH/. These forms undergo a common western African rule called Low Raising, which raises a low tone between two high tones into a downstepped H tone, as illustrated in (22). In the autosegmental analysis, these two forms would undergo the tone mapping procedure in (9) before they undergo Low Raising.

	(22) 		vóònú	− Low Raising [image: U+2192]	vó[image: U+2193]ónú
	gbúèí	− Low Raising [image: U+2192]	gbú[image: U+2193]éí




Like the two in (20a) and (20d), the forms with one or two TBUs in (21) present more of a problem for the autosegmental analysis because the autosegmental analysis predicts a rising contour on the last vowel rather than a downstepped H tone. In the phonological literature, a downstepped H tone is generally represented as a floating L tone followed by a linked H tone. That is, the forms such as k[image: U+2193][image: U+1F73] ‘father’ and tá.t[image: U+2193]ó ‘start’ should have the surface representations in (23a) and (23b) but the tone mapping procedure predicts the representations in (23a’) and (23b’).

	(23) 	[image: ]



Even though the forms with downstep pose a problem for the autosegmental analysis, it is important to point out that this problem is not unique to the autosegmental view. They present a problem for the segmental analysis as well. The floating L tone analysis of downstep is not an option for the segmental analysis as tones are underlyingly linked. The only option, it seems, is to posit a third downstepped high tone, represented as the small capital H. The addition of H increases the number of underlying tones. We now have not only L, H, and H but also LH, HL, LH, and HL. Note that HL is needed to represent the downstepped falling tone in g[image: ].n[image: U+2193][image: ] ‘cat.’ Adding H drastically increases the number of underlying tonal representations and predicts many more surface tone patterns. You can do the math yourself by using the formula – Xn – with X and n referring to the number of tones and TBUs, respectively. Consequently, the additional constraints are necessary to limit the possible surface tone patterns in a segmental analysis. In short, the forms with downstep do not pose a unique challenge to the autosegmental view. The segmental analysis has to contend with these forms as well.
Dwyer (1978: 174) presents a third type of data, which pose the most challenge to the autosegmental analysis. Recall that the autosegmental analysis predicts that the surface tone patterns [L LH], [H HL] for the two-TBU forms and [L L H] and [H H L] for the three-TBU forms are not attested. Morphemes with these surface tones have the underlying /LH/ or /HL/. The left-to-right tone association predicts only [L H], [H L] for forms with two TBUs and [L H H] and [H L L] for forms with three. These tone patterns turn out to be attested. Dwyer presents nine examples of [L LH] and [L L H] and fifteen examples of [H HL] and [H H L].

	(24) 	LLH and HHL tonal patterns in monomorphemic nouns
		Type	μμ	Gloss	μμμ	Gloss
	a.	LLH	nì.k[image: U+01CE]	‘cow’	là.sì.m[image: ]	‘amulet’
			pè.l[image: U+011B]	‘path’	lè.lè.má	‘praying mantis’
	b.	HHL	[image: U+014B]g[image: ].[image: U+014B]g[image: ]	‘tooth’	sé.wú.lò	‘rodent (sp.)’
			k[image: ].[image: U+0272][image: ]	‘friend’	sí.mbí.tì	‘spider’






These data suggest that some predictions of the autosegmental analysis are incorrect. But do they provide sufficient reasons for rejecting the autosegmental analysis?
We face two choices here. The first choice is to reject the autosegmental view and accept the segmental analysis. The argument for this choice is the data in (24), which is predicted by the segmental analysis. But significant challenges remain for the segmental view. Even factoring in the tone patterns in (24), Mende has far fewer surface tone patterns than allowed in underlying representation. The segmental analysis still faces the challenge of explaining why many of the tone patterns are not allowed. Another challenge for the segmental view is to explain the relations among nouns with different numbers of TBUs such as why contour tones show up only in the forms with one or two TBUs. Note that even the forms in (24) show that contours are still limited to the last TBU, a fact that is inconsistent with the segmental analysis. The second choice is to modify the autosegmental analysis to accommodate the data in (24) and those with downstep. After all, the autosegmental analysis can handle about 95 percent of the data. Moreover, it explains the relations in tone patterns between nouns with different numbers of TBUs. For these reasons, the autosegmental analysis appears to be on the right track. But how do we modify the autosegmental analysis?
Here are two suggestions for you to consider. First, the autosegmental and segmental analyses present two extreme views of tone. In the autosegmental analysis, no tone is linked. In the segmental analysis, all tones are linked. Maybe the right analysis involves some compromise between these extreme views. That is, consider the possibility that some tones might be linked underlyingly. With appropriate changes to the Tone Mapping Procedure, the autosegmental analysis may be able to derive the tone patterns in (1) as well as the additional data. Second, with respect to downstep, if we maintain that downstep results from a floating L tone preceding a H tone, we might have to change the association of the unlinked tones in (9b) and restrict the association to the unlinked tones at the right edge. This modification can allow unlinked L tones to the left of linked H tones to continue to float, thus providing an account of downstep. These are suggestions. We hope that you consider them in exploring the possibility of modifying the autosegmental analysis. In his response to Dwyer (1978), Leben (1978) does explore some of these possibilities. Interested readers are encouraged to consult Leben (1978).
5. Conclusion
Up until the 1970s, tone is viewed as a property of segments. It is treated on a par with segmental properties such as voicing, nasality, or vowel height; tone features are represented as part of a bundle that includes segmental features such as [voice], [nasal], or [high]. This segmental view of tone is challenged by works such as Leben (1973, 1978) and Goldsmith (1976), who argue that tone can behave independently of segments. They develop the idea that tone should be represented on a tier separate from segments. They propose that tone features reside on one tier and segmental features on another, as in (25).

	(25) 	[image: ]



The fact that a particular segment surfaces with a specific tone results from the rules that associate tones to segments, with the associations expressed by lines that link the tones on the tone tier to specific segments on the segmental tier. Embedded in this view of tone are two central claims. First, tones may not be linked underlyingly to segments and hence are properties of morphemes rather than individual segments. Second, the mapping of tones to segments is predictable and expressible by rules such as the procedure in (9).
One goal of this chapter is to illustrate these two claims and highlight some of the arguments that spurred the development of the Autosegmental Theory. To illustrate these claims, we use the data from Mende mono-morphemic nouns. We showed that their tones are highly restricted, with only sixteen out of the eighty-four possible tone patterns attested. The limited surface tone patterns raise the question of whether tone is a property of segments or not. We address this question by contrasting two analyses. The segmental analysis, by linking tones to segments in underlying representation, represents tone as a property of segments. This analysis allows many more underlying tone patterns than attested on the surface. In contrast, the autosegmental analysis leaves tones unlinked and represents tone as a morphemic property. This analysis allows only a limited number of underlying tone patterns and seems better positioned to handle the limited tone patterns and the relations between forms with different TBUs, even though some challenges remain.
A second goal of this chapter is to develop your understanding of tone such as level versus contour tones and downstep. Mende nouns have two level tones (L, H) and two contours (rising, falling). We analyzed the level tones as autonomous entities, represented by L and H. With respect to contours, we face two options. We can treat the contour tones as independent entities on a par with L and H and represent them as R and F. Or we can analyze them as composites of two ordered level tones: LH and HL. By analyzing contour tones as autonomous entities, the first option claims that contour tones are not predictable and must be specified in underlying representation. This option allows more underlying tones (L and H as well as R and F) and consequently many more underlying tone patterns. The second option analyzes contours as composites of two level tones and claims that contour tones are predictable, derivable from level tones via the rules of association. This option limits the underlying tones to two – L and H – and a much more restricted set of underlying tone patterns. We showed via the autosegmental analysis that contours are derivable from level tones, appearing only when there are more tones than TBUs.
The central goal of this chapter is to develop your ability to analyze tonal problems. It is with this goal in mind that we present in detail the two analyses of Mende tone. We have stated at the outset that this chapter does not attempt to convince you of a particular view. We introduce and analyze the Mende data so that you can understand some of the arguments that led to the development of the Autosegmental Theory and evaluate the claims of the autosegmental view as opposed to the segmental view. Representing tone autosegmentally predicts that there should be processes such as deletion that can delete tone without removing the segments or delete segments while leaving tones intact. In the chapters to come and the exercises, we will introduce additional data from Mende and other languages so that you can evaluate the two views of tone.

Exercises
Discussion/Reading response questions
Question 1: Chapter 13 provides an autosegmental analysis of tonal distribution in Mende. Describe what is meant by “autosegmental” using a concrete example. In addition, explain how the autosegmental view of tone differs from the segmental view of tone.


Question 2: Chapter 13 presents a range of tonal data from Mende. Identify two properties of Mende tones and explain how they support the autosegmental view of tone. In addition, discuss at least one property that presents a challenge to the autosegmental view of tone. Back up the identified tonal properties with Mende data.



Multiple-choice/Fill-in-the-blank questions
(1) Section 4.2 presented an autosegmental analysis of Mende tone distribution. We assumed that tone is not linked to segments in underlying representation. It is mapped to segments via the Tone Mapping Procedure in (9). Now provide the derivations for (1b), (1d), and (1f) of Chapter 13 in four steps. First, supply the underlying representations. (1c) is done. For a model, see (8), (10), (11), and (12).

a. 

[image: ]



b. 

[image: ]



c. 

[image: ]




(2) Apply (9a), the first step of the Tone Mapping Procedure. Use dotted lines to signal new associations.

a. 

	k [image: U+0254]	p [image: U+025B] l [image: U+025B]	h a w a m a





b. 

	mb u	[image: U+014B]g i l a	f e l a m a





c. 

[image: ]




(3) Apply (9b). Distinguish new from old associations with dotted and solid lines.

a. 

	k [image: U+0254]	p [image: U+025B] l [image: U+025B]	h a w a m a





b. 

	mb u	[image: U+014B]g i l a	f e l a m a





c. 

[image: ]




(4) Apply (9c). Use dotted and solid lines to signal new and old associations.

a. 

	k [image: U+0254]	p [image: U+025B] l [image: U+025B]	h a w a m a





b. 

	mb u	[image: U+014B]g i l a	f e l a m a





c. 

[image: ]




(5) According to (4), which form is problematic for the Tone Mapping Procedure in (9)?

a. [image: U+014B]gí.là

b. fé.là.mà

c. tá.t[image: U+2193]ó

d. l[image: U+1F73].nàá


(6) According to the autosegmental analysis, what prohibits underlying tonal representations such as /LLH/, /HHL/, /HLL/, /LHH/, /LLL/ or /HHH/?

a. Tone Mapping Procedure in (9)

b. Well-formedness Conditions in (13)

c. Constraints on mono-morphemic nouns in (7)

d. The Obligatory Contour Principle in (17)


(7) Why is it important to block underlying representations such as /LLH/, /HHL/, /HLL/, or /LHH/?

a. It explains why Mende does not allow two or more consecutive L or H tones on the surface.

b. It explains why contour tones appear only on the last TBU in Mende.

c. It explains why Mende does not have mono-morphemic nouns with the HLH tone pattern.

d. It reduces underlying tonal representations and predicts limited surface tone patterns in Mende.


(8) Mende borrows words from English. Which loan is problematic for the Tone Mapping Procedure?

a. k[image: ]fí ‘coffee’

b. lámbù ‘lamp’

c. kl[image: U+01CE].kì ‘clerk’

d. mìkì ‘milk’


(9) Mende has these loans from English: p[image: U+1F73].tí.kù ‘spectacles,’ yí.[image: U+014B]glí.sì ‘English,’ and h[image: ]s.pí.tù ‘hospital.’ Take p[image: U+1F73].tí.kù as an example. What is its underlying tonal representation and the predicted outcome according to the autosegmental analysis?


	Underlying representation	a. /H L/	b. /H H L/	c. /L H/	d. /H L/
	Predicted outcome	[p[image: U+1F73].tì.kù]	[p[image: U+1F73].tí.kù]	[p[image: U+1F72].tí.kú]	[p[image: U+1F73].tí.kù]






(10) Section 4.3 compared the segmental with the autosegmental analysis and showed that both face problems. We suggested that some compromise between the two views might be necessary, hinting at the possibility of linking some tones to segments in underlying representation. If so, determine which representation, together with the Tone Mapping Procedure, correctly predicts yí.[image: U+014B]glí.sì.

[image: ]



Problems for analysis
(11) Problem 1: The LLH tone pattern in Mende nouns
According to the autosegmental analysis of tones in Mende mono-morphemic nouns, the LLH tone sequence is not possible in Mende. But Dwyer (1978:174) suggests that they exist in Mende, though in limited numbers. He presents these bi-moraic and tri-moraic forms as examples of LLH.


	μμ	Gloss	μμμ	Gloss
	nìk[image: U+01CE]	‘cow’	là.sì.m[image: ]	‘amulet’
	pèl[image: U+011B]	‘path’	lè.lè.má	‘praying mantis’
	kàl[image: U+01D0]	‘snake’	kò.lò.bé	‘none’
	kpìt[image: U+01D0]	‘grass’	fààlé	(a name)
	màh[image: U+01CE]	‘chief’		




Examine these forms and consider how they can be analyzed in a way consistent with the autosegmental analysis. Address these questions in your analysis.

a. What underlying representations do these forms have according to the autosegmental analysis? What surface tone pattern does the Tone Mapping Procedure in (9) predict? In other words, discuss the problem they pose for the autosegmental analysis.

b. How might these forms be accounted for if the autosegmental analysis is maintained? That is, assume that tones, whatever they are, are unlinked in the underlying representations of these forms.

c. Overall, what problems do these forms pose for the autosegmental analysis? Should we abandon the autosegmental analysis? What problem does taking this step create? Note that these forms are related to a tone pattern in Kukuya in Problem 2. You might consider how to deal with this tone pattern in both languages.


(12) Problem 2: Tone distribution in Kukuya stems
Kukuya, a Bantu language spoken in the People’s Republic of Congo, imposes restrictions on tones within stems. In what follows, we illustrate the restrictions on stem tones in Kukuya. Like Mende, we organize the data according to the mora count of stems. Following Hyman (1987), our source, most stem forms are presented with prefixes: kÌ-, mà-, lÌ-, m[image: ]-, and nd[image: U+1F73]-. The stem corresponds only to the underlined portion of each form. Thus, focus on the tones in the underlined parts.



[image: ]



Determine and analyze the distribution of tone in Kukuya stems. Address these questions.

a. Identify the distributional restrictions on Kukuya stem tones. To do so, you need to figure out what tone sequences are expected and which ones are attested and which ones are not.

b. Develop two analyses of Kukuya stem tones: one segmental and one autosegmental. Spell out in each analysis the underlying representations, the constraints and the rules. Demonstrate the analyses with derivations, when relevant.

c. Evaluate the two analyses. In addition, consider the following data from Kukuya, which illustrate what happens to stem tones in the above forms, when they appear before a pause in Kukuya. “[image: ]” placed above vowel symbols represents mid tones; “[image: ]” represents the low-mid contour tone (or LM).


[image: ]



Consider whether Kukuya provides support for the autosegmental analysis and for the view that contour tones are derived from level tones.

(13) Problem 3: Tonal distribution in Mende loans
Presented below are Mende loans from English, which illustrate the attested tone sequences in loans.


[image: ]


Examine these loans and consider how to extend the autosegmental analysis of Mende to these forms.

a. Examine the loans and distinguish those that are consistent with the autosegmental analysis from those that are not.

b. Explain how those that are consistent with the autosegmental analysis might be accounted for.

c. Develop an analysis of the forms that are inconsistent with the autosegmental analysis. Explain how they might be accounted for within the autosegmental framework.

d. Demonstrate your analysis with derivations. Use at least one example from (a) through (g).


(14) Problem 4: The distribution of nasality in Warao
Problem 4 of Chapter 1 introduced some data illustrating the distribution of nasality in Warao. These data are reprinted here.


[image: ]


It was proposed by many linguists that distinctive features such as [nasal] can be thought of as an autosegment like tones. Put another way, the feature value [+nasal] can be represented as follows. Just like tones, [+nasal] can be linked to the nasal-bearing unit or not in underlying representation.


	[+nasal]	[+nasal]
	|	
	X	X




Re-examine these forms and provide an autosegmental analysis of nasal harmony in Warao. Address these issues.

a. Determine the underlying nasality representation. Hint: There are two types of forms in Warao: forms with the underlying nasals m and n and those without them. Consider carefully how these two types of forms might be represented. In addition, consider whether we should allow underlying representations with two or more [+nasal]s. In other words, should the OCP apply to the analysis of nasality?

b. State the nasality mapping procedure, that is, how [+nasal] is mapped to segments. Demonstrate the analysis with derivations for m[image: U+0169]ã[image: ][image: U+0129], hon[image: U+0129][image: ]ãku, [image: ][image: U+0129][image: ]ã, and kãpiata. Note that you need to explain why segments, which can be nasalized, are not nasalized when they follow voiceless consonants.





14 Tonal alternation in Mende

1. Introduction
In Unit 2, we introduced the phenomena of alternation, which are illustrated mainly by alternations that involve segmental changes. Recall that alternations are the patterns that result from morpheme concatenation such as affixation, compounding, or reduplication. We demonstrated that the phonetic form of a morpheme, whether it is a root, stem, or an affix, can change or alternate, depending on the morpheme(s) it comes in contact with. Such changes generate the alternations where a single morpheme has two or more distinct phonetic forms or pronunciations. We continue the study of tone in this chapter, showing that tones of a morpheme can alternate as a result of morphological processes as well. Just like segmental alternations, tonal changes can manifest in the root, stem, or affix. Moreover, just as segmental alternations may be related to the distributional restrictions on segments, tonal alternation and distribution may be caused by identical constraints. For this reason, we continue to focus on the data from Mende to see whether there is any relation between its tonal distribution and alternation.
The tonal alternation data come from poly-morphemic nouns in Mende. They exhibit a number of tonal changes affecting the roots and the suffixes. We show that some of these changes can be traced back to the distributional restrictions on tone discussed in Chapter 13. The alternation data shed light on the debate regarding the segmental versus autosegmental view of tone. We demonstrate that neither view at the extreme is correct. Though some relations between tones and TBUs (tone-bearing units) are unpredictable and consistent with the segmental view, there exist predictable relations between tones and TBUs. Consequently, tones may be unlinked or floating in underlying representation and the mapping of tones to TBUs can be accomplished by rules, as advocated by the autosegmental analysis.
This chapter has three key objectives. First, it introduces tonal alternation as a phenomenon and showcases some of the tonal changes caused by morphological processes. Second, we introduced the claims that tone may be autosegmental and contour tones are derived from level tones in Chapter 13. This chapter strengthens your understanding of these claims by presenting some alternation data in support of them. Moreover, we show that neither a purely autosegmental nor a purely segmental view can be sustained. There is evidence that some relations between tones and TBUs are predictable and that some are not. The third and most important objective is to develop and strengthen your ability to analyze tonal alternation phenomena. As you will see even from the limited data introduced here, tone alternations can be quite complex. Just as segmental alternations can interact in complex ways (i.e. Yawelmani in Chapter 8), tonal alternations can do so as well, resulting in complex tonal changes. Consequently it is important that your ability to handle tonal phenomena be continually developed and strengthened.
2. The puzzle
Mende, like many other languages, can form morphologically complex forms by processes such as affixation and compounding. These morphological processes trigger a number of tonal alternations. In what follows, we present the data from the nouns taking four suffixes: -[image: U+014B]gaa, -i, -hu, and -ma. These data are based on Spears (1967), Dwyer (1978), and Leben (1978), the same sources as those in Chapter 13. As a suffix, -[image: U+014B]gaa marks indefiniteness and plurality while -i signals definiteness and singularity. Thus the root kpà- meaning ‘debt,’ when taking these suffixes as in kpà-[image: U+014B]gàà and kp[image: U+1F72]-í, can be translated as ‘debts’ and ‘the debt,’ respectively. The suffixes -hu and -ma meaning ‘in’ and ‘on’ are post-positions as opposed to pre-positions. Unlike in and on in English, which appear before the nouns, -hu and -ma are positioned after the roots in Mende.
As a comparison, we present in (1) and (2) both the suffixed forms and the citation forms of noun roots, which are identical to those introduced in Chapter 13. We include the bare roots so that their tones can be compared with the tones of the roots when suffixes are attached. The data are arranged according to the underlying tone patterns introduced in Chapter 13: /L/, /H/, /LH/, /HL/, and /LHL/. The data illustrating /HLH/ are not available. As an illustration of each underlying tone pattern, we have included, if possible, two forms: a root with one TBU and a root with two TBUs. Now examine the data in (1), which illustrate the tonal changes resulting from the suffixation of -[image: U+014B]gaa and -i. To identify the tonal changes of the roots, compare the tones of citation forms with those of suffixed forms. That is, compare the tones of roots across different columns. The tonal alternations of suffixes can be identified by comparing the tones of the suffixes when they are attached to different roots. That is, compare the tones of the same suffixes in different rows. Note that the change from a to [image: U+025B] is systematic, triggered by the suffix -i. You can ignore this segmental change.

	(1) 	Tone patterns in poly-morphemic nouns (Leben 1978: 194)
		Type	Citation	Indefinite	Definite	Gloss
				Plural	Singular	
	a.	/L/	kpà	kpà-[image: U+014B]gàà	kp[image: U+1F72]-í	‘debt’
			b[image: U+1F72]l[image: U+1F72]	b[image: U+1F72].l[image: U+1F72]-[image: U+014B]gàà	b[image: U+1F72]l[image: U+1F72]-í	‘trousers’
	b.	/H/	k[image: ]	k[image: ]-[image: U+014B]gàà	k[image: ]-í	‘war’
			p[image: U+1F73]l[image: U+1F73]	p[image: U+1F73].l[image: U+1F73]-[image: U+014B]gàà	p[image: U+1F73]l[image: U+1F73]-í	‘house’
	c.	/LH/	mb[image: U+01CE]	mb[image: U+01CE]-[image: U+014B]gàà	mb[image: U+1F72]-í	‘rice’
		i.	fàndé	fà.ndé-[image: U+014B]gàà	fà.ndè-í	‘cotton’
		ii.	nàvó	nà.vó-[image: U+014B]gàà	nà.vó-í	‘money’
	d.	/HL/	mbû	mbú-[image: U+014B]gàà	mbú-[image: U+2193]í	‘owl’
			[image: U+014B]gílà	[image: U+014B]gí.là-[image: U+014B]gàà	[image: U+014B]gíl[image: U+1F72]-í	‘dog’
	e.	/LHL/	[image: U+0272]àhâ	[image: U+0272]à.há-[image: U+014B]gàà	[image: U+0272]àh[image: U+1F73]-[image: U+2193]í	‘woman’







You can see from (1c) that the roots with two TBUs and an underlying /LH/ exhibit two distinct surface tone patterns as a result of suffixation. These two types are illustrated in (1ci) and (1cii). This type of root also exhibits two distinct tonal patterns when taking the -hu and -ma suffixes, as illustrated in (2ci) and (2cii), respectively. Note that the nouns with the tone patterns in (1ci) and (2ci) are more common than (1cii) and (2cii) in Mende. In (2) we illustrate the tonal patterns of nouns taking the -hu and -ma suffixes.

	(2) 	Tone patterns in poly-morphemic nouns (Leben 1978: 194–97)
		Type	Citation	-hu ‘in’	-ma ‘on’	Gloss
	a.	/L/	b[image: U+1F72]l[image: U+1F72]	b[image: U+1F72]l[image: U+1F72]-hù	b[image: U+1F72]l[image: U+1F72]-mà	‘trousers’
	b.	/H/	k[image: ]	k[image: ]-hú	k[image: ]-má	‘war’
			p[image: U+1F73]l[image: U+1F73]	p[image: U+1F73]l[image: U+1F73]-hú	p[image: U+1F73]l[image: U+1F73]-má	‘house’
	c.	/LH/	mb[image: U+01CE]	mbà-hú	mbà-má	‘rice’
		i.	fàndé		fàndè-má	‘cotton’
		ii.	nàvó		nàvó-má	‘money’
	d.	/HL/	mbû	mbú-hù	mbú-mà	‘owl’
			[image: U+014B]gílà	[image: U+014B]gílà-hù	[image: U+014B]gílà-mà	‘dog’
	e.	/LHL/	[image: U+0272]àhâ	[image: U+0272]àhá-hù	[image: U+0272]àhá-mà	‘woman’







Like many tonal languages, Mende high tones may undergo downstep marked by [image: U+2193], that is, realized with a lower pitch. There are two kinds of downstep in Mende. First, any high tone that follows a low tone is automatically downstepped. This type of downstep is not marked in the data in (1) and (2). In addition, there is a second type of downstep which results from a phonological operation. This second type of downstep is marked in (1d) and (1e).
The data in (1) and (2) come exclusively from affixation. We will introduce tonal data from other morphological processes such as compounding in the exercises. These poly-morphemic data illustrate a number of tonal alternations affecting the roots and the suffixes in Mende. We encourage you to examine them carefully before proceeding further. Try to identify for yourself the tonal alternations and the conditions triggering the alternations. Once the tonal alternations and the conditions triggering them are determined, see whether you can come up with an analysis or a partial analysis of the tonal alternations. In constructing the analysis, consider what the underlying tonal representations are for the noun roots and suffixes and what rules are needed to derive the tonal alternations. Chapter 13 introduced some of the tools you need to analyze the tonal alternations. Make use of these tools and see whether you can extend the analyses in Chapter 13 to the tonal alternation data.
3. Determining the conditions triggering the tonal alternations
In studying alternation, linguists start the analysis by figuring out the different forms of an alternation and the conditions causing the alternation. This section presents this step of the analysis. Let’s examine the data in (2) first and consider whether the tones of -hu and -ma alternate. A quick look at (2) shows that these two suffixes alternate between a low and high tone. So what causes this alternation on the suffixes? As there is no other morpheme following these two suffixes, this alternation must be caused by the preceding roots. Inspection of the forms such as b[image: U+1F72]l[image: U+1F72]-hù vs. p[image: U+1F73]l[image: U+1F73]-hú and b[image: U+1F72]l[image: U+1F72]-mà vs. p[image: U+1F73]l[image: U+1F73]-má in (2a) and (2b) reveals that the suffix vowel has the same tone as the root vowels. If the root vowels have low tones, the suffix has a low tone; if the root has high tones, then the suffix has a high tone. We can conclude from these forms that the tones of these roots may have extended into the suffixes. Put another way, these suffixes may have assimilated in tone to the tones of preceding roots.
Moving along, let’s consider the condition triggering the suffix tone alternation illustrated by mb[image: U+01CE], mbà-hú, mbà-má, [image: U+0272]àhâ, [image: U+0272]àhá-hù, [image: U+0272]àhá-mà in (2c) through (2e). These forms consist of roots which have a contour tone on the last vowel: mb[image: U+01CE] and [image: U+0272]àhâ. They show that the root and the suffix both exhibit tonal alternations. The root alternates between a contour and a level tone: e.g. mb[image: U+01CE] vs. mbà and [image: U+0272]àhâ vs. [image: U+0272]àhá. The suffix alternates between a low and high tone: e.g. mbà-hú vs. [image: U+0272]àhá-hù. The question here is what determines the tones of the roots and suffixes. Recall from Chapter 13 that we analyzed the contour tones as consisting of two level tones; the rising and falling contours are represented as [LH] and [HL], respectively. The comparison of mb[image: U+01CE] with mbà-hú and mbà-má or [image: U+0272]àhâ with [image: U+0272]àhá-hù and [image: U+0272]àhá-mà reveals that the bare roots have the same surface tones as the suffixed forms. For instance, mb[image: U+01CE] has a [LH] tone, the same tonal sequence as those in mbà-hú and mbà-má. The only difference is that the two tones are realized on one TBU, resulting in a contour in unsuffixed forms. But in suffixed forms, they are mapped to two TBUs, with the first tone showing up on the last root vowel and the second tone on the suffix vowel. Thus, in (2c) through (2e), the two suffixes – -hu and -ma – seem to have acquired the last tone of the preceding roots. When we consider the data in (2a) through (2e) together, we can state the generalization governing the suffix tone alternation in (3a). The pattern governing the root tone alternation in (2c) through (2e) can be expressed in (3b and c).

	(3) 		a. 	The tone of -hu and -ma is identical to the last tone of the root.



	b. 	The [LH] rising tone on the last TBU of a root in citation form is realized as [L] when this root appears with either -hu or -ma.



	c. 	The [HL] falling tone on the last TBU of a root in citation form is realized as [H] when this root appears with either -hu or -ma.







In addition to the root and suffix tone alternations in (3), the data in (2ci) reveal a second alternation affecting the fande type of roots. We will consider this alternation after we examine the data in (1).
Turning now to (1), let’s consider whether the suffixes -[image: U+014B]gaa and -i alternate like -hu or -ma. To do this, we compare the tones of these two suffixes when they appear with different roots such as kpà-[image: U+014B]gàà ‘debts’ vs. k[image: ]-[image: U+014B]gàà ‘wars’ or kp[image: U+1F72]-í ‘the debt’ vs. k[image: ]-í ‘the war.’ As these forms illustrate, the tones of -[image: U+014B]gaa remain the same; it has a [L L] tone pattern, whether the root has a low or high tone. Similarly, the tone of -i remains high regardless of the tones of the preceding roots. We conclude from these comparisons that they do not alternate in tone, unlike -hu or -ma.
Now that the suffix tones are examined, let’s consider the root tones in (1) to see whether they alternate. To determine whether root tones alternate, we compare the tones of roots in different columns in (1). The tones of most roots in (1) remain unchanged whether they appear alone in citation form or with -[image: U+014B]gaa and -i. For example, the root meaning ‘house’ in (1b) has a [H H] tone pattern whether it is suffixed or not: i.e. p[image: U+1F73]l[image: U+1F73] ‘house,’ p[image: U+1F73]l[image: U+1F73]-[image: U+014B]gàà ‘houses,’ and p[image: U+1F73]l[image: U+1F73]-í ‘the house.’ Close examination, however, reveals that some roots do alternate. These forms are reprinted below.

	(4) 	Root contour tone alternations
	Type	Citation	Indefinite	Definite	Gloss
			plural	singular	
	/LH/	mb[image: U+01CE]	mb[image: U+01CE]-[image: U+014B]gàà	mb[image: U+1F72]-í	‘rice’
	/HL/	mbû	mbú-[image: U+014B]gàà	mbú-[image: U+2193]í	‘owl’
	/LHL/	[image: U+0272]àhâ	[image: U+0272]àhá-[image: U+014B]gàà	[image: U+0272]àh[image: U+1F73]-[image: U+2193]í	‘woman’







In (4a), we see that the root alternates between mb[image: U+01CE] and mb[image: U+1F72], that is, between [LH] and [L]. The change from [LH] to [L] appears to be conditioned by the high-toned suffix -í. As (4b) and (4c) show, the last root vowel alternates between [HL] and [H]: e.g. mbû vs. mbú-[image: U+014B]gàà and [image: U+0272]àhâ vs. [image: U+0272]àhá-[image: U+014B]gàà. The change from [HL] to [H] seems to be triggered by the suffix low tone. We see the same alternation between [HL] and [H] when -í is attached: e.g. mbû vs. mbú-[image: U+2193]í and [image: U+0272]àhâ vs. [image: U+0272]àh[image: U+1F73]-[image: U+2193]í. In addition to the root tone alternation, the high tone of the suffix -í is downstepped. We can summarize these tonal alternations in (5):

	(5) 		a. 	[LH] is realized as [L] if it is followed by [H].



	b. 	[HL] is realized as [H] if it is followed by [L].



	c. 	[HL] is realized as [H] if it is followed by [H]; and the [H] of the suffix is downstepped.







Finally, consider the fande vs. navo type of root in (1c) and (2c). These roots have in common two TBUs and an underlying /LH/. But when some suffixes are attached, fande alternates between [L H] and [L L]. This is seen in (6a): fande surfaces with [L H] when it appears alone and with the low-toned suffix -[image: U+014B]gàà, but it has [L L] when followed by -í and the postposition -ma, with -ma showing up with a high tone.

	(6) 	Tonal alternation affecting the fande type of roots
	a. 		/LH/	fàndé	fà.ndé-[image: U+014B]gàà	fà.ndè-í	‘cotton’
		fàndé		fàndè-má	‘cotton’




	b. 		/LH/	nàvó	nà.vó-[image: U+014B]gàà	nà.vó-í	‘money’
		nàvó		nàvó-má	‘money’








We can state the alternation in (6a) in (7).

	(7) 	[L H] can be realized as [L L] if it appears before -í and -ma with -ma surfacing with a H tone.




The tonal alternation affecting the fande type of root presents two challenges for the analysis. First, as (6b) shows, not all roots with two TBUs and an underlying /LH/ alternate. Some do not; these forms always have a surface [L H] pattern, suffixed or not, as exemplified by the root nàvó in (6b). Owing to (6b), we cannot treat this alternation as conditioned by a following high tone because not all [L H] tone sequences alternate with [L L] when followed by a H tone. Second, recall that the suffix -ma generally surfaces with a tone that is identical to the last tone of the root. In the case of fàndè-má, the last root tone is a low tone. Therefore we would expect -ma to surface with a low tone, but it instead surfaces with a high tone. Another way of looking at the high tone on the suffix -má of fàndè-má is to view it as coming from the root. Recall that the root fande has an underlying /LH/. The high tone of the suffix in fàndè-má may have come from the /H/ of the root /LH/. In section 4.3, we will present an analysis of this type of root.
We have identified the tonal alternations in (1) and (2). These data show that both roots and suffixes may alternate in tone in Mende. With regard to the suffixes, two do not alternate. The -[image: U+014B]gaa suffix has a consistently low tone, while -i always surfaces with a high tone. The -hu and -ma suffixes alternate between a low and high tone, with this tone identical to the last root tone. There are three alternations affecting the noun roots, two of which show an alternation between a contour and a level tone. Specifically, a [LH] rising contour can be simplified to [L] if followed by [H] and [HL] can change to [H] if followed by [L]. Second, the roots with contours can alternate between [LH] and [L] and between [HL] and [H] when they appear before the -hu and -ma suffixes. Finally, the roots of the fande type alternate between [L H] in citation forms and [L L] when taking -í and -ma.
4. Analysis
We analyze the root and suffix tonal alternations using a rule-based derivational framework in this section. In Chapter 13, we proposed an autosegmental analysis of tones in Mende noun roots. The alternation data presented here concern the same roots. Therefore, we need to consider whether this autosegmental analysis can be applied to the tonal alternations. To refresh your memory, we proposed that Mende noun roots may be specified with any one of the six underlying tone melodies in (8).

	(8) 		Underlying tone melodies:	/L/, /H/, /LH/, /HL/, /LHL/ and /HLH/





We further proposed that Mende root tones are morphemic, that is, unlinked or floating, and that they are associated to the root vowels via the three-step Tone Mapping Procedure in (9).

	(9) 	Tone Mapping Procedure
	a. 	Associate the first tone with the first TBU, the second tone with the second TBU, and so on, until all tones or TBUs are exhausted.



	b. 	Associate any remaining unlinked tones with the last TBU.



	c. 	Associate the last tone with any TBU without a tone.







In what follows, we present an analysis of the tonal alternations identified in section 3. To make this analysis easier for you to follow, we have divided the presentation into three parts. In section 4.1, we analyze the root and suffix tonal alternations triggered by the suffixation of -hu and -ma in (3). section 4.2 analyzes the root contour tone alternations triggered by -[image: U+014B]gàà and -í, illustrated in (4). In section 4.3, we consider the [L H]~[L L] alternation in the fande type of roots in (6a). In presenting each part of the analysis, we contrast two accounts to highlight the linguistic reasoning and argumentation. The analysis presented here is essentially that presented in Leben (1978), with slight changes.
4.1 Root and suffix tonal alternations
Consider the alternations illustrated by b[image: U+1F72]l[image: U+1F72]-hù vs. mbà-hú and mb[image: U+01CE] vs. mbà-hú. The first pair displays a low and high tone alternation on -hu. The second shows an alternation between a rising and a low tone on the root vowel. The generalizations governing these alternations are stated in (3). In the autosegmental analysis of tonal distribution in Chapter 13, we proposed that Mende noun roots are specified with one of the underlying tone melodies in (8). We further proposed that these tone melodies are morphemic. Let’s see whether this analysis of tonal distribution can be applied to b[image: U+1F72]l[image: U+1F72]-hù vs. mbà-hú and mb[image: U+01CE] vs. mbà-hú.
Consider first the underlying tonal representations of b[image: U+1F72]l[image: U+1F72]-hù vs. mbà-hú and mb[image: U+01CE] vs. mbà-hú. We know from Chapter 13 that b[image: U+1F72]l[image: U+1F72] has an underlying /L/ tone and mb[image: U+01CE] /LH/. How about the suffix -hu? We have established earlier that the tones of -hu are dependent on the root tones. Following this, we can analyze -hu as toneless and derive their surface tone from the root tone. In (10a) and (10b), we present the underlying tonal representations for the roots b[image: U+1F72]l[image: U+1F72] and mb[image: U+01CE], which have a floating /L/ tone and /LH/ tones, respectively. In (10c) and (10d), we show the representations for b[image: U+1F72]l[image: U+1F72]-hù and mbà-hú. As -hu is toneless, it supplies no tone. As a result, b[image: U+1F72]l[image: U+1F72]-hù and mbà-hú have the same tonal representations as b[image: U+1F72]l[image: U+1F72] and mbà. As this analysis affects the forms taking -[image: U+014B]gàà and -í, we include the underlying representations for b[image: U+1F72]l[image: U+1F72]-í and mb[image: U+01CE]-[image: U+014B]gàà in (10e) and (10f). As -[image: U+014B]gàà shows up consistently with a low tone, it is specified with a /L/ tone. The suffix -í surfaces with a high tone; it is therefore specified with a /H/ tone. Following the representation of noun roots, we assume as a start that the suffix tones are floating, just like the root tones. Examples of the forms taking -ma are not included here. As -ma behaves in the same way as -hu, the analysis proposed for -hu extends to -ma as well.

	(10) 		a.	L	b.	L H	c.	L	d.	L H	e.	L H	f.	L H L
		b[image: U+025B] l[image: U+025B]		mba		b[image: U+025B] l[image: U+025B] -hu		mba – hu		b[image: U+025B]l[image: U+025B] -i		mba -[image: U+014B]ga a





With the underlying representations, let’s see what tone patterns the Tone Mapping Procedure in (9) produces for the six forms in (10). In (11), we show the results of applying (9). To distinguish the first step of (9) from the second and third steps, we use solid lines to mark the associations resulting from (9a), while dotted lines mark the associations resulting from (9b) and (9c).

	(11) 	[image: ]



The root b[image: U+1F72]l[image: U+1F72] correctly surfaces with [L L] in (11a) while mb[image: U+01CE] shows up with a rising contour in (11b). This is not surprising, because this is the analysis we presented of these roots in Chapter 13.
The advantage of the autosegmental analysis becomes obvious when we consider the tonal alternation involving -hu. As (11c) and (11d) show, the Tone Mapping Procedure correctly predicts that -hu surfaces with a low tone in b[image: U+1F72]l[image: U+1F72]-hù and a high tone in mbà-hú. Moreover, we see why some roots alternate between a contour and level tone: mb[image: U+01CE] vs. mbà-hú. The root mba supplies two tones /LH/. When this root appears alone, it has only one TBU. The mapping of /LH/ to one TBU results in a contour tone. But when a toneless suffix is attached, there are two TBUs and two tones, resulting in two level tones in mbà-hú. Note that this analysis of root and suffix tone alternations requires no new rule. The original Tone Mapping Procedure is sufficient to generate the tonal alternation patterns. This analysis is made possible by two claims: (a) root tones are unlinked; and (b) contour tones are composites of level tones. These two claims make it possible to extend the analysis of tonal distribution to the analysis of the root and suffix tonal alternations triggered by the suffixation of -hu. Leben (1978) argues that the behaviors of the alternating suffixes -hu and -ma provide additional and independent evidence for the autosegmental view that tones can act independently of segments. This analysis also provides support for the claim that contour tones are made up of level tones. This claim enables us to account for the contour and level tone alternation seen in mb[image: U+01CE] vs. mbà-hú.
As the highlighted forms in (11e) and (11f) demonstrate, the Tone Mapping Procedure makes the wrong prediction for b[image: U+1F72]l[image: U+1F72]-í and mb[image: U+01CE]-[image: U+014B]gàà. The left-to-right tone association of (9a) produces a high tone on the second root vowel; it predicts b[image: U+1F72]l[image: U+1F73]-í rather than the attested b[image: U+1F72]l[image: U+1F72]-í. In this case, a floating suffix tone is wrongly associated with the second root vowel. With respect to mb[image: U+01CE]-[image: U+014B]gàà, the root is predicted to have a low level tone while the suffix with a [H L] tone sequence, that is, mbà-[image: U+014B]gáà rather than the attested mb[image: U+01CE]-[image: U+014B]gàà. In this case, the /H/ tone of the root is mapped incorrectly onto the initial suffix vowel.
So what seems to be the problem? We see from (11a) through (11d) that when root tones alone are involved, we obtain the correct forms. Thus the problem lies with the suffix tones supplied by -[image: U+014B]gàà and b[image: U+1F72]l[image: U+1F73]-í. To identify the source of the problem, let’s examine the assumptions we made about the underlying representation and association of suffix tones in (10) and (11). They are:

	(12) 		a. 	Suffix tones are morphemic, that is, unlinked in underlying representation.



	b. 	They undergo the Tone Mapping Procedure after suffixation takes place.



	c. 	Tone association does not obey the morphemic boundary between the root and suffix.







Let’s see whether these assumptions can be modified to obtain the attested tone patterns for b[image: U+1F72]l[image: U+1F72]-í and mb[image: U+01CE]-[image: U+014B]gàà. Consider the assumption in (12c) first. In applying the Tone Mapping Procedure in (9), we assume that root tones may be associated with the suffix vowels and suffix tones with the root vowels. This assumption has resulted in the problems in (11e) and (11f). What happens if we assume that tone mapping obeys the morphemic boundary? In other words, root tones can be associated only with root vowels and suffix tones can be associated only with suffix vowels. With this assumption, we obtain the outcomes in (13).

	(13) 	[image: ]




This modification produces the correct surface tones for b[image: U+1F72]l[image: U+1F72]-í and mb[image: U+01CE]-[image: U+014B]gàà, as (13e) and (13f) show. But it does not work in (13c) and (13d). The problem is that we do want the root tones to be associated to the suffix vowels via the procedure in (9). If root vowels can be associated only with root vowels, we predict that the alternating suffix should remain toneless on the surface. Thus, under the assumption that tone association obeys the morpheme boundary, we need either an additional rule linking the last tone of the root with the suffix vowel or allow the step in (9c) to ignore the root–suffix boundary and link the last root tone with the suffix vowel. There is a further problem. This analysis predicts a rising contour on the root vowel in mb[image: U+01CE]-hu rather than the attested low tone mbà-hú. A second rule is needed to delink the /H/ tone with the root vowel. You can see that if it is assumed that tone association respects the root–suffix boundary, we need some additional rules. Such an analysis would be more complicated than the analysis incorporating the assumption that tone association does not obey the morphemic boundary in (12c).
Now consider the possibility of changing (12b) so that tone association applies after suffixation. What happens if tone association takes place before suffixation? Put another way, can tone association apply at the morphemic level, that is, before morphemes are assembled into larger, morphological units? With this assumption, we produce the outcomes in (14). Note that these outcomes are identical to those in (13).

	(14) 	[image: ]




To derive the surface forms, we can propose that the Tone Mapping Procedure applies once more after suffixation, yielding the outputs in (15).

	(15) 	[image: ]




We can see from (14) and (15) that if tone association takes place before suffixation, it must be allowed to apply once again after suffixation in order to derive the suffix tonal alternation. Moreover, as (15d) shows, we still need an additional rule simplifying the rising contour of the root vowel to a low tone.
Now let’s consider the reason for tone association to apply before suffixation. If tone association applies before suffixation, it is to ensure that the underlying /H/ of -í and /L/ of -[image: U+014B]gàà are associated only with the suffix vowels. This is tantamount to assuming that the suffixes -í and -[image: U+014B]gàà are linked to a /H/ or /L/ tone in underlying representation as in (16e) and (16f). In other words, we can modify the assumption in (12a) that suffix tones are unlinked. If we assume instead that suffix tones are linked, we may be able to obtain the right results. To see this, consider the underlying representations for the six forms in (16). In these representations, we continue to assume that root tones are unlinked. However, depending on the tonal behaviors of suffixes, some have a linked high tone as is the case with -í; some have a linked low tone as with -[image: U+014B]gàà; still others are toneless such as -hu.

	(16) 	[image: ]




If we apply the Tone Mapping Procedure in (9), we derive precisely the surface tone patterns for the six forms, as (17) demonstrate.

	(17) 	[image: ]




As these derivations show, if we allow the possibility that tones may be linked, the Tone Mapping Procedure in (9) needs to apply only once to obtain the correct outputs for all six forms. There is no need for additional rules or for the Tone Mapping Procedure to apply twice. We will demonstrate in section 4.3 that we have to entertain this possibility to account for the tonal behaviours of the fàndé vs. nàvó type of root.
If tones may be linked in underlying representation, it follows that the extreme view of the autosegmental analysis must be rejected. At its extreme, the autosegmental view claims that all tones are morphemic, that is, unlinked in underlying representation. This view claims essentially that all relations between tones and TBUs are predictable and may be expressed by rules such as those in (9). We see from this analysis of -[image: U+014B]gàà and -í that this is not the case. Some associations between tones and TBUs are not predictable. They must be specified in underlying representation. At the same time, this analysis of the tonal alternations triggered by the suffixation of -hu and -ma shows that the extreme version of the segmental view of tone presented in Chapter 13 is also untenable. The segmental view, at its extreme, claims that all relations between tones and TBUs are unpredictable; hence, they must be stipulated in underlying representation. We see from the tonal distribution data in Chapter 13 and from the tonal alternations that some relations between tones and TBUs are predictable. Representing root tones autosegmentally provides a straightforward account of the root and suffix tone alternations in b[image: U+1F72]l[image: U+1F72]-hù vs. mbà-hú and mb[image: U+01CE] vs. mbà-hú. The autosegmental representation makes it possible to extend the Tone Mapping Procedure directly to the suffixed forms, thus providing additional support for the claim that root tones are autosegmental.
4.2 Root contour tone alternations
Let’s consider the root contour tone alternations. We see in (4) that some roots alternate between a rising and a low tone, seen in mb[image: U+01CE] and mb[image: U+01CE]-[image: U+014B]gàà vs. mb[image: U+1F72]-í. Some roots reveal a variation between a falling and a high tone: e.g. mbû vs. mbú-[image: U+014B]gàà and mbú-[image: U+2193]í; [image: U+0272]àhâ vs. [image: U+0272]àhá-[image: U+014B]gàà and [image: U+0272]àh[image: U+1F73]-[image: U+2193]í. In addition, the high tone of -í is downstepped, marked by[image: U+2193].
Consider the rising and low tone alternation exemplified by mb[image: U+01CE] and mb[image: U+01CE]-[image: U+014B]gàà vs. mb[image: U+1F72]-í first. We see from mb[image: U+01CE] and mb[image: U+01CE]-[image: U+014B]gàà that the root vowel has a rising tone when it appears by itself or with the low-toned suffix; it has a low tone when it takes the high-toned suffix: cf. mb[image: U+1F72]-í. There are two ways to handle this alternation: (i) treat /mb[image: U+1F72]/ as the basic form and derive [mb[image: U+01CE]] from /mb[image: U+1F72]/ or (ii) treat /mb[image: U+01CE]/ as the basic form and derive [mb[image: U+1F72]] from /mb[image: U+01CE]/. The option in (i) does not work for two reasons. First, as we have demonstrated, the root mb[image: U+01CE] must be analyzed as having an underlying /LH/ tone sequence, not just a /L/ tone. Second, if we were to derive [mb[image: U+01CE]] from /mb[image: U+1F72]/, it would require a rule inserting a high tone on a TBU with a low tone when the root appears alone or before a low-toned suffix. The problem is that not all low-toned TBUs surface with a rising contour when the root appears alone or before a low-toned suffix: cf. kpà ‘debt’ and kpà-[image: U+014B]gàà ‘debts.’ For these reasons, we treat /mb[image: U+01CE]/ as the basic form and derive [mb[image: U+1F72]] from it. As /mb[image: U+01CE]/ appears as [mb[image: U+1F72]] only under the condition that a high toned suffix appears, we can state this rule tentatively as High Tone Deletion in (18).

	(18) 	High Tone Deletion:
[image: ]




This rule deletes the H part of a rising tone if a H tone follows. Note that this rule targets a LH rising tone, not just any H tone because a H tone can appear before a H tone, as demonstrated by p[image: U+1F73]l[image: U+1F73]-í ‘the house’ and nàvó-í ‘the money.’ Since contour tones are created only after the application of the Tone Mapping Procedure in (9), this implies that High Tone Deletion must be ordered after (9).
Now consider the second root tone alternation seen in mbû vs. mbú-[image: U+014B]gàà and [image: U+0272]àhâ vs. [image: U+0272]àhá-[image: U+014B]gàà. These forms reveal an alternation between a falling and a high tone on the last root vowel. Just like the alternation between mb[image: U+01CE] and mb[image: U+1F72]-í, we can treat either /mbú/ or /mbû/ as the basic form. The option of treating /mbú/ as the basic form is not possible for the same reasons we rejected /mb[image: U+1F72]/ earlier. For this reason, we do not repeat the arguments here. Now consider how [mbú] can be derived from /mbû/. Note that [mbú] appears only if a low tone follows. We can formulate this alternation tentatively as Low Tone Deletion.

	(19) 	Low Tone Deletion:
[image: ]




Low Tone Deletion deletes the L of a falling contour if it appears before a L tone. Just like High Tone Deletion, this rule targets a falling tone only. It does not apply to just any L tone followed by a L tone as demonstrated by [image: U+014B]gí.là-[image: U+014B]gàà ‘dogs.’ This means that Low Tone Deletion must apply after the Tone Mapping Procedure in (9) as well because falling contours are formed only after (9) applies.
Even though High Tone Deletion and Low Tone Deletion target different contour tones, they are not necessarily two different rules. We have seen one similarity between these rules. Both rules must be ordered after the Tone Mapping Procedure in (9). There are three other similarities. In both rules, it is the second component of a contour that is deleted. In both rules, the triggering tone follows the tone targeted for deletion. Finally, the triggering tone must be identical with the tone targeted for deletion. These similarities led Leben (1973, 1978) to suggest that they are not two, but one rule as in (20).

	(20) 	Tone Absorption:
[image: ]




In (20), αT and −αT are tonal variables. In Mende, αT can be a H or L tone; −αT, with the minus sign, indicates that this tonal variable has the opposite value of αT. This rule deletes −αT when it appears before −αT. In other words, the H of [LH] is deleted if it appears before a H tone and the L of [HL] is deleted if a L tone follows. Following Hyman and Schuh (1974), Leben names this rule as Tone Absorption, because the triggering tone appears to have absorbed the second component of a contour tone.
There are two remaining alternations seen in mbû vs. mbú-[image: U+2193]í and [image: U+0272]àhâ vs. [image: U+0272]àh[image: U+1F73]-[image: U+2193]i. They show two tonal processes: a rising~low tone alternation affecting the root vowel and downstep affecting the suffix high tone. Note that Tone Absorption cannot account for the root rising~low tone alternation because it deletes a tone only if it is followed by an identical tone. When a HL falling tone appears before a H tone, this condition of Tone Absorption is not met; hence it cannot be responsible for this tone alternation. In addition to the root tone alternation in these forms, there is a concurrent downstep process affecting the suffix high tone. Recall that downstep is generally triggered by the presence of a preceding L tone. Thus, the disappearance of the L of HL on the last root vowel in mbú-[image: U+2193]í and [image: U+0272]àh[image: U+1F73]-[image: U+2193]í may be related to the downstep affecting the suffix H tone.
We have established that the basic forms of the roots are /mbû/ and /[image: U+0272]àhâ/, meaning that they have an underlying /HL/ and /LHL/, respectively. Moreover, the suffix -í is underlyingly linked to a H tone. Thus, these four forms have the underlying representations in (21).

	(21) 	[image: ]




With these underlying representations, we have two options to derive the H tone on the root vowel and downstep on the suffix vowel. The first option is to prevent the rightmost floating L tone in (21b) and (21d) from associating to the last root vowel. This option requires modifying the second step in (9b): associate any remaining unlinked tones with the last TBU. To accomplish the desired results, we need to separate this step into two separate steps – one affecting the H tone and one affecting the L tone – in (22a) and (22b).

	(22) 		a. 	Associate any remaining unlinked H tones to the last root TBU.



	b. 	Associate any remaining unlinked L tones to the last root TBU only if this L tone appears word-finally or before a L tone.







The reason for splitting (9b) into two steps is that only unlinked L tones cannot associate to the last root vowel. Floating high tones are not affected. Hence, we have to state the associations affecting H and L tones separately. Moreover, we must add two conditions in (22b) in order to prevent some floating L tones from associating to the root vowel, because unlinked L tones in (21a) and (21c) must be allowed to associate in order to create the contour tones. Unlinked L tones preceding the low-toned suffix -[image: U+014B]gàà in mbú-[image: U+014B]gàà and [image: U+0272]àhá-[image: U+014B]gàà must also be allowed to link to the last root TBU before Tone Absorption in (20) can apply. If we apply the Tone Mapping Procedure with (9b) replaced by (22), we derive the outputs in (23). In (23), we use solid lines to signal the associations resulting from (9a) and dotted lines to mark the associations resulting from (22).

	(23) 	[image: ]




Note that the rightmost L tone in (23b) and (23d) cannot associate to the last root vowel, because it does not appear word-finally or before a L tone. This floating L tone is realized as a downstep on the following H tone. Thus, by preventing the L tone from linking to the root vowel, we derive the root tone alternation as well as the downstep.
There is a second way to achieve the representations in (23). We can retain the Tone Mapping Procedure in (9). Once the Tone Mapping Procedure is applied to the underlying representations in (21), we obtain the outcomes in (24).

	(24) 	[image: ]




To derive the outcomes in (23b) and (23d), we can delink the association between the L of a HL falling tone under the condition that it precedes a H tone as in (25).

	(25) 	Low Tone Delinking:
[image: ]




Unlike Tone Absorption that removes both the tone and the association line, Low Tone Delinking erases only an association line, leaving a L tone floating. This creates exactly the same representations as those in (23b) and (23d). Thus, the application of Low Tone Delinking generates a H tone on the last root vowel and a floating L tone, realized as a downstep on the following H tone.
We know of no clear evidence from Mende distinguishing these two options. Both options require an additional operation: an additional step in (22) or an additional rule in (25). However, the step that links unlinked L tones in (22b) requires reference to two conditions, while (25) requires only one. Thus, Low Tone Delinking appears to be slightly simpler. For this reason, we assume Low Tone Delinking as the solution, leaving the final resolution to future investigations.
4.3 Tonal alternation affecting the fande type of roots
Mende has an alternation affecting some noun roots with two TBUs and an underlying /LH/. The data illustrating this alternation are identified in (6). Some roots of this type alternate between [L H] and [L L]. The [L H] pattern shows up when the roots appear without any suffix or with the low tone suffix -[image: U+014B]gàà as in fàndé and fà.ndé-[image: U+014B]gàà. The [L L] pattern is seen when the roots appear with the high-toned suffix -í and the toneless suffix -ma: fà.ndè-í, and fàndè-má. The challenge that this type of root poses for the analysis lies in the fact that some roots of this type do not alternate. They surface consistently with a [L H] tone sequence: e.g. nàvó, nàvó-[image: U+014B]gàà, nàvó-í, and nàvó-má. According to Innes (1967), the roots of the alternating fande type account for the vast majority while the roots of the non-alternating navo type are the minority. In what follows, we consider two analyses of these data so that you can see the reasoning for the adopted analysis. We name these two analyses the Diacritic Solution and the Representational Solution. These names will become obvious once you see how they work.
Consider the Diacritic Solution first. We can propose a rule that spreads a low tone to a TBU with a high tone under the condition that this high tone appears before a high tone. Let’s refer to this rule as Low Tone Spreading and Delinking or LTSD.

	(26) 	Low Tone Spreading and Delinking:
[image: ]




LTSD involves two steps. First, the L tone spreads rightwards onto the following mora with a H tone. This operation is marked by the dotted line and arrow. Second, this spreading results in the delinking of the H tone from the targeted mora, marked by the severed association line. LTSD operates on the tones that are associated to TBUs. Hence it must be ordered after the Tone Mapping Procedure in (9). In other words, LTSD applies to the outputs of (9), which are shown in (27).

	(27) 	[image: ]




Note that as a result of (9), the representations for fàndè-í and nàvó-í are identical: cf. (27c) and (27f). Both have a linked [L H H] tonal sequence. In order for LTSD to apply only to the fande type of root, we must specify that only roots of this type undergo LTSD. This can be accomplished by a diacritic mark, which attaches to the fande type of root, designating the forms with this diacritic as the targets of LTSD. This analysis amounts to the claim that the roots of the fande type are exceptional because they alone have this diacritic. This, of course, is not consistent with the statistic distribution, which suggests that the roots of the fande type are much more common. Moreover, as a device, the diacritic is not related to any existing devices used to represent tone.
The most serious problem is that this analysis does not work for fàndè-má, that is, when the root appears with the underlying toneless suffix -ma. As a result of the Tone Mapping Procedure, this form has the representation in (28a). As a comparison we have also included the representation for nàvó-má in (28b).

	(28) 	[image: ]




LTSD, as it is formulated in (26), cannot apply to (28a) to derive the desired [L L H], because the H tone does not appear before another H tone. We can revise LTSD such that it applies to (28a). The problem with this solution is that the forms with [L H H] are attested. Recall that Mende noun roots with three TBUs and an underlying /LH/ surface as [L H H]: e.g. ndà.vú.lá ‘sling.’ Roots of this type have exactly the same representation as (28a) after the application of the Tone Mapping Procedure. Put simply, we do not want LTSD to apply to the forms with the representation in (28a). The point of this discussion is to show that the Diacritic Solution does not work. Even by stipulating the roots as the undergoers of LTSD, we cannot account for the [L L H] pattern seen in fàndè-má. This, together with the other problems we pointed out earlier, suggests that this is not the right approach.
The problem with the Diacritic Solution lies with the assumption that LTSD applies to the outputs of (9). At this point, the representations of the fande vs. navo types are indistinguishable, which trigger the need for diacritics. Thus the solution lies in ordering the rule before the application of (9). If fande and navo are represented differently, then the rule can appeal to this difference in selectively targeting only the roots of the fande type. Leben (1978) proposes just such a solution. On the basis of the statistical distribution, he suggests that the fande type of roots should be the norm while the navo type should be treated as the exception. He proposes that fande and roots like fande have underlying floating tones, /LH/, to be precise, like all other noun roots, as shown in (29a). Roots of the navo type have the same /LH/ tones. But they have a linked H tone to distinguish them from the fande type of roots as in (29b).

	(29) 	[image: ]




As fàndè-má surfaces with [L L H], the Tone Mapping Procedure in (9), as it stands, does not work; it predicts [L H H] rather than the desired [L L H]. To derive [L L H], the H tone in (29a) must be mapped onto the last TBU. To accomplish this task, the Tone Mapping Procedure in (9) must be revised as in (30).

	(30) 	Revised Tone Mapping Procedure
	a. 	Associate a final H with the rightmost TBU.



	b. 	For any tones that are not associated with TBUs, associate the first tone with the first TBU, the second tone with the second TBU, and so on, until all tones or TBUs are exhausted.



	c. 	Associate any remaining unlinked tones with the last TBU.



	d. 	Associate any linked tone rightwards with any TBU without a tone.







The revised tone mapping procedure incorporates two changes that are highlighted in bold. One is the addition of (30a), which prioritizes the association of the final H tone to the last mora. The second revision is that the association of linked tones proceeds from left to right in (30d). You will see shortly why these changes are necessary. With these revisions, we predict correctly that fàndè-má should surface with [L L H] while nàvó-má has the [L H H] pattern, as demonstrated in (31). In (31), we use “. . .” to mark the association resulting from (30a), “- -” to mark the association resulting from (30b), and “-.-” to mark the association resulting from (30d).

	(31) 	[image: ]




Now consider fàndé, fà.ndé-[image: U+014B]gàà, fà.ndè-í, and nàvó, nàvó-[image: U+014B]gàà, nàvó-í. Following the assumption that fande has floating /LH/ tones and navo a floating L and a linked high tone, these forms have the representations in (32).

	(32) 	[image: ]




Now pay attention to (32c), the representation for fà.ndè-í. This form surfaces with [L L H], but its underlying representation has [L H H]. If we follow the Revised Tone Mapping Procedure in (30), we would derive [L H H]. To derive [L L H], we must erase the floating H tone. This can be accomplished by Floating High Tone Deletion or FHTD in (33).

	(33) 	Floating High Tone Deletion:
[image: ]




In (33), the floating H tone is marked by the lack of the association line between H and the mora. As a result of FHTD, the H tone is erased. Crucially, FHTD cannot erase the H tone of the second root vowel in (32f) because this tone is linked and does not meet the target requirement of FHTD.
As FHTD targets unlinked tones, it must be ordered before the Tone Mapping Procedure in (30). In (34), we show the outputs of applying FHTD to the representations in (32). As (34c) shows, only the floating H tone of fà.ndè-í is removed.

	(34) 	[image: ]




We then apply the first two steps of the Tone Mapping Procedure in (30), which produces the results below.

	(35) 	[image: ]




The step in (30c) is not applicable because no tone remains unlinked, following (30b). We then apply the last step in (30d), producing the outcomes in (36).

	(36) 	[image: ]




As (36c) shows, the mapping of linked tones to toneless TBUs must proceed from left to right. Otherwise the H tone of the suffix -í can be incorrectly associated to the second root vowel, predicting fà.ndé-í rather than the attested fà.ndè-í. This is why we revise the association of linked tones as in (30d).
As you can see, this solution relies crucially on representing fande and navo differently, one with floating tones and one with a linked high tone. For this reason, we call this solution the Representational Solution. The Representational Solution is superior to the Diacritic Solution for two reasons. First, the Representational Solution treats roots of the navo type as exceptions in accordance with the statistical fact that they are much less common in Mende. The linking of H to the second root vowel in this type of root suggests that the relation of H to the root vowel is not predictable; hence, it is stipulated in underlying representation. This proposal views roots of the navo type as exceptional because they require a stipulation that their H tone is linked to a specific root vowel. In contrast, roots of the fande type are treated as the norm because their underlying representations are identical with those for all other noun roots in that they all have floating tones. Second, the Representational Solution makes use of an existing mechanism – prelinking tones to TBUs in underlying representation – to mark the navo type of root as exceptional. We have shown from the analysis of -[image: U+014B]gàà and -í that some relations between tones and suffix TBUs are not predictable and must be specified. This analysis suggests that some relations between root tones and TBUs are not predictable, either. They must also be stipulated. Thus the Representational Solution does not need to appeal to a different device – a diacritic – as required by the first solution.
Before we conclude, let’s point out that FHTD has implications for the roots with an underlying floating /H/ tone or /LH/ tones when these roots appear with the high-toned suffix -í. That is, it impacts the derivations for k[image: ]-í ‘the war,’ p[image: U+1F73]l[image: U+1F73]-í ‘the house,’ and mb[image: U+1F72]-í ‘the rice’ (c.f. mb[image: U+01CE] ‘rice’). These forms have an underlying floating H tone before a H tone, which is also subject to deletion. We leave the derivations for these forms and the implication for the fourth step of the Tone Mapping Procedure in (30d) for you to figure out.
4.4 Summary
We have presented an account of tonal alternations triggered by the suffixation of -hu, -ma, -[image: U+014B]gàà, and -í. This account maintains the claim that most Mende root tones are morphemic. Representing tones as the properties of morphemes enables us to extend the Tone Mapping Procedure (intended for the tonal distribution) to tonal alternation data. This representation, together with the Revised Tone Mapping Procedure in (30), provides an account of the tonal alternations in roots and suffixes: namely, the root contour~level tone alternation and the H~L tone alternation of -hu and -ma. The advantage of this analysis is that it provides a unified analysis of tonal distribution and alternation. Even though tones are morphemic in most roots, this analysis of tonal alternation has identified the need to represent some tones as the underlying properties of individual segments. In analyzing the alternations triggered by -[image: U+014B]gàà and -í, we see that the low tone of -[image: U+014B]gàà and the high tone for -í are linked. In addition, a small number of roots, those of the navo type, have a linked H tone. This analysis of tonal alternation has led to the conclusion that neither the autosegmental nor the segmental view of tone at their extreme can be sustained. There needs to be a compromise between these two extreme views, something we hinted at toward the end of Chapter 13. The analysis presented here shows what this compromise looks like.
This analysis has also revealed the need for phonological rules as a device to express the tonal alternations in roots caused by the suffixation of -[image: U+014B]gàà and -í. We proposed three rules in this analysis: (a) Tone Absorption in (20) to account for the alternation in mb[image: U+01CE] vs. mb[image: U+1F72]-í and mbû vs. mbú-[image: U+014B]gàà; (b) Low Tone Delinking in (25) to account for the root tone alternation and downstep in mbû vs. mbú-[image: U+2193]í; and (c) Floating High Tone Deletion in (33) to account for the alternation in the roots of the fande type. Moreover, the account of the fande vs. navo type of root shows that the Tone Mapping Procedure in (9) needs to be revised as in (30). Finally, the analysis suggests that the three rules, together with the Revised Tone Mapping Procedure in (30), must be ordered as in (37).

	(37) 		a. 	Floating High Tone Deletion



	b. 	Tone Mapping Procedure



	c. 	Tone Absorption and Low Tone Delinking







Floating High Tone Deletion must apply before Tone Mapping Procedure because it targets floating tones. In contrast, Tone Absorption and Low Tone Delinking both target linked tones. For this reason, they must apply after the Tone Mapping Procedure in (30). The relative ordering of Tone Absorption and Low Tone Delinking does not seem to matter in Mende.
5. Conclusion
This chapter introduces the phenomena of tonal alternation. We show that the tones of morphemes can vary as a result of morphological processes. Like segmental alternations discussed in Unit 2, tonal alternations can affect both roots and affixes, resulting in complex interactions of alternations. In addition, we see that tonal alternations may be related to distributional restrictions on tones. As our analysis shows, the L~H tone alternation seen on -hu and -ma results from the extension of root tones onto the suffix vowels. We demonstrated that the mapping of tones to suffix TBUs follows the same Tone Mapping Procedure as the mapping of tones to root TBUs.
This analysis of Mende tonal alternations reveals the continued need for viewing tone not as a property of segments but as a property of morphemes. We see that autosegmental representations, which place tonal features on a separate tier from the features that define the segments and use association lines to express relations between tone and segments, play a critical role in expressing tone as a morphemic property. The need for representing tone autosegmentally is evident especially in the analysis of tonal alternations triggered by -hu and -ma. This representation captures two important properties of tone. First, tonal processes can act independently of segmental processes. We see this in Tone Absorption, Low Tone Delinking, and Floating H Tone Deletion, none of which cares about the segments involved. Second, some relations of tones to segments are predictable. Autosegmental representations capture this by leaving tones unlinked in underlying representation. Rules, which map tones to segments, express the predictable relations between tones and segments. At the same time, the Mende data also show that not all relations between tones and segments are predictable. We showed that autosegmental representations can capture this as well by prelinking some tones to specific segments in underlying representation.
The tonal alternation data also provide support for treating contour tones as a sequence of level tones rather than as independent entities themselves. This view claims that contour tones may be derived from level tones. Mende tonal alternations provide two kinds of evidence for this view. One piece comes from the tonal alternations triggered by -í and -[image: U+014B]gàà and expressed by Tone Absorption in (20). Recall that this rule collapses two rules targeting two different tonal contours: rising and falling tones. If we were to treat rising and falling tones as independent entities and represent rising and falling tones as R and F, respectively, there would be no way to simplify these two rules into one, because both rules remove only part of the contours, that is, the second part. Viewing contours as a sequence of level tones makes it possible to state rules that affect part of tonal contours. It enables us to capture the identity of the two rules by collapsing them into one. The second piece of evidence comes from the behaviour of -hu and -ma. In Chapter 13, we showed that contour tones arise from the fact that there are more tones than TBUs. They disappear when there are equal numbers of tones and TBUs or more TBUs than tones. We see the same result in the roots taking the two toneless suffixes. When -hu and -ma are affixed to the roots with contour tones, contour tones disappear, because they each supply a TBU not available to the bare roots.
We stated at the start of this chapter that the key objective of this chapter is to develop your ability to handle tonal alternation. To develop this ability, we need to expose you to tonal alternation phenomena and the analyses of such phenomena. By analyzing Mende tonal alternations and contrasting the analytical options at each step, we attempt to show how tonal alternations are handled and develop your understanding of the reasoning for the analytical choices taken by linguists. As we emphasized repeatedly, even though this presentation may appear to favor a particular view, the goal is not to convince you that the proposed analysis is right. The goal is to develop your understanding of the reasoning that led to the development of particular views. Ultimately we hope that through the analysis, you can develop your own analysis and the arguments for the analysis.

Exercises
Discussion/Reading response questions
Question 1: Chapter 14 introduces tonal alternation data in Mende. Examine these data and discuss at least two similarities and one difference between tonal distribution data in Chapter 13 and tonal alternation forms in this chapter. Provide examples to illustrate the similarities and differences between distribution and alternation data.


Question 2: We conclude in this chapter that the extreme version of the autosegmental view of tone cannot be maintained. Identify the tonal data from Mende that lead to this conclusion and discuss how they show that at least some tones must be linked to segments in underlying representation.



Multiple-choice/Fill-in-the-blank questions
(1) According to the analysis adopted in this chapter, which of the following provides the correct derivation for [image: U+014B]gílà-mà ‘on dog’? Note that the derivations proceed from top to bottom.
[image: ]


(2) Section 4 compared two analyses of tonal alternations and came to the conclusion that we need Floating High Tone Deletion, Revised Tone Mapping Procedure, Tone Absorption, and Low Tone Delinking. Let’s consider whether this analysis can account for mb[image: U+01CE] ‘rice’ vs. mb[image: U+1F72]-í ‘the rice,’ mbû ‘owl’ vs. mbú-[image: U+014B]gàà ‘owls,’ and [image: U+0272]àhâ ‘woman’ vs. [image: U+0272]àhá-mà ‘on woman.’ First, supply the underlying forms for (1b), (1d), and (1f). (1a), (1c), and (1e) are done. Ignore the a~[image: U+025B] alternation of mb[image: U+01CE]/ mb[image: U+1F72].


[image: ]




(3) Apply Floating High Tone Deletion in (33).


[image: ]




(4) Apply the Revised Tone Mapping Procedure in (30).


[image: ]




(5) Apply Tone Absorption in (20) and Low Tone Delinking in (25).


[image: ]




(6) Which form, if any, is problematic for the proposed analysis according to these derivations?

a. mb[image: U+1F72]-í

b. mbú-[image: U+014B]gàà

c. [image: U+0272]àhá-mà

d. None of the three


(7) Towards the end of section 4.3, we stated that Floating High Tone Deletion in (33) impacts forms such as k[image: ]-í ‘the war’ and p[image: U+1F73]l[image: U+1F73]-í ‘the house’ and has implications for the last step of the Revised Tone Mapping Procedure in (30d). Now consider what this implication might be for p[image: U+1F73]l[image: U+1F73]-í. What is its underlying tonal representation according to the analysis?

[image: ]


(8) As Floating High Tone Deletion applies first, what outcome does this rule predict?

[image: ]


(9) The Revised Tone Mapping Procedure applies next. What outcome does the procedure predict?

[image: ]


(10) You might have realized that the fourth step of the Revised Tone Mapping Procedure (associate any linked tone rightwards with any TBU without a tone) does not work for p[image: U+1F73]l[image: U+1F73]-í. Which revision works for all forms? Hint: Pay attention to the derivations for b[image: U+1F72]l[image: U+1F72]-í in (16)–(17) and fà.ndè-í in (34)–(36).

a. Associate any linked tone leftwards with any TBU without a tone.

b. Associate any linked tone with any TBU without a tone.

c. Associate any linked tone rightwards with any TBU without a tone. Then associate the linked tone leftwards, if there are still TBUs without a tone.

d. None of the above



Problems for analysis
(11) Problem 1: Tones of nominal compounds in Mende
Leben (1978: 195–196) reports the following nominal compound forms in Mende, which are formed from mono-morphemic nouns you are familiar with, together with -hinda ‘business, matter.’


[image: ]



This compounding process triggers tonal variations. Examine the compound forms and provide an analysis of the tonal alternations. Address these points in your analysis.

a. Identify the tonal changes in both members of the compounds. What are they? What trigger the tonal alternations?

b. Compare tonal alternations in nominal compounds with tonal alternations triggered by suffixes analyzed in this chapter. Do you see similarities? If so, what are they?

c. Extend the analysis in this chapter to nominal compounds. Can the tonal alternations in nominal compounds be accounted for? What change, if any, needs to be made about the analysis in this chapter?

d. Determine whether these compound forms provide support for the autosegmental analysis.


(12) Problem 2: Tones of nouns with -fele in Mende
In what follows, we present data from Dwyer (1978: 182), which compare mono-moraic nouns when they appear in isolation, with these nouns when they appear before a low-toned suffix -fèl[image: U+2193]e/-fèlé and before the high-toned suffix -í.


[image: ]



Examine the tones of nouns taking -fèl[image: U+2193]é/-fèlé and provide an analysis. Discuss these points.

a. Determine the tonal variations in both noun roots and the suffixes and state the generalizations governing the tone alternations.

b. Develop an analysis of the tonal alternations. Try to extend the autosegmental analysis in this chapter to the forms in (I) through (IV). Consider if any change needs to be made.

c. Consider whether these forms provide support for the claims of Autosegmental Theory: i.e. tone can be morphemic and contour tones are composites of level tones, etc.

d. Demonstrate your analysis with derivations, especially for the six forms in (III) and (IV).


(13) Problem 3: Tonal alternations in Etsako reduplication
Etsako, a Kwa language spoken in Nigeria, possesses reduplication, a morphological process used to express the meaning ‘every.’ The data, which are taken from Ann (1988) (who attributes them to Elimelech (1978)), illustrate the segmental and tonal variations that result from reduplication.


	ówà	‘house’	ów[image: U+2193]ówà	‘every house’
	ídù	‘lion’	ídw[image: U+2193]ídù	‘every lion’
	údì	‘palm tree’	údy[image: U+2193]údì	‘every palm tree’
	útsádè	‘pot’	útsád[image: U+2193]útsádè	‘every pot’
	áyòxò	‘coco-yam’	áyòxáyòxò	‘every coco-yam’
	ólùmhì	‘corpse’	ólùmhyólùmhì	‘every corpse’
	òyèdé	‘banana’	òyèdóyèdê	‘every banana’





Examine these forms and provide an analysis of the alternations that result from reduplication. For this problem, you can ignore the falling tone on the last syllable of òyèdóyèdê ‘every banana,’ which likely arises from a rule that inserts a low tone after a high tone in pre-pause position. Consider these questions.

a. How are the reduplicative forms constructed? Do they copy the whole word or part of a word?

b. What are the segmental and tonal alternations? What causes the alternations? State the generalizations.

c. How can the segmental and tonal alternations be analyzed? In other words, what are the underlying representations and rules?

d. Are the rules ordered? If so, how? Illustrate your analyses with derivations for ówà, ów[image: U+2193]ówà, áyòxò, áyòxáyòxò, òyèdé, and òyèdóyèdê.

e. Do the Etsako forms provide evidence for the autosegmental claim that tone can act independently of the segments?


(14) Problem 4: The distribution and alternation of nasality in Warao
Problem 4 of Chapter 13 asked you to develop an autosegmental analysis of the distribution of nasality in in Warao. In Problem 4 of Chapter 7, you were presented with alternation data illustrating nasal harmony in Warao, which are reprinted here.

	I. 		tue-a-e	‘he belched’	vs.	temõ[image: U+0129]-ã-[image: U+1EBD]	‘he blew’
	eu-a-in[image: U+1EBD]	‘I punched a hole in it’	vs.	nõn-ã-[image: U+0129]n[image: U+1EBD]	‘I made’
	hon[image: U+0129][image: ]ãku-hae	‘it is a turtle’	vs.	panãpanã-[image: ]ã[image: U+1EBD]	‘it is a porpoise’
	esoho-ya	‘he pours’	vs.	nãõ-[image: U+1EF9]ã	‘he comes’
	waku-inã	‘many-turtle (place)’	vs.	m[image: U+0169][image: ]ã-[image: U+0129]nã	‘many-ant (place)’




	II. 				vs.	mõã[image: U+0169]-pu	‘give them to him’
	tue-te	‘he will belch’	vs.	nãõ-te	‘he will come’
	esoho-kore	‘pouring’	vs.	anã[image: U+1EF9]ã-kore	‘getting dark’





Provide a unified analysis of both the distribution of nasality in Problem 4 of Chapter 13 and alternation in (I) and (II). Address these questions.

a. What is the representation of nasality of Warao suffixes? Consider whether they have an underlying [+nasal] or not and which suffixes have [+nasal] and which ones do not.

b. How do the underlying nasality representations of suffixes in Warao compare with underlying tonal representations of Mende suffixes? In what way are the representations of suffixes such as -hae/-[image: ]ã[image: U+1EBD] and -in[image: U+1EBD]/-[image: U+0129]n[image: U+1EBD] similar to or different from the tonal representations of Mende suffixes?

c. Can you extend the autosegmental analysis you developed of the distributional data in Problem 4 of Chapter 13 to the alternation forms? Does the analysis need to be changed?





15 Yoruba tone asymmetry and derivational accounts of asymmetry

1. Introduction
We analyzed Mende tone distribution and alternation in Chapters 13 and 14. Mende contrasts two tones: H(igh) and L(ow). They exhibit co-occurrence restrictions such that only some of the logically possible tone patterns are attested in mono-morphemic nouns. Examination of poly-morphemic nouns reveals that suffixes may alternate in tone, with their tones dependent on the tone of the noun roots. We concluded that the tone distribution and the suffix tone alternation support the view that Mende tones are not always properties of the units that bear these tones on the surface. In terms of representation, this means that tones can be floating in Mende and its surface tones result from the rules that map tones to tone-bearing units (TBUs). This chapter continues the examination of tone, focusing on a series of tonal alternations that result from vowel contact in Yoruba. Yoruba contrasts three tones: H, M(id), and L. These tones appear similar. But as we demonstrate, one tone behaves very differently, resulting in tone asymmetry.
Tonal phenomena such as those in Yoruba raise the question of the proper treatment of phonological asymmetry, of which tone asymmetry is a sub-type. We consider two theories of asymmetry here: Contrastive Specification and Radical Underspecification. Contrastive Specification (henceforth, CS), which was developed in works such as Mester and Itô (1989) and Steriade (1987), among others, holds that all contrastive properties must be specified in underlying representation. In Yoruba, this means that H, M, and L are all specified. According to this view, tone asymmetry follows from phonological rules, not representations, as contrastive tones have similar representations. In contrast with CS, Radical Underspecification (RU), which was developed in Archangeli (1984, 1988), Archangeli and Pulleyblank (1989, 1994), and Pulleyblank (1986, 1988), etc., claims that not all contrastive properties are specified. When applied to Yoruba, this means that the tone that behaves differently may be underspecified or unspecified. Tone asymmetry, under this view, is the result of phonological representations. This chapter evaluates these two theories against the tonal alternations in Yoruba. We show that while some evidence is consistent with both theories, neither is sufficient to explain the full range of tone behaviors in Yoruba.
This chapter serves three objectives. First, it introduces a new tonal phenomenon and expands your understanding of tone. In addition to asymmetry, Yoruba tones exhibit some of the classic autosegmental behaviors, behaviors known as tone stability. This chapter develops your understanding of such tonal behaviors, behaviors that led to the development of Autosegmental Theory. Second, this chapter introduces the two theories of asymmetry: CS and RU. These theories engendered significant debates in the 1980s and 1990s regarding the treatment of phonological asymmetry. This chapter highlights some of the arguments for or against both theories. The third and main objective of this chapter is to develop your ability to analyze tonal phenomena and evaluate competing treatments of asymmetry.
2. The puzzle
The tonal data that form the puzzle in this chapter are taken from Yoruba, a language spoken by 30 to 50 million people in Nigeria, Benin, and other parts of West Africa. Yoruba data are usually presented in orthographic forms. But to mark the pronunciations clearly, we have chosen to present the data in their phonetic forms. These changes are made in the representations of Yoruba sounds. In Yoruba orthography, the two low-mid vowels (classified in the literature as [−advanced tongue root] vowels) are represented by [image: ] and [image: ]; nasalized vowels are marked by n placed after vowel symbols; the voiceless palato-alveolar fricative is represented as [image: ]. We have replaced these orthographic symbols with [image: U+025B] and [image: U+0254] for the low-mid vowels, [image: U+1E7D] for nasalized vowels and [image: U+0283] for the voiceless palato-alveolar fricative.
In Yoruba, when a v(owel)-final verb comes before a v(owel)-initial noun, this vowel contact triggers a series of segmental and tonal alternations in regular speech. To understand these tonal changes, let’s first consider the tonal contrast. Yoruba contrasts three tones: H, M, and L. They are represented in the data as follows: c[image: ] (H), c[image: ] (M), and c[image: ] (L). In addition, both the M and L tone can be downstepped. As in previous chapters, we mark downstep with [image: U+2193]. We present the v-final verb data that illustrate this tonal contrast in (1).

	(1) 	Tonal contrast in verbs (Awobuluyi 1978: 148; Akinlabi and Liberman 2000: 33)
	H	rá	‘to disappear’	bú	‘to insult’	b[image: ]	‘to drop’

	M	r[image: U+0101]	‘torub’	b[image: U+016B]	‘to mildew’	b[image: ]	‘to worship’

	L	rà	‘to buy’	bù	‘to break off’	b[image: ]	‘to come’




Most of the Yoruba nouns are v-initial in the form of vcv, though Yoruba has some c(onsonant)-initial nouns as well. V-initial nouns can have only the M or L tone on the first syllable; H tones are not allowed. But c-initial nouns can have the H tone as well. The data in (2) illustrate the tonal contrast on the initial TBUs of v-initial nouns.

	(2) 	Tonal contrast on the first syllable of v-initial nouns (Bamgbo[image: ]e 1966: 2)
	M . . .	[image: ]gbá	‘calabash’	[image: U+0101]gb[image: U+014D]	‘circle’	[image: ]gbà	‘fence’

	L . . .	[image: ]gbá	‘garden egg’	àgb[image: U+014D]	‘infusion’	[image: ]gbà	‘equal’




Nouns, whether v-initial or c-initial, can have H, M, or L on their second TBU, as shown in (3).

	(3) 	Tonal contrast in the second syllable of disyllabic nouns (Bamgbo[image: ]e 1966: 1 and Akinlabi and Liberman 2000: 33)
	. . . H	[image: ]k[image: ]	‘hoe’	[image: ]tá	‘enemy’	pákó	‘plank’

	. . . M	[image: ]k[image: ]	‘husband’	[image: ]t[image: U+0101]	‘champion’	kés[image: U+0113]	‘place name’

	. . . L	[image: ]k[image: ]	‘vehicle’	[image: ]tà	‘place name’	pákò	‘chewing stick’




In Yoruba, a H tone that follows a L tone is realized as a rising tone on the surface. Similarly, a L tone following a H tone is realized as a falling tone. Thus, the forms ìgbá ‘garden egg,’ [image: ]tá ‘enemy,’ and pákò ‘chewing stick’ are pronounced as ìgb[image: ], [image: ]t[image: ], and pákô. The final rising and falling contours in these forms are predictable and are not marked in (2) and (3) to highlight the underlying tones.
We see in (1) that a v-final verb can have any of the three tones. V-initial nouns can have only two tones on the initial TBU and three tones on the second. This generates six (2×3) tone patterns for vcv nouns. Thus, the combination of a v-final verb with a v-initial noun produces eighteen (3×2×3) tone sequences in Yoruba. The data in (4) illustrate what happens to these eighteen tone patterns in regular speech. We arrange the data into two columns. The left column presents the verb+noun forms in deliberately slow speech. They form the inputs to the regular speech forms that appear in the right column. The data are further sorted into six groups according to the tone sequences of vcv nouns in slow speech. In each group, the tones of the verbs and the initial TBUs of the nouns are identical. They vary only with respect to the tones on the final TBUs of nouns. Now observe the segmental and tonal alternations in regular speech. Pay attention to the changes on both the first and second TBU of nouns. To help you identify the tonal changes, we have highlighted in bold the segments with tone changes.

	(4) 	Tone in vowel-contact situations (Akinlabi 1985; Pulleyblank 1986, 2004)
	Slow speech	Regular speech	Gloss
	a. rí[image: ]gbá	rígbá	‘see a calabash’
	rí [image: U+0101][image: U+0283] [image: ]	rá[image: U+0283] [image: ]	‘see cloth’
	rí [image: ]b[image: ]	r[image: ]b[image: ]	‘see soup’
	b. k[image: ] [image: ]k[image: ] [k[image: ] [image: ]k[image: ]]	k[image: ]k[image: ]	‘learn a lesson’
	rí [image: ]b[image: ]	r[image: ]b[image: U+2193][image: ]	‘see a knife’
	rí àpò	ráp[image: U+2193]ò	‘see a bag’
	c. [image: U+0283][image: U+0113] [image: ][image: U+0283][image: ]	[image: U+0283] [image: ][image: U+0283][image: ]	‘work (do work)’
	m[image: U+016B] [image: ]m[image: U+016B]	m[image: ]m[image: U+016B]	‘drink palm-wine’
	p[image: U+0101] [image: U+0113]jò	p[image: U+0113]jò	‘kill a snake’
	d. [image: U+0283][image: U+0113] [image: ]r[image: ] [[image: U+0283] [image: U+0113] [image: ]r[image: ]]	[image: U+0283] [image: ]r[image: ]	‘be friends’
	p[image: U+0101] [image: ]b[image: ]	p[image: ]b[image: ]	‘kill a monkey’
	[image: U+0283][image: U+0113] [image: ]f[image: ]	[image: U+0283] [image: ]f[image: ]	‘mourn’
	e. dì [image: U+014D]jú	d[image: U+012B]jú	‘close eye’
	w[image: ] [image: U+0101][image: U+0283][image: ]	w[image: ][image: U+0283][image: ]	‘wear cloth’
	jà [image: U+014D]lè	j[image: U+0101]lè	‘steal’
	f. kà ìwá [kà ìw[image: U+011B]]	kàw[image: U+011B]	‘read’
	rà [image: ]b[image: ]	r[image: ]b[image: ]	‘buy a knife’
	là [image: ]nà	lànà	‘plan out’






The data in (4e) and (4f) illustrate what happens to the L tone of a mono-syllabic transitive verb in regular speech. To help you understand (4e) and (4f), we present some additional data in (5) that illustrate what happens to the L tone of a verb when it is placed before an object noun.

	(5) 	Tonal change when a mono-syllabic transitive verb with a L tone precedes a lexical object with an initial L or M tone (Awobuluyi 1978: 51–52; Pulleyblank 1986, 117)
	r[image: ]	‘to be soft’	ó r[image: ] rír[image: ] [image: ]k[image: ]	‘it feels soft like [image: ]k[image: ]’
	m[image: ]	‘to know’	m[image: U+014D] m[image: ] [image: ]lé r[image: ]	‘I know his residence’
	w[image: ]	‘to go to’	ó w[image: ] [image: ]w[image: ]n	‘he went to prison’





We urge you to examine the data in (4) before proceeding to the next section. Identify for yourself the segmental and tonal changes when the slow speech forms are delivered in regular speech. Determine what triggers the changes. In (4b), we see the appearance of downstep in regular speech. Downstep, you might recall, is often interpreted as a floating L tone in tonal literature. Try to determine what causes the downstep.
3. Two derivational accounts of tonal asymmetry
We compare two analyses here: one based on CS and one based on RU. In (6a), we illustrate the underlying tonal specifications based on CS using rá ‘to disappear,’ r[image: U+0101] ‘to rub,’ and rà ‘to buy.’ As these forms show, H, M, and L are contrastive. Following CS, they are all specified. In contrast, RU claims that not all contrastive properties are specified. This means that some tone, even if it is contrastive, may be unspecified. The representations in (6b) illustrate the tonal specifications consistent with RU. We assume that the M tone is not specified in (6b).

	(6) 	[image: ]



The representations for rá ‘to disappear’ and rà ‘to buy’ are identical. They differ in whether M is specified for r[image: U+0101] ‘to rub.’
In section 3.1, we present a CS-based account of (4) followed by a RU-based account in section 3.2. To make the two accounts comparable, we have formulated the rules they require in similar ways wherever possible. Moreover, we have expressed some of the operations as separate rules so as to articulate precisely what the two accounts require, even though these rules may be simplified. It is important to stress that the two analyses do not differ in how these operations are expressed. We show in section 3.3 that the primary difference lies in their handling of tone asymmetry. Owing to the difference in representation, tone asymmetry emerges from rules in the CS-based account versus representations for the RU-based analysis.
3.1 Contrastive Specification
Consider (4a) first: i.e. r[image: ] [image: ]gbá ~ r[image: ]gbá ‘see a calabash,’ r[image: ] [image: U+0101][image: U+0283][image: ] ~ rá[image: U+0283][image: ] ‘see cloth,’ and r[image: ] [image: ]b[image: ] ~ r[image: ]b[image: ] ‘see soup.’ In these forms, a H-toned verb precedes a noun with an initial M tone in slow speech. Inspection of the regular speech forms reveals three changes. First, we see vowel deletion in all three forms. It appears that when two vowels come in contact, the first is deleted, though this is not always the case (cf. (4e) and (4f)). Second, even though the first vowel is deleted, its H tone appears to have survived. Note that the regular speech forms all show an initial H tone, rather than the initial M tone of a v-initial noun. These forms show that a TBU can be deleted without affecting its tone. Linguists refer to this type of tonal behavior as tone stability. Tone stability provides some of the evidence for Autosegmental Theory because it shows that tone can act independently of TBUs. The third change involves r[image: ] [image: ]b[image: ] ~ r[image: ]b[image: ]. The last vowel of this form has a L tone in slow speech, but surfaces with a falling tone in regular speech.
Let’s analyze these tone changes. In (7) we present the underlying representations in accordance with CS.

	(7) 	Underlying representations for r[image: ]gbá ‘see a calabash,’ rá[image: U+0283][image: ] ‘see cloth,’ and r[image: ]b[image: ] ‘see soup’
[image: ]



Vowel deletion applies first. In Yoruba, the rule governing vowel deletion is complex and is not our main concern. For this reason, we do not formulate the rule of vowel deletion here. It is clear that vowel deletion removes the first of two vowels in these forms, but leaves its H tone intact.

	(8) 	Vowel Deletion
[image: ]



At this point, the three forms all have a M tone linked to the initial TBU. As they all surface with an initial H tone, i.e. rígbá, rá[image: U+0283] [image: ], and r[image: ]b[image: ], the floating H must link to the initial TBU in (8). We can express this operation as Floating H-Linking.

	(9) 	Floating H-Linking:
[image: ]



In (9), (H) marks an unlinked or floating H tone; T stands for any tone. This rule performs two operations. First, it links to the TBU to its right, regardless of what tone it has. Second, Floating H-Linking severs the association line linking this TBU to its original tone T. Note that Floating H-Linking does not erase the original tone; it removes only the association line. This formulation is necessary for two reasons. First, a floating H tone can link to a vowel with a L as well as a M tone. Second, a L tone delinked by (9) is not deleted. In Yoruba, a floating L remains even after it is dislodged from its TBU. This will become clear once we consider (4b). Floating H-Linking produces the outcomes in (10).

	(10) 	Floating H-Linking
[image: ]



Ignoring the floating M tone for the moment, we see that the two TBUs of (10c) are linked to H and L, but this form surfaces with a final falling tone: r[image: ]b[image: ]. Recall from our analysis of Mende that a falling tone is analyzed as HL linked to one TBU. To derive the final falling tone, the last TBU of r[image: ]b[image: ] must be linked to both a H and a L tone. This outcome can be achieved by H-Spread in (11), a rule that spreads a H tone rightwards to a vowel with a L tone. This rule captures the generalization that a L tone following a H tone is always realized as a falling tone in Yoruba.

	(11) 	[image: ]



In (10), Floating H-Linking generates a floating M tone, but their surface forms – r[image: ]gbá, rá[image: U+0283][image: ], and r[image: ]b[image: ] – show no evidence of this M tone. Thus, this M tone must be deleted. We propose that Yoruba has Floating M-Deletion. This rule must target a floating M tone. A floating L is not erased as we show shortly.

	(12) 	Floating M-Deletion: (M) [image: U+2192] Ø



The application of H-Spread and Floating M-Deletion produces the outcomes in (13).

	(13) 	H-Spread and Floating M-Deletion
[image: ]



The removal of the floating M tone correctly yields r[image: ]gbá in (13a) and rá[image: U+0283][image: ] in (13b). In (13c), H spreads, creating the final falling contour of r[image: ]b[image: ].
Let’s move on to (4b): k[image: ] [image: ]k[image: ] ~ k[image: ]k[image: ] ‘learn a lesson,’ r[image: ] [image: ]b[image: ] ~ r[image: ]b[image: U+2193][image: ] ‘see a knife,’ and r[image: ] àpò ~ ráp[image: U+2193]ò ‘see a bag.’ In these forms, a H-toned verb appears before a noun with an initial L in slow speech. Just like (4a), we see the first of the two vowels deleted and its H tone preserved in regular speech. The retained H tone surfaces on the first TBU of the regular speech forms. The initial L tone of the noun seems to hang on, unlike the dislodged M tone in (4a). In k[image: ]k[image: ], this L tone appears on the second vowel, creating a LH rising contour. In r[image: ]b[image: U+2193][image: ] and ráp[image: U+2193]ò, it causes downstep, lowering a following M or L tone, according to Bamgbo[image: ]e (1966: 6), who was the first to note the behavior of this L tone. Here we see the first indication of tonal asymmetry involving the M tone. In (4a), the disconnected M tone disappears, but the dislodged L tone persists, manifesting itself as part of a rising tone or as downstep.
To see how these forms can be analyzed, consider their representations in (14).

	(14) 	Underlying representations for k[image: ]k[image: ] ‘learn a lesson,’ r[image: ]b[image: U+2193][image: ] ‘see a knife,’ and ráp[image: U+2193]ò ‘see a bag’
[image: ]



We apply vowel deletion first, which creates a floating H tone.

	(15) 	Vowel Deletion
[image: ]



To derive the initial H of k[image: ]k[image: ], r[image: ]b[image: U+2193][image: ], and ráp[image: U+2193]ò, Floating H-Linking must dock on a following TBU with a L tone in (15). For this reason, the target of Floating H-Linking in (9) was earlier specified as any tone marked by T. Applying Floating H-Linking, we derive (16).

	(16) 	Floating H-Linking
[image: ]



Recall that downstep is represented as a floating L tone in tonal literature. Thus, we can interpret the floating L in (16b) and (16c) as downstep. These forms show why a floating L cannot be deleted. It must be retained to explain why the final M and L tones are downstepped in these forms. Floating H-Linking correctly derives r[image: ]b[image: U+2193][image: ] and ráp[image: U+2193]ò, as (16b) and (16c) show. How about (16a)? This form surfaces with a final rising contour. Recall that rising tones are represented as LH linked to one TBU. To derive the rising contour, the floating L in (16a) must link to the second vowel with the H tone. We can express this rule as Floating L-Linking in (17), with (L) denoting an unlinked L.

	(17) 	Floating L-Linking:
[image: ]



Applying this rule to (16a), we derive k[image: ]k[image: ] correctly.

	(18) 	Floating L-Linking
[image: ]



To summarize, the asymmetry between the M and the L tone follows from two claims under CS. First, a floating L may be subject to relinking via Floating L-Linking, while no rule relinks a floating M tone. Second, a floating L tone is not subject to deletion, but a floating M is. The selective targeting of L for relinking and M for deletion is responsible for the preservation of L and the loss of M in Yoruba.
Now consider the three forms in (4c), which illustrate a M-toned verb in contact with a noun with an initial M tone: i.e. [image: U+0283] [image: U+0113] [image: ][image: U+0283][image: ] ~ [image: U+0283] [image: ][image: U+0283][image: ] ‘work (do work),’ m[image: U+016B] [image: ]m[image: U+016B] ~ m[image: ]m[image: U+016B] ‘drink palm-wine,’ and p[image: U+0101] éjò ~ péjò ‘kill a snake.’ These forms show vowel deletion. In addition, the first TBU surfaces with a M tone in regular speech while the tone of the last TBU remains unchanged. Let’s see the analysis of these forms. To save space, we present their representations following the application of vowel deletion.

	(19) 	Representations for [image: U+0283] [image: ][image: U+0283][image: ] ‘work (do work)’, m[image: ]m[image: U+016B] ‘drink palm-wine,’ and p[image: U+0113]jò ‘kill a snake’
[image: ]



Vowel deletion generates a floating M tone. As the M tone is not subject to any of the rules except for Floating M-Deletion in (12), these forms surface correctly as [image: U+0283] [image: ][image: U+0283] [image: ], m[image: ]m[image: U+016B], and p[image: U+0113]jò.
Turning to (4d), we see that these forms all have a M-toned verb preceding a noun with an initial L tone: [image: U+0283] [image: U+0113] [image: ]r[image: ] ~ [image: U+0283] [image: ]r[image: ] ‘be friends,’ p[image: U+0101] [image: ]b[image: ] ~ p[image: ]b[image: ] ‘kill a monkey,’ and [image: U+0283] [image: U+0113] [image: ]f [image: ] ~ [image: U+0283] [image: ]f [image: ] ‘mourn.’ As usual, the first vowel is deleted in regular speech. Moreover, we see that the M tone of the deleted vowel is erased as well, as the initial TBU surfaces with a L in the regular speech forms. These data provide the second indication of the asymmetry between M and the other two tones. In (4a), we see the H tone of the deleted vowel preserved in regular speech. If (4a) were any indication, we would expect the M tone of the deleted vowel in (4d) to be preserved as well. What we find is that the initial L of the nouns appears on the first TBU of all three forms in regular speech. Putting (4a) and (4d) together, we see that when a H or L tone comes in contact with a M tone, it is the M tone that is erased. That is, the M tone behaves differently from both H and L in Yoruba.
Now consider the analysis. In (20), we present the representations following deletion.

	(20) 	Representations following vowel deletion for [image: U+0283] [image: ]r[image: ] ‘be friends’, p[image: ]b[image: ] ‘kill a monkey,’ and [image: U+0283] [image: ]f [image: ] ‘mourn’
[image: ]



In (20a), vowel deletion yields a [L-H] tone pattern. To derive the final rising tone of [image: U+0283] [image: ]r[image: ], its second TBU must be linked to both L and H. This can be accomplished by L-Spread.

	(21) 	L-Spread
[image: ]



L-Spread spreads a linked L tone rightwards to a vowel linked to a H tone. As a result, the second TBU is linked to both L and H. This rule captures the generalization that a H tone following a L tone always surfaces as a rising tone in Yoruba. Once we apply L-Spread and Floating M-Deletion, we derive the attested forms.

	(22) 	L-Spread and Floating M-Deletion
[image: ]



We show that one significant difference between CS and RU lies in L-Spread in (21) and H-Spread in (11). Even though they are similar in that both spread a linked tone (L or H) to a following TBU with the opposite tone, they cannot be reduced to one in a CS-based account. In Yoruba, a H or L tone following a M tone never gives rise to a contour on the following TBU, as shown by [image: U+0283] [image: ][image: U+0283] [image: ] ‘work (do work)’ and p[image: U+0113]jò ‘kill a snake.’ That is, the M tone does not spread unlike H or L. This, by the way, is the third indication of the M tone asymmetry. By specifying the M tone as well as H and L, the CS-based account must posit L-Spread and H-Spread as two separate operations. We demonstrate later that this is one of the primary differences distinguishing CS from RU in their handling of the vowel contact phenomena in (4).
Finally, let’s analyze the forms in (4e) and (4f). These six forms all have a verb with a L tone. In (4e), the L-toned verbs appear before the nouns with an initial M tone: i.e. dì [image: ]jú ~ d[image: U+012B]jú ‘close eye,’ w[image: ] [image: U+0101][image: U+0283][image: ] ~ w[image: ][image: U+0283][image: ] ‘wear cloth,’ and jà õlè ~ j[image: U+0101]lè ‘steal.’ In (4f), they appear before the nouns with an initial L tone: i.e. kà [image: ]wé ~ kàw[image: U+011B] ‘read,’ rà [image: ]b[image: ] ~ r[image: ]b[image: ] ‘buy a knife,’ and là [image: ]nà ~ lànà ‘plan out.’ These forms exhibit two changes in regular speech. First, there is vowel deletion. But unlike (4a) through (4d), five of the six forms surface with the deletion of the second vowel. The lone exception is rà [image: ]b[image: ] ~ r[image: ]b[image: ]. Second, the regular speech forms in (4e) have a M tone on the initial TBU. This is unexpected. Following the analysis proposed so far, the deletion of the second vowel in forms such as d[image: ] õjú ~ d[image: U+012B]jú is supposed to create a floating M tone. A floating M tone should be deleted by Floating M-Deletion, which predicts d[image: ]jú with an initial L tone rather than d[image: ]jú with an initial M tone. The surface tone patterns of the three forms in (4f) are likewise surprising. Vowel deletion should generate a floating L tone in rà [image: ]b[image: ] ~ r[image: ]b[image: ] ‘buy a knife’ and là [image: ]nà ~ lànà ‘plan out.’ As the floating L is not deleted, it should trigger downstep, just as it does in (4b). But there is no evidence of downstep in (4f). In short, what is surprising about (4e) and (4f) is this. The L tone of the verb, which should be present, has disappeared. So how can we explain the loss of the verb L tone?
The data in (5) provide an answer. These data illustrate a tonal alternation between a L and M tone that applies to mono-syllabic transitive verbs. In Yoruba, a mono-syllabic transitive verb surfaces with a L tone in citation form: e.g. r[image: ] ‘to be soft.’ But when it appears before a noun object, its L tone is replaced by a M tone: c.f. ó r[image: ] rír[image: ] [image: ]k[image: ] ‘it feels soft like [image: ]k[image: ].’ As the data in (5) show, it does not matter whether the object noun has an initial H, M, or L tone. The L tone of the verb is all replaced by a M tone. The forms in (4) all have a transitive verb preceding an object noun. Thus the loss of the verb L tone in (4e) and (4f) can be traced to the alternation responsible for the forms in (5). Following Pulleyblank (1986: 117), we formulate the L~M tone alternation as L-Deletion in (23).

	(23) 	L-Deletion: L [image: U+2192] Ø / ____ ]V [NP



In (23), ]V marks a verb. When this verb appears before a noun phrase [NP, the L tone is removed. Now consider the derivations for (4e).

	(24) 	Underlying representations for d[image: U+012B]jú ‘close eye,’ w[image: ][image: U+0283][image: ] ‘wear cloth,’ and j[image: U+0101]lè ‘steal’
[image: ]



The application of L-Deletion produces the representations in (25).

	(25) 	L-Deletion
[image: ]



Vowel deletion applies, which creates a floating M tone.

	(26) 	Vowel Deletion
[image: ]



To derive the M tone on the initial vowel in d[image: ]jú, w[image: ][image: U+0283][image: ], and j[image: U+0101]lè, the floating M tone must link to the toneless vowel. The linking of M protects it from deletion by Floating M-Deletion. We formulate this process as T-Relinking:

	(27) 	T-Relinking
[image: ]



T-Relinking inserts an association line between a floating tone and a toneless vowel. This rule applies when both of the following conditions are met: (a) there is a floating tone; and (b) there is a TBU without tone. This formulation is necessary. First, it is not just a floating M tone that must link to a toneless vowel. We will show through (4f) that a floating L tone must undergo T-Relinking in similar situations. Moreover, this rule must target a TBU without a tone. A floating M or L tone is not always subject to T-Relinking, as we demonstrated earlier through (4a) through (4b). Applying this rule, we correctly derive d[image: ]jú, w[image: ][image: U+0283] [image: ], and j[image: U+0101]lè.

	(28) 	T-Relinking
[image: ]



We provide the derivations for (4f) in (29) through (32).

	(29) 	Underlying representations for kàw[image: U+011B] ‘read’, r[image: ]b[image: ] ‘buy a knife’ and lànà ‘plan out’
[image: ]



We apply L-Deletion first and then Vowel Deletion.

	(30) 	L-Deletion and Vowel Deletion
[image: ]



As you see from (30b), r[image: ]b[image: ] is correctly derived. We see from (30a) and (30c) that the floating L generated by vowel deletion must relink to the toneless vowel to produce the initial L tone of kàw[image: U+011B] and lànà. For this reason, the target of T-Relinking in (27) is specified as any tone marked by T. Applying T-Relinking generates the representations in (31a) and (31c).

	(31) 	T-Relinking
[image: ]



Finally, L-Spread applies, deriving kàw[image: U+011B].

	(32) 	L-Spread
[image: ]



This completes the analysis of the eighteen tone patterns in (4a) through (4f).
Before we move on to the RU-based account, let’s make one point clear. The CS-based account presented here may be simplified. For instance, Floating L-Linking in (17) and L-Spread in (21) may be expressed as one rule that links a L tone, whether floating or linked, to a following H tone, because the outcome of both rules is a rising tone. Moreover, T-Relinking in (27) does not need to be specified as a separate rule. It accomplishes essentially what the Tone Association Conventions introduced in Chapter 13 accomplish. We have intentionally treated these operations as separate processes, only because we want to make explicit precisely what the CS-based and later RU-based accounts require. We will show in section 3.3 that the two accounts do not differ in how these operations are formalized.
3.2 Radical Underspecification
Section 3.1 has identified three asymmetric behaviors of the M tone in Yoruba. First, a floating M tone is deleted unless there is a toneless TBU in the vicinity, but a floating L tone is not. Second, the M tone is deleted when adjacent to a H or L tone. H and L tones are not. Third, the M tone does not spread, unlike H and L, which do via H-Spread and L-Spread. RU takes these asymmetric behaviors as indications that the M tone is not specified underlyingly. In what follows, we show how these asymmetric behaviors of the M tone follow from this one claim. Note that not specifying the M tone produces the same outcome as deleting it. If H and L are specified and M is not, then only H and L can surface when they come in contact with M. If M is not specified, it cannot spread, because only specified features spread. The result, we demonstrate, is a simpler account. The RU-based account presented here is based essentially on that reported in Pulleyblank (1986). We have, however, reformulated some of the rules so as to make the comparison with the CS-based account easier and more transparent.
In this RU-based account, we focus on (4a) through (4d), because the two analyses do not differ with respect to (4e) and (4f). Consider first the analysis of the data in (4a), (4c), and (4d), using r[image: ] [image: ]b[image: ] ~ r[image: ]b[image: ] ‘see soup,’ [image: U+0283] [image: U+0113] [image: ][image: U+0283] [image: ] ~ [image: U+0283] [image: ][image: U+0283] [image: ] ‘work (do work),’ and [image: U+0283][image: U+0113] [image: ]r[image: ] ~ [image: U+0283] [image: ]r[image: ] ‘be friends’ as illustrations. The inputs to r[image: ]b[image: ] and [image: U+0283] [image: ]r[image: ] are /r[image: ] [image: ]b[image: ]/ with /H M L/ and /[image: U+0283][image: U+0113] [image: ]r[image: ]/ with /M L H/. Following RU, H and L are specified, but M is not in (33a) and (33c). The form [image: U+0283] [image: ][image: U+0283] [image: ] comes from /[image: U+0283][image: U+0113][image: ][image: U+0283][image: ]/. With its M unspecified, it has a linked H in (33b).

	(33) 	Underlying representations for r[image: ]b[image: ] ‘see soup,’ [image: U+0283] [image: ][image: U+0283][image: ] ‘work (do work),’ and [image: U+0283] [image: ]r[image: ] ‘be friends’
[image: ]



Vowel deletion applies, which generates a floating H in (34a). Deletion produces [image: U+0283]i[image: U+0283][image: ] with no tone on the first vowel in (34b). In (34c), it generates [L H].

	(34) 	Vowel deletion
[image: ]



To derive the initial H tone of r[image: ]b[image: ], the floating H tone must link to the toneless [image: U+0254]. This can be accomplished by T-Relinking in (27), which applies only when there are floating tones and toneless TBUs.

	(35) 	T-Relinking
[image: ]



The forms r[image: ]b[image: ] and [image: U+0283] [image: ]r[image: ] surface with a falling and rising tone on the final vowel. To derive these tonal contours, H in (35a) and L in (34c) must spread to the following TBU. Recall that this is accomplished by H-Spread in (11) and L-Spread in (21) in a CS-based account. The advantage of a RU-based account is that these two rules can be simplified to one, which we restate as T-Spread in (36).

	(36) 	T-Spread
[image: ]



T-Spread spreads αT to a following vowel with –αT. αT and –αT are tonal variables standing for any tone, with –αT referring to a tonal variable with the opposite value to αT. In other words, if αT has a H tone, then –αT has the opposite value of a H tone, which is a L tone in this case. Note that αT and –αT cannot refer to the M tone, because it is not specified. They can only be L or H. The application of T-Spread generates the final falling and rising tones of r[image: ]b[image: ] and [image: U+0283] [image: ]r[image: ].

	(37) 	T-Spread
[image: ]



The form in (37b) has no tone on its initial TBU, but this form surfaces with an initial M tone. In RU, the unspecified properties such as the unspecified M tones are supplied by default rules such as Default M-Insertion in (38).

	(38) 	Default M-Insertion
[image: ]



Default M-Insertion supplies a M tone on a vowel unspecified for tone (marked by V in parentheses). Once Default M-Insertion applies to (37b), we derive the attested [M H] for [image: U+0283] [image: ][image: U+0283] [image: ].

	(39) 	Default M-Insertion
[image: ]



Now that (4a), (4c), and (4d) are accounted for, let’s turn to (4b): k[image: ] [image: ]k[image: ] ~ k[image: ]k[image: ] ‘learn a lesson,’ r[image: ][image: ]b[image: ] ~ r[image: ]b[image: U+2193][image: ] ‘see a knife,’ and r[image: ] àpò ~ ráp[image: U+2193]ò ‘see a bag.’ These forms differ from the previous forms in that the nouns have an initial L tone. In (40), we present the underlying representations. Only the input /r[image: ] [image: ]b[image: ]/ to r[image: ]b[image: U+2193][image: ] has a final M tone; hence, it alone has a final toneless vowel in (40b).

	(40) 	Underlying representations for k[image: ]k[image: ] ‘learn a lesson,’ r[image: ]b[image: U+2193][image: ] ‘see a knife,’ and ráp[image: U+2193]ò ‘see a bag’
[image: ]



We apply vowel deletion, which creates a floating H tone in all three forms.

	(41) 	Vowel Deletion
[image: ]



These three forms all surface with an initial H tone: k[image: ]k[image: ], r[image: ]b[image: U+2193][image: ], and ráp[image: U+2193]ò. To derive this H tone, it is clear that the floating H must dock on the following vowel in (41). We can appeal to Floating H-Linking in (9). Applying this rule results in the association of the floating H and the dislodging of the L tone.

	(42) 	Floating H-Linking
[image: ]



Floating H-Linking generates a floating L for all three forms in (42). The form in (42a) surfaces with a final rising tone: k[image: ]k[image: ]. This rising tone can be derived by linking the floating L in (42a) to the following H-toned vowel. To link the floating L, we can make use of Floating L-Linking in (17). This rule correctly derives k[image: ]k[image: ], exemplified in (43a).

	(43) 	Floating L-Linking
[image: ]



Now consider (42c). Unlike (42a), its floating L cannot undergo Floating L-Linking because the following vowel is linked to a L, not the required H tone. Moreover, this floating L cannot also undergo T-Relinking, because there is no toneless TBU. Consequently, Floating H-Linking correctly predicts r[image: ]p[image: U+2193]ò, with the floating L as downstep.
The problem with RU resides in the floating L in (42b). This L should dock on the final toneless vowel [image: U+025B] via T-Relinking, predicting the unattested r[image: ]b[image: ] with [H L] rather than the attested r[image: ]b[image: U+2193][image: ] with [H [image: U+2193]M]. Note that this problem arises directly from the claim that the M tone is unspecified, which leaves the final vowel toneless, making it possible for T-Relinking to apply. If the M tone were specified as in a CS-based account, T-Relinking would not be able to apply because there is no toneless TBU. This form and others like it suggest that the M tone is not always unspecified.
Pulleyblank (1986: 114–16) considers a number of solutions. One solution is to order Default M-Insertion before T-Relinking. Applying Default M-Insertion bleeds T-Relinking because it removes the toneless vowel. Pulleyblank (1986) rejects this solution. In RU, default rules such as Default M-Insertion are conceived as universal rules. Such default rules are not subject to extrinsic rule ordering. This solution requires ordering a default rule before T-Relinking. Pulleyblank (1986) eventually settles on a relinking condition that prevents a tone delinked by a rule from relinking. This condition blocks the floating L from linking to [image: U+025B] in (42b). Then the application of Default M-Insertion generates r[image: ]b[image: U+2193][image: ].

	(44) 	Floating H-Linking
[image: ]



This solution, while it accounts for r[image: ]b[image: U+2193][image: ], is at best arbitrary, as Pulleyblank (2004) acknowledges. As (43a) shows, a floating L delinked by Floating H-Linking can relink via Floating L-Linking. There is no principled reason for barring the floating L in (42a) from linking while allowing it in (43a).
In short, this is how RU explains the asymmetries surrounding the M tone, which are: (a) a floating M tone is subject to deletion; (b) the M tone is deleted when it contacts H and L; and (c) the M tone does not spread. This analysis shows that these asymmetries all follow from the claim that M is unspecified. First, because M tones are not specified, vowel deletion cannot generate floating M tones, as illustrated in (34). The result of not specifying M is thus the same as deleting it in a CS-based account. Second, we see why only H and L tones surface when they abut the M tone. In (35a), vowel deletion floats a H tone. As the initial vowel of the noun is toneless (because M tones are unspecified), it allows the H tone to dock via T-Relinking. In (35c), vowel deletion removes the toneless vowel of the verb. Because M tones are unspecified, vowel deletion does not generate a floating M tone. Thus only the L tone can surface. Finally, because T-Spread in (36) targets specified tones, only H and L can spread. The M tone, being unspecified, cannot.
3.3 Comparison and evaluation
The M tone clearly behaves differently from the H and L tones in Yoruba. The two analyses presented here attribute this tonal asymmetry to two distinct sources. According to CS, asymmetry results from rules, in particular, Floating M-Deletion, which selectively targets the M tone for deletion. This outcome stems from the fact that the M tone has a representation similar to H and L; consequently, the different behaviors of the M tone can arise only from rules in a CS-based account. In contrast, RU locates the source of tonal asymmetry on representation. According to RU, the M tone is represented differently from H and L, and its asymmetric behaviors follow from its distinct representation, specifically, its underspecification.
There are other differences as well that result from the different representations of the M tone. The crucial differences lie in rules. In (45), we present a comparison of the rules required by the two accounts.

	(45) 		Contrastive Specification	Radical Underspecification
	a. Vowel Deletion	a’ Vowel Deletion
	b. Floating H-Linking in (9)	b’ Floating H-Linking in (9)
	c. T-Relinking in (27)	c’ T-Relinking in (27)
	d. Floating L-Linking in (17)	d’ Floating L-Linking in (17)
	e. H-Spread in (11) & L-Spread in (21)	e’ T-Spread in (36)
	f. Floating M-Deletion in (12)	f’ Default M-Insertion in (38)





We see from (45) that the two accounts are identical with respect to the first four rules: Vowel Deletion, Floating H-Linking, T-Relinking, and Floating L-Linking. They differ with respect to the last two items in (45), which are highlighted in bold. Consider (45f) and (45f’) first. In a CS-based account, more M tones are specified in underlying representation than what appear on the surface. Thus, a CS-based account must rely on Floating M-Deletion to remove the excess M tones. In RU, M tones are not specified at all. But they do appear on the surface. Consequently, RU resorts to Default M-Insertion to supply the missing M tones. This difference is the direct result of the different representations of the M tone.
The more significant difference lies in the comparison of (45e) and (45e’). To account for the final contours of r[image: ]b[image: ] and [image: U+0283] [image: ]r[image: ], CS posits two rules: H-Spread in (11) and L-Spread in (21). RU needs only one: T-Spread in (36). This suggests that a RU-based account is simpler than a CS-based account in that the former needs only six rules while the latter requires seven. The proponents of RU might argue that the RU-based account is actually even simpler than this comparison implies. RU views default rules such as Default M-Insertion as universal rules. They do not have to be posited just for Yoruba and counted against the RU-based account. In contrast, Floating M-Deletion cannot be a universal rule such as the universal stray erasure that deletes any unlinked or stray segments, features, or tones. This is due to the fact that only the floating or stray M tone is subject to erasure in Yoruba. A stray or floating L tone is not, because it must be retained to mark downstep. Floating M-Deletion is a highly specific rule needed only to remove excess M tones in a CS-based account. Thus, the comparison is more like five rules for RU and seven for CS. However, this conclusion is somewhat misleading. Recall that to account for the downstepped M tone on the final vowel of r[image: ]b[image: U+2193][image: ], RU must posit a relinking condition blocking a floating L tone from associating to a toneless vowel. As Pulleyblank (2004) points out, there is no evidence that such a condition is universal. It is proposed only to block a floating L tone from docking on the final toneless vowel. Once we factor in this condition, the two analyses remain distinguished by one item: six (five rules plus one condition) for RU versus seven for CS.
Which analysis is superior? Can we conclude that the RU-based account is better because it is simpler? The answer is not as straightforward as the simplicity criterion suggests. Even though RU requires fewer rules, its advantage is not that significant, at least as far as the data in (4) are concerned. The relinking condition RU relies on to explain r[image: ]b[image: U+2193][image: ] is arbitrary. Thus, both CS and RU have their own “skeleton”: more rules for CS and an arbitrary condition for RU. For the proponents of underspecification, the advantage does not come from the analysis of just one phenomenon, but the treatment of a series of phenomena in a language. If these phenomena repeatedly show that the M tone is asymmetric, then a RU-based account is superior for two reasons. First, it traces the cause of the asymmetric behaviors in all these phenomena to one cause, that is, its representation. Second, it will be much simpler than what (45) reveals. In a CS-based account which relies on rules to explain tonal asymmetry, the accounts of these phenomena would potentially require either additional rules or conditions, making the account even more complicated. But more importantly, a CS-based account cannot explain why it is the same tone that behaves as if it were not present, because it attributes the asymmetric behaviors in different phenomena to different sources. In the exercises for this chapter, we will introduce some of these data and ask you to evaluate whether this is indeed the case.
The central issue raised by the Yoruba data in (4) is this. Though there is clear evidence that the M tone is asymmetric, not all of its behaviors are asymmetric and consequently consistent with underspecification. The form r[image: ]b[image: U+2193][image: ] offers one indication. Moreover, if the same tone repeatedly behaves differently in a variety of phenomena, then it poses a problem for CS. By attributing the asymmetry to different processes, CS cannot explain why it is the same tone that behaves differently. These problems have led Pulleyblank (2004) to abandon the rule-based derivational accounts and seek solutions via constraints in Optimality Theory. We will consider a constraint-based optimal-theoretic account of Yoruba tone asymmetry in Chapter 16.
4. Conclusion
This chapter presents a case of phonological asymmetry. Using the tonal alternations triggered by vowel contact in Yoruba, we demonstrate that the M tone patterns differently from either the H or L tone. The M tone in Yoruba is asymmetric in three ways: (a) it undergoes deletion; (b) it is removed when it contacts H or L; and (c) it does not spread. These behaviors show that the M tone acts as though it is not present, leading to the proposal that the M tone is not specified. In addition, the tonal alternation data illustrate one of the classic behaviors of tone. That is, tone can remain intact even when its TBU is removed. This and other behaviors of tone such as those we introduced earlier led to the development of Autosegmental Theory. One focus of this chapter is to introduce such phenomena and develop your understanding of the different ways in which tone behaves.
Apart from this goal, this chapter introduces the two theories of phonological asymmetry: CS and RU. CS holds that all contrastive properties are specified. This differs from RU, which claims that some contrastive properties such as the M tone in Yoruba may be unspecified. We demonstrate that this representational difference triggers two different explanations of asymmetry. CS attributes asymmetry to rules, while RU treats it as the result of representation. The purpose of comparing the two theories here is not to advocate a particular view of asymmetry. Our purposes in presenting the two analyses are threefold. First, this chapter showcases the two views of asymmetry that emerged in the 1980s and 1990s. Second, it develops your understanding of the history surrounding the treatment of asymmetry and the motivation for seeking other analyses. The most important objective is to develop your ability to analyze tonal phenomena, in particular, your ability to analyze the same phenomena in different ways, and to evaluate competing analyses. As we show here, neither theory offers a satisfactory account of all the behaviors of the M tone. Consequently, we need to pursue other solutions to asymmetry. In Chapter 16, we present yet another analysis of tone asymmetry, one that attributes asymmetry to constraint ranking.


Exercises
Discussion/Reading response questions
Question 1: Chapters 13 and 14 present the proposal that tone is autosegmental. Examine the Yoruba tone data and discuss in what ways Yoruba tone contributes to the idea that tone may behave independently of segments. Identify two autosegmental properties of Yoruba tone and illustrate them with examples.


Question 2: This chapter shows that Yoruba tone may be asymmetric. Explain what tone asymmetry means and illustrate tone asymmetry with some examples. In addition, discuss how Contrastive Specification and Radical Underspecification deal with tone asymmetry.



Multiple-choice/Fill-in-the-blank questions
(1) In what follows, we present additional Yoruba data from Bamgbo[image: ]e (1966). They show what happens to tone in regular speech when a vowel-final verb comes in contact with a vowel-initial noun.

a. 

		Slow speech	Regular speech	Gloss
	a.	όfέ [image: ]gbá	ό fέgbá	‘he wants a calabash’
	b.	όfέ [image: ]gbá	ό fέgb[image: U+01CE]	‘he wants a garden egg’
	c.	όfέ [image: U+0101]gb[image: U+014D]	ό fágb[image: U+014D]	‘he wants a circle’
	d.	όfέ àgb[image: U+014D]	ό fágb[image: U+2193][image: U+014D]	‘he wants an infusion’
	e.	όfέ [image: ]gbà	ό f[image: ]gbà	‘he wants a fence’
	f.	όfέ [image: ]gbà	ό f[image: ]gb[image: U+2193]à	‘he wants an equal’





Examine these data and construct the derivations according to Contrastive Specification (CS). First, supply the underlying representations. The first one is done to assist you.

b. 
[image: ]


(2) Apply Vowel Deletion. To indicate vowel deletion, cross out the deleted segment.

[image: ]


(3) Apply Floating H-Linking in (9) and Floating L-Linking in (17).
[image: ]


(4) Apply H-Spread in (11) and Floating M-Deletion in (12). Then, place the predicted outcome of each derivation above ___.

[image: ]


(5) Now complete the derivations according to Radical Underspecification (RU). First, provide the underlying representations. The first one is done for you.

[image: ]


(6) Apply Vowel Deletion. To indicate vowel deletion, cross out the deleted segment.
[image: ]


(7) Apply Floating H-Linking in (9) and T-Relinking in (27)
[image: ]


(8) Apply Floating L-Linking in (17), T-Spread in (36), and Default M-Insertion in (38). Then, place the predicted outcome of each derivation above ___.

[image: ]


(9) According to the derivations in (5) through (8), which form is problematic for the RU-based account?

a. [ó f[image: ]gb[image: ]]

b. [ó fágb[image: U+2193][image: U+014D]]

c. [ó f[image: ]gbà]

d. [ó f[image: ]gb[image: U+2193]à]


(10) What is the most fundamental difference distinguishing CS from RU?

a. They differ in rules targeting M-tones: i.e. Floating M-Deletion vs. Default M-Insertion.

b. They differ in rules: i.e. how rules are formulated.

c. They differ in underlying representation: i.e. whether all contrastive properties are specified.

d. None of the above.



Problems for analysis
(11) Problem 1: Emphatic forms in Yoruba
Akinlabi (1985: 41) reports the emphatic data from Yoruba in (I) through (VI), which are compared with non-emphatic forms. The emphatic form appears on top; the non-emphatic form is placed underneath. These comparisons show how emphatic forms are derived and how the emphatic marker alternates in tone.


[image: ]



Explain how emphatic forms are derived and analyze the tonal alternation. Consider the following.

a. Describe how emphatic forms are derived from non-emphatic forms; pay particular attention to tone.

b. Determine how tone varies in emphatic forms and what triggers the variation.

c. Extend the CS- and RU-based analyses of Yoruba in this chapter to the emphatic data. Spell out underlying representations (including that of the emphatic marker) and the rule or rules.

d. Evaluate the two analyses. Do these forms provide support for either CS or RU?

e. Consider whether these forms support the claim that tone is autosegmental.


(12) Problem 2: Tonal alternation of object clitics in Yoruba
According to Akinlabi (1985: 39–40), Yoruba object clitics vary in tone, shown by the forms below.


[image: ]



Examine these data and analyze the tonal alternation in these object clitics.

a. Identify the alternation and condition on the alternation.

b. Analyze the alternation using both CS and RU.

c. Determine which account is superior. In evaluating CS and RU, consider the data in Problem 1. These two sets of data – Problem 1 and Problem 2 – illustrate the attested tonal alternations and the tones they affect. As Yoruba has three tones, what type of tonal alternation is expected but not attested? Which theory – CS or RU – is this gap more consistent with?


(13) Problem 3: Speaking backwards in Bakwiri
Hombert (1973) reports that young Bakwiri speakers on the southern slopes of Mount Cameroun play a word game, illustrated in (I) through (IV). The first column presents the normal Bakwiri forms. The game forms are shown in the last column labeled as “Speaking backwards”


		Bakwiri	Gloss	Speaking Backwards
	I.	m[image: ][image: ][image: ]	‘viper’	[image: ][image: ]m[image: ]
		kwél[image: ]	‘death’	l[image: ]kwé
	II.	m[image: ]k[image: ]	‘plaintain’	k[image: ]m[image: ]
		mbè[image: ]à	‘young man’	[image: ][image: ]mbè
	III.	kwél[image: ]	‘falling’	l[image: ]kwè
		k[image: ]mbà	‘to take care’	mbákò
		[image: ]ééyà	‘burn’	yáá[image: ]è
		[image: U+0294]é[image: ]èè	‘it is not’	[image: ]é[image: U+0294]èè
	IV.	m[image: ]k[image: ]	‘one person’	k[image: ]m[image: ]
		[image: U+0294]ìkwá	‘salt’	kwà[image: U+0294][image: ]
		lù[image: ][image: U+014B]gá	‘stomach’	[image: U+014B]gààlú
		[image: U+0294]èè[image: ]é	‘bone’	[image: ]èè[image: U+0294]é




Compare the Bakwiri and corresponding game forms and provide an analysis. Address these questions.

a. Describe how game forms are derived from normal forms in Bakwiri. What phonological unit is involved? Explain why Hombert calls this game “Speaking backwards.”

b. Focusing on (III) and (IV), determine what happens to tone and vowel length in game forms.

c. Some forms show alternation in vowel nasality marked by ~. Determine the condition on nasality.

d. Provide a unified analysis of the game forms, especially their tone, length, and nasality properties.

e. In discussing the rule and templatic approaches to syllabification, we showed that long vowels are better represented with one melody linked to either two V slots or two moras, as opposed to using the feature [±long]. Consider if these data provide evidence for this representation of vocalic length.

f. We learned in Chapters 13 to 15 that tone features reside on a tier separate from the melodies. Consider if these Bakwiri forms support this view of tone.


(14) Problem 4: Kikuyu vowel harmony
This problem challenges you to apply Autosegmental Theory, CS, and RU to a different phenomenon. Recall that Kikuyu verb roots exhibit restrictions such that not every one of the forty-nine vowel sequences are attested. The data below, reprinted from (6) of Chapter 1, illustrate the patterns of co-occurrence.


[image: ]



Apart from the distributional forms, we introduced alternation data in Kikuyu in Problem 1 of Chapter 1, which show that vowels in verbal suffixes alternate. These data are reprinted in (I) and (II).

	I 		it-ek-a	‘be poured away’
	kuund-ek-a	‘knot, tie’
	et-ek-a	‘be called’
	[image: U+0263]or-ek-a	‘be bought’
	t[image: U+025B]m-[image: U+025B]k-a	‘be cut’
	[image: U+0254]n-[image: U+025B]k-a	‘be seen, appear’
	hat-ek-a	‘squeeze’




	II 		it-or-a	‘strangle’
	cuuk-or-a	‘slander’
	et-or-a	‘call’
	tom-or-a	‘send things’
	[image: U+0263][image: U+025B]t-or-a	‘make loose’
	[image: U+0263][image: U+0254]n-[image: U+0254]r-a	‘make a deep sound’
	tah-or-a	‘ladle out’





Analyze the vowel harmony data using Autosegmental Theory and the theories of CS and RU. Consider these issues in your analysis.

a. Kikuyu contrasts seven vowels, which can be distinguished by the four distinctive features below. Note that [atr] is short for [advanced tongue root]. [+atr] vowels are produced with the tongue root in a forward position; [−atr] vowels are produced with the tongue root retracted. Consider what feature values must be specified in CS and RU. Pay particular attention to how [atr] is specified.

[image: ]



b. Some linguists propose that segmental features such as [atr] can act autosegmentally like tone features. These segmental features are mapped to segments via conventions similar to the Tone Mapping Procedure. Consider whether [atr] can be morphemic/floating in underlying representation and if so, how it is associated to relevant segments in a morpheme.





16 Yoruba tone asymmetry and Optimality Theory

1. Introduction
In Chapter 15, we considered Yoruba tone asymmetry from two perspectives. One, based on the Theory of Contrastive Specification (CS), claims that all contrastive properties are specified in underlying representation. According to this theory, the three tones – H, M, and L – in Yoruba are all specified. This perspective is contrasted with the Theory of Radical Underspecification (RU), which claims that some contrastive properties may be unspecified. As a result of this difference in specification, Yoruba tone asymmetry between M and H/L receives a different treatment. According to CS, tone asymmetry results from phonological rules that selectively target the M tone for deletion. For RU, the underlying tone specification – more precisely, the underspecification of the M tone – causes the asymmetry. We concluded that neither theory is completely satisfactory. CS does not explain why only the M tone is targeted. As for RU, not all Yoruba tone data are consistent with its claim that the M tone is unspecified. One problem comes from [r[image: ]b[image: ]], an outcome that is expected but not attested for /rí [image: ]b[image: ]/ [image: U+2192] r[image: ]b[image: U+2193][image: ] ‘see a knife.’ If the M tone on [image: ] of /r[image: ]b[image: ]/ were not specified, we would expect the L tone from [image: ] of /[image: ]b[image: ]/ to re-associate to this TBU, resulting in [r[image: ]b[image: ]]. In this chapter, we continue the exploration of Yoruba tone asymmetry and present a third perspective, one from Optimality Theory (OT). Our goals here are twofold. First, we illustrate how OT handles tonal phenomena in general. Toward this goal, this chapter introduces some of the crucial constraints related to the analysis of tone. The second goal is to show how OT deals with Yoruba tonal asymmetry and provide a comparison with the CS and RU perspectives.
This chapter has three specific objectives. First, it builds upon the introduction to OT in Chapters 11 and 12 and strengthens your understanding of the role of faithfulness constraints in accounting for phonological phenomena. We show in particular how the three families of faithfulness constraints – IDENT-IO, MAX-IO, and DEP-IO – can be extended to the analysis of tone. Second, your exposure to OT has so far been limited to syllable and syllable-based phenomena. This chapter develops your understanding of the application of OT to a different phonological phenomenon. Lastly, this chapter continues to develop your ability to conduct phonological analyses, in particular, OT-based analyses. Constructing OT analyses involves, among other things, determining constraint ranking. Tonal phenomena can be quite complex. Thus, the process of determining the constraint ranking can be challenging. This chapter strengthens your ability to deduce constraint ranking via pairwise comparisons.
2. The puzzle
In (1), we present the data from Yoruba. These data are identical to those in (4a) through (4d) of Chapter 15. We have excluded from (1) the data concerning the L-toned verbs followed by a noun with an initial M or L tone. These forms involve a different process whereby the L tone of a mono-syllabic transitive verb is deleted when it appears before its noun object. We showed in Chapter 15 that no significant difference distinguishes how CS and RU handle these data. For this reason, they are not considered here.

	(1) 	Tone in vowel-contact situations (Akinlabi 1985; Pulleyblank 1986, 2004)
		Slow speech	Regular speech	Gloss
	a.	rí [image: U+012B]gbá	r[image: ]gbá	‘see a calabash’
		rí [image: U+0101][image: U+0283][image: ]	rá[image: U+0283][image: ]	‘see cloth’
		rí [image: ]b[image: ]	r[image: ]b[image: ]	‘see soup’
	b.	k[image: ] [image: ]k[image: ] [k[image: ] [image: ]k[image: ]]	k[image: ]k[image: ]	‘learn a lesson’
		rí [image: ]b[image: ]	r[image: ]b[image: U+2193][image: ]	‘see a knife’
		rí àpò	ráp[image: U+2193]ò	‘see a bag’
	c.	[image: U+0283][image: U+0113] [image: U+012B][image: U+0283]έ	[image: U+0283] [image: U+012B][image: U+0283]έ	‘work (do work)’
		m[image: U+016B] [image: ]m[image: U+016B]	m[image: ]m[image: U+016B]	‘drink palm-wine’
		p[image: U+0101] [image: U+0113]jò	p[image: U+0113]jò	‘kill a snake’
	d.	[image: U+0283][image: U+0113] [image: ]rέ [[image: U+0283][image: U+0113] [image: ]r[image: ]]	[image: U+0283][image: ]r[image: ]	‘be friends’
		p[image: U+0101] [image: ]b[image: ]	p[image: ]b[image: ]	‘kill a monkey’
		[image: U+0283][image: U+0113] [image: ]f[image: ]	[image: U+0283][image: ]f[image: ]	‘mourn’







In (1b) and (1d), the slow speech form for the first expression is presented in two ways. The one not enclosed in square brackets marks the underlying tonal form, while the one in brackets marks the phonetic form or the actual pronunciation. The final rising tone of [k[image: ] [image: ]k[image: ]] and [[image: U+0283][image: U+0113] [image: ]r[image: ]] results from an underlying H tone. You might recall that a H tone following a L tone is realized as a rising tone in Yoruba. Similarly, r[image: ]b[image: ] ‘see soup’ in (1a) is derived from /rí [image: ]b[image: ]/ in two steps, as we showed in Chapter 15. First, vowel deletion causes the M tone to be erased, which creates r[image: ]b[image: ], a form with a H-L tone sequence. Second, a L tone that follows a H tone is realized as a falling contour in Yoruba, giving rise to r[image: ]b[image: ]. The rising and falling tones arise without exception from all H tones preceded immediately by a L tone or all L tones preceded by a H tone in Yoruba.
Before proceeding to section 3, we invite you to consider the constraints that might be relevant to the analysis of tonal changes seen in the regular speech column. Consider these questions, which are intended to get you started in constructing an OT analysis. First, the data in (1a), (1c), and (1d) show that vowel deletion triggers tone loss. Consider what type of constraints might cause the loss of tone. In this regard, you might consider whether more than one tone is allowed on a single TBU. If not, how do we deal with rising and falling contours? Second, tone loss results in violations of faithfulness constraints. Determine which type of correspondence constraints – namely, IDENT-IO, MAX-IO, and DEP-IO – might be violated by the data in (1). As Yoruba has three tones, consider how faithfulness constraints might be stated in reference to these tones. Third, the three tones in Yoruba are not equally malleable, the essence of tone asymmetry. Determine how the faithfulness constraints you proposed for the three tones might be ranked to explain tone asymmetry. Lastly, Yoruba has downstep as evidenced by (1b). If we maintain the claim that downstep is caused by a floating L tone, what type of constraint militates against floating tones? How might the anti-floating-tone constraints be stated in light of the three tones? Considering these questions can help you to anticipate and understand the analysis that follows.
3. An optimal-theoretic proposal for tone
In Chapters 11 and 12, we showed how the distributional restrictions on syllables and the alternation patterns of epenthesis can be analyzed via constraints. According to OT, distributional and alternation patterns result from the interactions of markedness and faithfulness constraints. In this section, we outline an optimal-theoretic theory of tone, highlighting the markedness and faithfulness constraints crucial to an analysis of Yoruba tone asymmetry. The theory and the analysis that follows draw significant insights from Pulleyblank (2004). But as we discuss in section 5, there are also significant differences between our analysis and that in Pulleyblank (2004).
Consider markedness constraints first. In (1) we see that vowel contact results in the loss of a TBU as well as a tone in Yoruba. This fact indicates that Yoruba does not allow two or more tones to dock on one TBU, because this option would preserve the input tones. To prohibit the many-to-one linking, we propose *MULTIPLE (T), with T standing for tone.

	(2) 	*MULTIPLE (T): No more than one tone is associated to each TBU.




*MULTIPLE (T) does not specify a particular tone. The tones linked to one TBU may come from different tones (i.e. LH or HL) or identical tones (i.e. LL or HH). As a markedness constraint, *MULTIPLE (T) bars any representation with more than one tone associated to a TBU. Consequently, it has a broader coverage than *CONTOUR (Yip 1999), which prohibits distinct tones from docking on one TBU. *MULTIPLE (T) expresses the preference for one tone to one TBU. This preference is implicit from the Tone Mapping Procedure proposed originally in Leben (1973, 1978), the precursor to the Association Conventions of Goldsmith (1976). Recall that Leben’s Tone Mapping Procedure states: (a) Associate the first tone with the first TBU, the second tone with the second TBU, and so on, until all tones or TBUs are exhausted; and (b) Associate any remaining unlinked tones with the last TBU. The ordering of (a) before (b) ensures that tones are mapped initially to TBUs in a one-to-one fashion. More than one tone is associated to a TBU only if there are more tones than TBUs. *MULTIPLE (T) privileges one tone to one TBU and penalizes the many-to-one association. We show that this constraint plays a key role in triggering the M tone deletion.
Let’s turn to the faithfulness constraints. We introduced earlier three types of faithfulness constraints that regulate correspondence between input and output: (a) IDENT-IO; (b) MAX-IO; and (c) DEP-IO. Consider the IDENT-IO family of constraints first. This family of constraints regulates featural correspondence between input and output segments. IDENT-IO constraints refer to specific segmental features such as [voice], [nasal], or [place], requiring identity with respect to these features: e.g. IDENT-IO (place). To enforce tonal identity between input and output TBUs, we need tonal identity constraints, that is, IDENT-IO (T). Yoruba has three tones: H, M, and L. Thus, the three tonal identity constraints in (3) are potentially relevant.

	(3) 	IDENT-IO (T) constraints
	a. 	IDENT-IO (H): Corresponding input and output TBUs are identical in [H].



	b. 	IDENT-IO (M): Corresponding input and output TBUs are identical in [M].



	c. 	IDENT-IO (L): Corresponding input and output TBUs are identical in [L].







We show that IDENT-IO (L) plays a crucial role in ensuring that input L tones stay intact in Yoruba.
In addition to the IDENT-IO constraints, there are MAX-IO and DEP-IO constraints used to regulate input–output correspondence. These constraints, as they appear in Chapters 11 and 12, enforce correspondence with respect to whole segments as opposed to segmental features. For instance, MAX-IO, which states that input segments must have output correspondents, is an anti-deletion constraint that penalizes the wholesale removal of a segment in the output. DEP-IO, which requires that output segments have input correspondents, bars segment insertion. It has been argued in a number of works (Lombardi, 1995 and 1998; Myers, 1997; and Howe and Pulleyblank, 2004) that the MAX and DEP constraints should be extended to features. For instance, MAX-IO (voice) can block an input [voice] feature from being deleted, while DEP-IO (voice) can restrict the insertion of [voice] in the output. Applying this extension to tone, we can invoke MAX-IO (T) and DEP-IO (T) constraints on tone in (4).

	(4) 	MAX-IO (T) constraints
	a. 	MAX-IO (H): A H tone in the input has a corresponding H tone in the output.



	b. 	MAX-IO (M): A M tone in the input has a corresponding M tone in the output.



	c. 	MAX-IO (L): A L tone in the input has a corresponding L tone in the output.






	(5) 	DEP-IO (T) constraints
	a. 	DEP-IO (H): A H tone in the output has a corresponding H tone in the input.



	b. 	DEP-IO (M): A M tone in the output has a corresponding M tone in the input.



	c. 	DEP-IO (L): A L tone in the output has a corresponding L tone in the input.







In Yoruba, the M tone is deleted when it comes in contact with the H or L tone. This suggests that the anti-deletion MAX-IO (T) constraints are involved. We demonstrate that the ranking of MAX-IO (H) and MAX-IO (L) above MAX-IO (M) is responsible for the loss of the M tone.

	(6) 	MAX-IO (H), MAX-IO (L) >> MAX-IO (M)




This ranking prefers the preservation of the H and L tones to the M tone.
There is one final set of constraints to consider with respect to Yoruba. Recall that Yoruba has downstep. In traditional tonal analyses, downstep is caused by a floating L tone, among other things. If we maintain a floating L as a trigger of downstep, we must consider the constraints on floating tones. In his analysis of Shona, Myers (1997) proposes an anti-floating tone constraint, which he calls *FLOAT (T). Though *FLOAT (T) resembles a markedness constraint, Myers suggests that it can be viewed as a type of faithfulness constraint. By not allowing floating tones, *FLOAT (T) essentially requires a tone on the tonal tier to have an anchor or correspondent on the tone-bearing tier, that is, a type of inter-tier faithfulness constraint (Wee 2004, 2009). Whether we view *FLOAT (T) as faithfulness or markedness, Yoruba calls for constraints on floating tones. Following Myers’s suggestion, we formulate the anti-floating tones constraints as correspondence constraints, constraints that regulate the correspondence or the relation between the tone and TBU in (6).
In Yoruba, only floating L tones are preserved. There is no floating H or M tone. This suggests that *FLOAT (H) and *FLOAT (M) must dominate *FLOAT (L) as in (7).

	(7) 	*FLOAT(H), *FLOAT(M) >> *FLOAT(L)




This ranking is responsible partially for downstep and the deletion of the M tone.
4. Analysis of tone asymmetry in Yoruba
You might recall that to conduct an optimal-theoretic analysis entails three steps: (a) identifying the candidates to be evaluated; (b) selecting the relevant constraints; and (c) determining the constraint ranking. The first step – identifying the candidates to be evaluated – is crucial to the determination of the constraints and constraint ranking. We know that when a v-final verb appears before a v-initial noun, one of the vowels is removed in Yoruba. In OT terms, this is likely to result from the interaction of an anti-vowel-cluster constraint with an anti-deletion constraint. Let’s refer to the anti-vowel cluster constraint as *VV and the anti-deletion constraint as MAX-IO (V), with V standing for vowels. In order for a vowel to be deleted, *VV must dominate MAX-IO (V) as in (8).

	(8) 	*VV>>MAX-IO (V)




This ranking causes the vowel elision in Yoruba. The patterns of vowel deletion in Yoruba are, of course, far more complex than what this ranking leads us to believe. As we are concerned with what happens to tone when a vowel is deleted, not with vowel deletion itself, we leave the full account of Yoruba vowel deletion for future studies. In this analysis, we focus on tone, which means that in determining the candidates to be evaluated here, we examine only different tonal candidates. This section is organized into four subsections. In subsection 4.1, we analyze the H-toned verbs followed by a noun with an initial M tone in (1a). In 4.2, we focus on the H-toned verbs followed by a noun with an initial L tone in (1b). In 4.3, we present the analysis of the M-toned verbs followed by nouns with an initial M or L tone in (1c) and (1d). Finally, section 4.4 exemplifies the analysis with tableaux that consist of all candidates evaluated.
4.1 H-toned verbs followed by nouns with an initial M
Tone is depicted visually with autosegmental representation. Autosegmental representation takes considerable space. To save space, we illustrate the autosegmental representations of the input and crucial output candidates together. The representations for each form are presented first. In the tableaux, we use the corresponding transcriptions to identify the input and output candidates. Take, for example, r[image: ]gbá ‘see a calabash’ in (1a), which illustrates what happens when a H-toned verb abuts a noun with an initial M tone. In (9), we show the autosegmental representations of the input and various tonal outputs for r[image: ]gbá.

	(9) 	Autosegmental representations of the input and possible outputs for r[image: ]gbá ‘see a calabash’
[image: ]




The autosegmental representation of the input to r[image: ]gbá is illustrated first, which corresponds to the slow speech form in (1) in most cases. The attested or optimal form is shown next in (9a), which is equivalent to the regular speech form in most cases. The forms in (9b) through (9e) are the candidates to be evaluated against (9a). We present the input and output candidates in the form of transcription at the top and in autosegmental representation underneath it. To save space in the tableaux, we use the transcriptions to identify the input and various outputs.
Let’s take a close look at the four competing tonal candidates in (9b) through (9e). The candidate in (9b) preserves the input M tone at the expense of the H tone. This candidate is included in the evaluation because it is important to explain why the M – not the H – tone is deleted when the two come in contact. The comparison of (9a) and (9b) reveals the constraint ranking that underlies the preservation of H and the loss of M and explains the asymmetry between the two tones. The candidate in (9c) shows two tones – H and M – linked to one TBU, forming a HM contour. Yoruba has falling (HL) and rising (LH) tones on the surface. It is incumbent on the analysis to explain why HM is not possible. The candidates in (9d) and (9e) possess either a floating H or a floating M tone. Floating L tones are needed to explain downstep in Yoruba. Allowing a floating L raises the question of why floating M or H tones are not allowed. There are, of course, other candidates not included in (9). These other candidates are either equally bad or worse than the candidates in (9). We will mention some of these candidates in the analysis that follows.
Now that the candidates are identified, let’s try to determine the constraints and their ranking. We demonstrated in Chapters 11 and 12 that we do not consider all candidates at once, because the task is too complex. To simplify the task, we proceed step by step by comparing two candidates at a time. One candidate is always the optimal candidate. The other is one of the sub-optimal candidates. The first goal of this comparison is to determine the constraints pertinent to this pair of candidates. Pertinent constraints are those that distinguish one candidate from the other. The second goal is to determine the ranking responsible for making the optimal candidate optimal, in other words, better or more harmonic (in OT terms) than the sub-optimal candidate. At the end of each comparison, we record the relevant constraints and their ranking before proceeding to the next pair of candidates.
First, compare the optimal [r[image: ]gbá] in (9a) with the sub-optimal [r[image: ]gbá] in (9b). When we compare [r[image: ]gbá] with its input, /r[image: ][image: ]gbá/, we see that the input M tone is deleted in [r[image: ]gbá]. This suggests that MAX-IO (M), which penalizes the deletion of the M tone, is violated by [r[image: ]gbá]. Comparing [r[image: ]gbá] with the input, we see that an input H tone is deleted, which indicates that MAX-IO (H) is violated by [r[image: ]gbá]. We have identified the constraints that distinguish these two candidates: MAX-IO (M) and MAX-IO (H). Now consider their ranking. With two constraints, there are two possible rankings. Either MAX-IO (H) ranks above MAX-IO (M) as in (10i) or the reverse as in (10ii). Note that for space reasons, we use abbreviated names to identify the constraints in the tableaux and in the recording of constraint ranking. MAX(T), *MP, *FL(T), and ID(T), are short for MAX-IO (T), *MULTIPLE (T), *FLOAT (T), and IDENT-IO (T), respectively. Moreover, we use identical letters to identify the corresponding candidates between (9) and the tableaux that follow. For instance, (10a) corresponds to (9a), (10b) corresponds to (9b), and so on.

	(10) 	Pairwise comparisons for r[image: ]gbá ‘see a calabash’

	i.	/r[image: ][image: ]gbá/	MAX(H)	MAX(M)		ii.	/r[image: ][image: ]gbá/	MAX(M)	MAX(H)
	[image: U+261E]	a. [r[image: ]gbá]		*			a. [r[image: ]gbá]	*!	
		b. [r[image: ]gbá]	*!			[image: U+4064]	b. [r[image: ]gbá]		*







We see that MAX-IO (H) must dominate MAX-IO (M) in order for [r[image: ]gbá] to be optimal. Otherwise, [r[image: ]gbá] would emerge as the optimal form, as (10ii) exemplifies. In (11), we record this constraint ranking.

	(11) 	MAX(H)>>MAX(M)




Next, let’s compare [r[image: ]gbá] with [r[image: ]gbá] in (9c), which has H and M associated to the first TBU. A similar candidate not included in (9) is [r[image: ]gb[image: ]], which has M and H tones linked to the second TBU. Both [r[image: ]gbá] and [r[image: ]gb[image: ]] preserve the input M tone, but incur a violation of *MULTIPLE (T). In contrast, [r[image: ]gbá] complies with *MULTIPLE (T) but violates MAX-IO (M). As (12i) shows, *MULTIPLE (T) must outrank MAX-IO (M).

	(12) 	Pairwise comparisons for r[image: ]gbaá ‘see a calabash’

	i.	/r[image: ][image: ]gbá/	*MP	MAX(M)		ii.	/r[image: ][image: ]gbá/	MAX(M)	*MP
	[image: U+261E]	a. [r[image: ]gbá]		*			a. [r[image: ]gbá]	*!	
		c. [r[image: ]gbá]	*!			[image: U+4064]	c. [r[image: ]gbá]		*







Consider how *MULTIPLE (T) can be integrated into the ranking in (11). We have evidence here that *MULTIPLE (T) must dominate MAX-IO (M). We established from (10) that MAX-IO (H) also dominates MAX-IO (M). Thus, both *MULTIPLE (T) and MAX-IO (H) rank above MAX-IO (M). As of now, we have no evidence of how *MULTIPLE (T) and MAX-IO (H) are ranked with each other. The ranking we have established thus far is shown in (13). Note that the comma marks that *MULTIPLE (T) and MAX-IO (H) are not ranked with each other. But as they both precede “>>,” they rank above MAX-IO (M).

	(13) 	*MP, MAX(H)>>MAX(M)




Moving on, let’s consider [rí [image: ]gbá] in (9d) and [ [image: ][image: ]gbá] in (9e). [rí [image: ]gbá] has a H tone linked to the first TBU followed by a floating M tone and a linked H tone. This form preserves the input M tone. As a result, it does not violate MAX-IO (M), but allowing the M tone to float violates *FLOAT (M). [ [image: ][image: ]gbá] has a floating H tone preceding a linked M tone. This candidate also bypasses the violation of MAX-IO (M), but it triggers a *FLOAT (H) violation. To rule out [rí [image: ]gbá] and [ [image: ][image: ]gbá], we must rank *FLOAT (H) and *FLOAT (M) above MAX-IO (M), as exemplified in (14) and (15).

	(14) 	Pairwise comparisons for r[image: ]gbá ‘see a calabash’

	i.	/r[image: ][image: ]gbá/	*FL(M)	MAX(M)		ii.	/r[image: ][image: ]gbá/	MAX(M)	*FL(M)
	[image: U+261E]	a. [r[image: ]gbá]		*!			a. [r[image: ]gbá]	*!	
		d. [rí [image: ]gbá]	*!			[image: U+4064]	d. [rí [image: ]gbá]		*






	(15) 	Pairwise comparisons for r[image: ]gbá ‘see a calabash’

	i.	/r[image: ][image: ]gbá/	*FL(H)	MAX(M)		ii.	/r[image: ][image: ]gbá/	MAX(M)	*FL(H)
	[image: U+261E]	a. [r[image: ]gbá]		*!			a. [r[image: ]gbá]	*!	
		e. [ [image: ][image: ]gbá]	*!			[image: U+4064]	e. [ [image: ][image: ]gbá]		*!







Once *FLOAT (H) and *FLOAT (M) are incorporated into (13), we arrive at the ranking below:

	(16) 	*FL(H), *FL(M), *MP, MAX(H) >> MAX(M)




We have identified five constraints. Except for MAX-IO (M), the remaining constraints are undominated. For space reasons, we will not analyze the two remaining forms in (1a). As practice, we invite you to identify the candidates and determine the constraints and their ranking for these forms. Some of the exercises at the end of this chapter will ask you to analyse these and other forms.
4.2 H-toned verbs followed by nouns with an initial L
Let’s analyze the forms in (1b). In these forms, a H-toned verb precedes a noun with an initial L tone. Consider the first form kέk[image: ] ‘learn a lesson’ in (1b). This form results from the contact of a H-toned verb with a noun that has a L-H tone sequence, /k[image: ] [image: ]k[image: ]/. The resulting kέk[image: ] reveals two tonal changes. The H tone of the verb is preserved on the initial TBU; the initial L of the noun appears to be reassociated to the second TBU, resulting in a LH rising contour on the surface. In (17), we illustrate the autosegmental representations of the input and the various outputs.

	(17) 	Representations of the input and possible outputs for kέk[image: ] ‘learn a lesson’
[image: ]




As in (9), we show the input representation first. The optimal form is shown next in (17a). Now pay attention to (17a). We assume that the phonological component produces [k[image: ]k[image: ]], a form with the H of the verb linked to the first TBU, a floating L (from the noun) and a H linked to the last TBU. Note that the L tone is not linked to the second TBU, thus avoiding a violation of *MULTIPLE (T). You might wonder how the final rising tone of kέk[image: ] emerges from [k[image: ]k[image: ]]. Recall that a H tone preceded by a L tone is always realized as a LH rising tone in Yoruba. This happens without exception to all H tones immediately preceded by a L tone. This fact suggests that the rising tone arises from the phonetic component, which interprets a H tone after a L tone as a rising tone. We see no need to derive the rising tone directly in the phonological component. In Yoruba, the phonological component derives either (18a) or (18b).

	(18) 	[image: ]




In both representations, the H tone appears immediately after a L tone: a linked L in (18a) or a floating L in (18b). The phonetic component interprets the H in (18a) and (18b) as a rising tone, as a L tone appears immediately before the H tone in both cases. The argument against linking the L and the following H to the same TBU in (17a), even though this form appears to have a LH contour on the surface form, is twofold. First, only rising (LH) and falling (HL) contours are allowed in Yoruba. Their distribution is extremely limited. They are found only after a L in the case of rising tones or a H in the case of falling tones. Second, allowing the L to link to the final TBU means that *MULTIPLE (T) can be violated. If *MULTIPLE (T) can be violated, we must explain why Yoruba does not allow other types of rising or falling tones such as LM, MH, or HM and ML, etc. For these reasons, we assume that the contour tones are not produced by the phonological component. They are the result of phonetic interpretation. In the case of the third form r[image: ]b[image: ] ‘see soup’ with the final falling contour in (1a), we also assume that the phonological component produces the representation in (18c), not a representation with HL linked to one TBU. As the L in (18c) follows a H tone, it is interpreted by the phonetic component as a falling tone. The representation with a floating H in (18d) is ruled out by the high-ranking *FLOAT (H) in Yoruba.
The task of analyzing kέk[image: ] lies in explaining why [k[image: ]k[image: ]] with a floating L tone is superior to the competing candidates in (17b) through (17e). First, compare [k[image: ]k[image: ]] with [kέk[image: ]] in (17b). These forms differ in two respects: whether the input L is preserved and whether a floating L is allowed. These differences indicate that MAX-IO (L) and *FLOAT (L) are involved. [k[image: ]k[image: ]] preserves the input L tone and circumvents a MAX-IO (L) violation. But in allowing a floating L, it violates *FLOAT (L). On the other hand, [kέk[image: ]], by erasing the input L, avoids a *FLOAT (L) violation. But it does so at the expense of MAX-IO (L). In (19), we show that MAX-IO (L) must dominate *FLOAT (L).

	(19) 	Pairwise comparisons for kέk[image: ] ‘learn a lesson’

	i.	/k[image: ] [image: ]k[image: ]/	MAX(L)	*FL(L)		ii.	/k[image: ] [image: ]k[image: ]/	*FL(L)	MAX(L)
	[image: U+261E]	a.[k[image: ]k[image: ]]		*!			a.[k[image: ]k[image: ]]	*!	
		b.[kέk[image: ]]	*!			[image: U+4064]	b.[kέk[image: ]]		*!







This ranking shows that the preservation of L is more important than the prohibition against a floating L. We demonstrate shortly that the low-ranking *FLOAT (L) is responsible for downstep in Yoruba as well. In (20), we present the ranking once MAX-IO (L) and *FLOAT (L) are incorporated into the ranking in (16). You might wonder how we come up with the ranking in (20) as the ranking in (16) does not mention either MAX-IO (L) or *FLOAT (L). How do we know the ranking of these constraints with the constraints mentioned in (16)? This is a good question. Here is the guideline we follow. The ranking in (16) partitions the constraints into two sets. One set is ranked higher than the other set. As MAX-IO (L) must rank higher than *FLOAT (L), we place MAX-IO (L) with the higher-ranked set while *FLOAT (L) is placed with the lower-ranked MAX-IO (M).

	(20) 	*FL(H), *FL(M), *MP, MAX(H), MAX(L)>>MAX(M), *FL(L)




We have no evidence yet of how MAX-IO (L) is ranked with the other higher- ranked constraints nor do we have evidence of how *FLOAT (L) is ranked with MAX-IO (M). Hence, they are unranked with the constraints in their set, marked by the commas. This ranking makes a number of claims about the ranking relations that exist among these constraints. First, it claims not just that MAX-IO (L) ranks above *FLOAT (L), but also that *FLOAT (H), *FLOAT (M), *MULTIPLE (T) and MAX-IO (H) all outrank *FLOAT (L). Of course, no evidence is provided for this latter claim yet. Second, this ranking claims that MAX-IO (L) dominates MAX-IO (M), a claim also not supported yet. Clearly these claims need to be verified. We demonstrate next that many of the ranking relations in (20) are correct.
Now compare [k[image: ]k[image: ]] with [k[image: ]k[image: ]] in (17c). In [k[image: ]k[image: ]], the input H and L tones are linked to the first TBU. A similar candidate not included in (17) is [kέk[image: ]], in which the L tone is linked to the last TBU together with its original H tone. Although [kέk[image: ]] appears identical with the attested surface form, we stated earlier that this is not the outcome produced by the phonological component. The phonological component produces [k[image: ]k[image: ]]. The final rising tone emerges from the phonetic component, which interprets any H tone after a L tone as a rising tone. Both [kέk[image: ]] and [k[image: ]k[image: ]] in (17c) are ruled out by *MULTIPLE (T), which prohibits the linking of more than one tone to a TBU. As (21i) shows, *MULTIPLE (T) must outrank *FLOAT (L) in order for [k[image: ]k[image: ]] to be optimal.

	(21) 	Pairwise comparisons for kέk[image: ] ‘learn a lesson’

	i.	/k[image: ] [image: ]k[image: ]/	*MP	*FL(L)		ii.	/k[image: ] [image: ]k[image: ]/	*FL(L)	*MP
	[image: U+261E]	a.[k[image: ]k[image: ]]		*!			a.[k[image: ]k[image: ]]	*!	
		c.[k[image: ]k[image: ]]	*!			[image: U+4064]	c.[k[image: ]k[image: ]]		*







This comparison confirms one of the ranking relations in (20), that is, *MULTIPLE (T) >> *FLOAT (L). Note that as *MULTIPLE (T) is ranked above *FLOAT (L) in (20), no change is made to the ranking.
Next consider [k[image: ]k[image: ]] in (17d). This candidate preserves the L tone of the noun but erases the H tone of the verb. Comparing this candidate with [k[image: ]k[image: ]], we see that both preserve the L, suggesting that they are not distinguished by MAX-IO (L). They are, however, distinguished by MAX-IO (H) and *FLOAT (L). [k[image: ]k[image: ]] satisfies MAX-IO (H) but violates *FLOAT (L). [k[image: ]k[image: ]] violates MAX-IO (H) but complies with *FLOAT (L). As long as the MAX-IO (H) dominates *FLOAT (L), [k[image: ]k[image: ]] emerges correctly as the optimal candidate.

	(22) 	Pairwise comparisons for kέk[image: ] ‘learn a lesson’

	i.	/k[image: ] [image: ]k[image: ]/	MAX(H)	*FL(L)		ii.	/k[image: ] [image: ]k[image: ]/	*FL(L)	MAX(H)
	[image: U+261E]	a.[k[image: ]k[image: ]]		*!			a.[k[image: ]k[image: ]]	*!	
		d.[k[image: ]k[image: ]]	*!			[image: U+4064]	d.[k[image: ]k[image: ]]		*







The tableaux in (22) confirm a second ranking relation in (20): MAX-IO (H) >> *FLOAT (L).
Finally, consider [ [image: ][image: ]k[image: ]] in (17e). It differs from [k[image: ]k[image: ]] in that it has a floating H. As (23) shows, as long as *FLOAT (H) ranks higher than *FLOAT (L), [ [image: ][image: ]k[image: ]] cannot be optimal.

	(23) 	Pairwise comparisons for kέk[image: ] ‘learn a lesson’

	i.	/k[image: ] [image: ]k[image: ]/	*FL(H)	*FL(L)		ii.	/k[image: ] [image: ]k[image: ]/	*FL(L)	*FL(H)
	[image: U+261E]	a.[k[image: ]k[image: ]]		*!			a.[k[image: ]k[image: ]]	*!	
		e.[ [image: ][image: ]k[image: ]]	*!			[image: U+4064]	e.[ [image: ][image: ]k[image: ]]		*







This comparison confirms a third ranking relation between *FLOAT (H) and *FLOAT (L) in (20). To summarize, this analysis of kέk[image: ] ‘learn a lesson’ in (1b) calls for MAX-IO (L) and *FLOAT (L). The addition of these constraints results in the constraint hierarchy in (20). The tableaux in (21), (22) and (23) confirm the ranking of *MULTIPLE (T), MAX-IO (H), and *FLOAT (H) above *FLOAT (L) in (20).
We would like to consider another form, r[image: ]b[image: U+2193][image: ] ‘see a knife,’ the second form in (1b). We choose r[image: ]b[image: U+2193][image: ] for two reasons. First, it has downstep. We would like to show how downstep is accounted for. Second, this is the form that poses a challenge for RU. We would like to show how OT handles this challenge. Like kέk[image: ] ‘learn a lesson,’ this form also stems from the contact of a H-toned verb with a noun that has an initial L tone. But unlike kέk[image: ], the final TBU of r[image: ]b[image: U+2193][image: ] has a M tone. In this form, the L tone that is dislodged from its input TBU surfaces as downstep. In (24), we illustrate the autosegmental representations of the input and various outputs.

	(24) 	Representations of the input and possible outputs for r[image: ]b[image: U+2193][image: ] ‘see a knife’
[image: ]




We take the optimal form to be [r[image: ]b[image: U+2193][image: ]] in (24a), a form with a linked H, followed by a floating L and then a linked M tone. This floating L is interpreted as downstep by the phonetic component. As a matter of fact, a floating L before both a M and L tone is realized as downstep in Yoruba. Recall that this form poses a problem for not specifying the M tone in Chapter 15. If the M tone is unspecified on the final TBU in (24a), why cannot the floating L link to this TBU? The underspecification account cannot offer a principled explanation of this fact. It remains to be seen how OT handles this form.
In what follows, we do not provide the pairwise comparisons for the candidates in (24b), (24c), and (24e). These comparisons will merely confirm the ranking relations in (20). We focus the comparison only on [r[image: ]b[image: ]] in (24d), a candidate that poses a challenge for RU. Consider [r[image: ]b[image: ]], which has the input L tone linked to the last TBU, resulting in the removal of its original M tone. In optimal-theoretic terms, this form can be ruled out by ranking MAX-IO (M) above *FLOAT (L), as (25) demonstrates.

	(25) 	Pairwise comparisons for r[image: ]b[image: U+2193][image: ] ‘see a knife’

	i.	/rí [image: ]b[image: ]/	MAX(M)	*FL(L)		ii.	/rí [image: ]b[image: ]/	*FL(L)	MAX(M)
	[image: U+261E]	a. [r[image: ]b[image: U+2193][image: ]]		*!			a. [r[image: ]b[image: U+2193][image: ]]	*!	
		d. [r[image: ]b[image: ]]	*!			[image: U+4064]	d. [r[image: ]b[image: ]]		*!







In (25i-a), [r[image: ]b[image: U+2193][image: ]] preserves the M tone but violates *FLOAT (L). In contrast, [r[image: ]b[image: ]] in (25i-d) deletes the input M tone, which vacates a TBU for the L tone to associate. This form results in a MAX-IO (M) violation. So long as MAX-IO (M) dominates *FLOAT (L), [r[image: ]b[image: U+2193][image: ]] emerges as the optimal candidate. We show later that this candidate is ruled out by a relatively high-ranked IDENT-IO (L) as well. In (20), MAX-IO (M) is not ranked with *FLOAT (L); both are placed at the bottom of the constraint hierarchy. To reflect the ranking in (25i), we separate MAX-IO (M) and *FLOAT (L) with “>>” in (26).

	(26) 	*FL(H), *FL(M), *MP, MAX(H), MAX(L) >> MAX(M) >> *FL(L)




In OT terms, [r[image: ]b[image: ]] is not attested because maximizing the M tone is more important than not allowing a floating L. We have analyzed the first two forms in (1b). The third one is left for you to figure out.
4.3 M-toned verbs followed by nouns with an initial M or L
Now consider the forms that involve a M-toned verb in (1c). One such form is [image: U+0283] [image: U+012B][image: U+0283][image: U+1F73] ‘work (do work),’ which comes from a M-toned verb appearing before a noun with an initial M tone. In (27), we illustrate the representations of the input and the outputs including the optimal form in (27a).

	(27) 	Representations of the input and possible outputs for [image: U+0283][image: ][image: U+0283]é ‘work (do work)’
[image: ]




This form is not hard to analyze. We provide the forms to be evaluated here so that you can try to determine for yourself the relevant constraints for each pair, construct the tableaux, and determine whether the constraint hierarchy in (26) is sufficient.
Let’s turn our attention to (1d). These forms all have a M-toned verb followed by a noun with an initial L tone. For example, [image: U+0283][image: ]r[image: ] ‘be friends’ in (1d) is derived from the input /[image: U+0283][image: U+0113] [image: ]rέ/. In (28), we provide the representations for the input and the outputs for this form.

	(28) 	Representations of the input and possible outputs for [image: U+0283][image: ]r[image: ] ‘be friends’
[image: ]




Now pay attention to [[image: U+0283][image: ]rέ] in (28a), which we take to be the optimal form, the form produced by the phonological component. Mentioned earlier, the rising tone of [image: U+0283][image: ]r[image: ] results from the phonetic component, which interprets any H tone preceded by a L tone as a rising tone. Thus with respect to [image: U+0283][image: ]r[image: ], the task involves explaining why [[image: U+0283][image: ]rέ] in (28a) is superior to those in (28b) through (28e).
The comparison of [[image: U+0283][image: ]rέ] with (28c) and (28e) is straightforward. We leave the task of determining the constraint ranking for you. In what follows, we concentrate on (28b) and (28d). First, consider [[image: U+0283][image: ]rέ] and [[image: U+0283][image: ]rέ]. [[image: U+0283][image: ]rέ] preserves the input L tone but loses the M tone. In contrast, [[image: U+0283][image: ]rέ] retains the M tone at the expense of the L tone. This comparison provides the evidence that MAX-IO (L) dominates MAX-IO (M), a ranking relation that is reflected in (26), but for which we have provided no evidence thus far.

	(29) 	Pairwise comparisons for [image: U+0283][image: ]r[image: ] ‘be friends’

	i.	/[image: U+0283][image: U+0113] [image: ]rέ/	MAX(L)	MAX(M)		ii.	/[image: U+0283][image: U+0113] [image: ]rέ/	MAX(M)	MAX(L)
	[image: U+261E]	a. [[image: U+0283][image: ]rέ]		*			a. [[image: U+0283][image: ]rέ]	*!	
		b. [[image: U+0283][image: ]rέ]	*!			[image: U+4064]	b. [[image: U+0283][image: ]rέ]		*







Ranking MAX-IO (L) above MAX-IO (M) explains the asymmetry between L and M. That is, when L and M come in contact, only the M tone is erased.
Now consider [[image: U+0283][image: ] `rέ] in (28d). This candidate retains both the M and the L tones. The M tone is linked, but the L is not. This candidate arises from the claim that *FLOAT (L) is ranked low in Yoruba; hence floating L tones should be allowed. Phonetically, we can interpret [[image: U+0283][image: ] `rέ] as having a M tone followed by a LH rising tone, that is, [[image: U+0283][image: ] `r[image: ]], because the final H appears after a L tone. Therefore this H should be interpreted as a rising tone by the phonetic component. The question is why [[image: U+0283][image: ] `rέ] is less optimal than [[image: U+0283][image: ]rέ]. [[image: U+0283][image: ]rέ] loses the input M tone and, consequently, incurs a MAX-IO (M) violation. By retaining the M and L tones, [[image: U+0283][image: ] `rέ] does not violate MAX-IO (L) or MAX-IO (M). Why is [[image: U+0283][image: ] `rέ] worse than [[image: U+0283][image: ]rέ]? This is where IDENT-IO (L) becomes relevant. IDENT-IO (L) requires that corresponding input and output TBUs have the same L tone. The TBU with the L tone in the input /[image: U+0283][image: U+0113] [image: ]rέ/ is the initial TBU of the noun. The same TBU retains the L tone in [[image: U+0283][image: ]rέ]; hence it does not violate IDENT-IO (L). In contrast, the initial TBU of [[image: U+0283][image: ] `rέ] has a M tone in violation of IDENT-IO (L). If we rank IDENT-IO (L) above MAX-IO (M), [[image: U+0283][image: ]rέ] is correctly selected as the optimal candidate. This is exemplified in (30i)

	(30) 	Pairwise comparisons for [image: U+0283][image: ]r[image: ] ‘be friends’

	i.	/[image: U+0283][image: U+0113] [image: ]rέ/	ID(L)	MAX(M)		ii.	/[image: U+0283][image: U+0113] [image: ]rέ/	MAX(M)	ID(L)
	[image: U+261E]	a.[[image: U+0283][image: ]rέ]		*!			a.[[image: U+0283][image: ]rέ]	*!	
		d.[[image: U+0283][image: ] `rέ]	*!			[image: U+4064]	d.[[image: U+0283][image: ] `rέ]		*







Now consider how IDENT-IO (L) can be incorporated into the constraint hierarchy in (26). According to (30), IDENT-IO (L) must rank higher than MAX-IO (M). This would place IDENT-IO (L) with the highest-ranked constraints as in (31).

	(31) 	*FL(H), *FL(M), *MP, MAX(H), MAX(L), ID(L) >>MAX(M) >>*FL(L)




This ranking has implications for the forms that result from the inputs with a L tone. One such form is r[image: ]b[image: U+2193][image: ] ‘see a knife,’ which is derived from /rí [image: ]b[image: ]/. One of the candidates to be evaluated against the optimal [r[image: ]b[image: U+2193][image: ]] is [ [image: ][image: ]b[image: ]] in (24e). With a floating H tone, [´r[image: ]b[image: ]] can be eliminated by *FLOAT (H). But if IDENT-IO (L) is unranked with *FLOAT (H), then [´r[image: ]b[image: ]] would be selected incorrectly as the optimal candidate, as the tableau in (32) shows.

	(32) 			/rí [image: ]b[image: ]/	*FL(H)	ID(L)	*FL(L)
		a.[r[image: ]b[image: U+2193][image: ]]		*	*!
	[image: U+4064]	e.[´r[image: ]b[image: ]]	*		





In (32), we see that [r[image: ]b[image: U+2193][image: ]] violates IDENT-IO (L) while [´r[image: ]b[image: ]] violates *FLOAT (H). If these constraints are unranked or equally ranked (marked by the dotted line), the decision is then left to *FLOAT (L), which would select [´r[image: ]b[image: ]] as the optimal form. The only way to eliminate [´r[image: ]b[image: ]] while ranking IDENT-IO (L) above MAX-IO (M) is to place IDENT-IO (L) between *FLOAT (H) and MAX-IO (M) as in (33).

	(33) 	*FL(H), *FL(M), *MP, MAX (H), MAX(L) >> ID(L)>> MAX(M) >> *FL(L)




This ranking ensures that [r[image: ]b[image: U+2193][image: ]] is optimal, as (34) shows,

	(34) 			/rí [image: ]b[image: ]/	*FL(H)	ID(L)	*FL(L)
	[image: U+261E]	a.[r[image: ]b[image: U+2193][image: ]]		*	*
		e.[´r[image: ]b[image: ]]	*!		





A high-ranking IDENT-IO (L) has implications for the forms that result from an input with a L tone, such as the comparisons in (19), (20), and (21). We invite you to verify whether the ranking in (33) is correct with respect to these comparisons.
4.4 Exemplification
We have now arrived at the final ranking in (33). As proof of this ranking, we provide the tableaux for four of the forms considered in this section. Each tableau compares all the candidates to see whether the ranking selects the right candidate as the optimal form. In (35), we present the tableau for r[image: ]gbá ‘see a calabash.’

	(35) 	Tableau for r[image: ]gbaá ‘see a calabash’

		/r[image: ][image: ]gbá/	*FL(H)	*FL(M)	*MP	MAX(H)	MAX(L)	ID(L)	MAX(M)	*FL(L)
	[image: U+261E]	a.[r[image: ]gbá]							*!	
		b.[r[image: ]gbá]				*!				
		c.[r[image: ]gbá]			*!					
		d.[r[image: ]gbá]		*!						
		e.[´r[image: ]gbá]	*!							







As this tableau shows, [r[image: ]gbá] in (35a) is correctly identified as the winner. The four competing candidates are ruled out by the undominated *FLOAT (H), *FLOAT (M), *MULTIPLE (T), and MAX-IO (H). Next consider the tableau for kέk[image: ] ‘learn a lesson’ in (36).

	(36) 	Tableau for kέk[image: ]‘learn a lesson’

		/k[image: ] [image: U+1F72]k[image: ]/	*FL(H)	*FL(M)	*MP	MAX(H)	MAX(L)	ID(L)	MAX(M)	*FL(L)
	[image: U+261E]	a. [kέ `k[image: ]]						*!		*
		b. [kέk[image: ]]					*!	*		
		c. [k[image: ]k[image: ]]			*!					
		d. [k[image: U+1F72]k[image: ]]				*!				
		e. [´k[image: U+1F72]k[image: ]]	*!							







Though [kέ `k[image: ]] in (36a) violates IDENT-IO (L) and *FLOAT (L), it emerges as the optimal candidate. The four competing candidates are eliminated by *FLOAT (H), MAX-IO (H), *MULTIPLE (T), and MAX-IO (L). This tableau provides further proof that IDENT-IO (L) is ranked below the highest-ranked constraints. In (37), we present the tableau for r[image: ]b[image: U+2193][image: ] ‘see a knife’

	(37) 	Tableau for r[image: ]b[image: U+2193][image: ] ‘see a knife’

		/rí [image: ]b[image: ]/	*FL(H)	*FL(M)	*MP	MAX(H)	MAX(L)	ID(L)	MAX(M)	*FL(L)
	[image: U+261E]	a.[r[image: ]b[image: U+2193][image: ]]						*		*
		b.[r[image: ]b[image: ]]					*!	*		
		c.[r[image: ]b[image: ]]			*!			**		
		d.[r[image: ]b[image: ]]						**!	*	
		e.[´r[image: ]b[image: ]]	*!							







According to (37), (37b), (37c), and (37e) are eliminated by MAX-IO (L), *MULTIPLE (T), and *FLOAT (H). We would like to draw your attention to [r[image: ]b[image: ]] (37d), the form that poses a challenge for RU. According to (37), there are two reasons why [r[image: ]b[image: ]] is not optimal. It violates the higher-ranked MAX-IO (M). In addition, it incurs two violations of IDENT-IO (L). Finally consider the tableau for [image: U+0283][image: ]r[image: ] ‘be friends’ in (38).

	(38) 	Tableau for [image: U+0283][image: ]r[image: ] ‘be friends’

		/[image: U+0283][image: U+0113] [image: ]rέ/	*FL(H)	*FL(M)	*MP	MAX(H)	MAX(L)	ID(L)	MAX(M)	*FL(L)
	[image: U+261E]	a.[[image: U+0283][image: ]rέ]							*	
		b.[[image: U+0283][image: ]rέ]					*!	*		
		c.[[image: U+0283][image: ]r[image: ]]			*!			*		
		d.[[image: U+0283][image: ] `rέ]						*!		*
		e.[ [image: ][image: U+0283][image: ]rέ]		*!						







According to this tableau, the candidates in (38b), (38c), and (38e) are ruled out by MAX-IO (L), *MULTIPLE (T), and *FLOAT (M). [[image: U+0283][image: ] `rέ] in (38d) provides the proof that IDENT-IO (L) ranks above MAX-IO (M). This ranking picks [[image: U+0283][image: ]rέ] correctly as the optimal candidate. Recall that [[image: U+0283][image: ]rέ] feeds into the phonetic component, which interprets the H tone preceded by a L tone as a rising tone. We have not provided a tableau for [image: U+0283][image: U+012B][image: U+0283]έ ‘work (do work),’ leaving it for you to construct.
5. OT and tone asymmetry
Now that the analysis is complete, let’s consider directly how tonal asymmetry is explained in this optimal-theoretic account. In addition, we highlight some of the key similarities and differences between our analysis and that outlined in Pulleyblank (2004). Let’s start by discussing the underlying tonal specification, a feature that distinguishes CS from RU. How does OT deal with the issue of tonal underspecification? In the OT analysis in section 4, the three contrastive tones – H, M, and L – in Yoruba are all specified in the input. This is consistent with OT’s Richness of the Base principle in (39).

	(39) 	Richness of the Base: No constraints hold at the level of underlying forms.




According to this principle, there should be no condition on underlying representation alone. Constraints can be imposed on outputs alone as in the case of markedness constraints and on the relations between input and output via input–output faithfulness constraints, but not directly on inputs. An implication of this principle is that all three tones are specified in the input. Consequently, tonal underspecification cannot stem from the lack of specification (Myer 1997). It can only result from constraint ranking in OT. The underspecification of the M tone can arise from the interaction of an anti-M-tone constraint with MAX-IO (M). We can refer to this anti-M-tone constraint as *M. As long as *M outranks MAX-IO (M) as in (40), the optimal phonological representation can be unspecified for the M tone.

	(40) 	*M >> MAX-IO (M)




As the M tone is attested on the surface in Yoruba, *M is likely to rank low in Yoruba. For this reason, the issue of the *M ranking did not come up. In this OT analysis, the M tone asymmetry is caused by the ranking of the three Max-IO (T) constraints. In this regard, this OT analysis differs from the RU analysis, which relies on underlying tonal underspecification. It is more similar to CS in that all three tones are specified in both accounts. The two differ in that OT relies on constraint ranking, while CS relies on rules.
A fundamental issue raised by the data in (1) is that the three tones are asymmetric in Yoruba. In particular, the M tone is deleted when it appears next to a H or L tone, not the reverse. How does OT explain the M tone asymmetry? In this OT account, the asymmetry follows from the ranking of the three MAX-IO (T) constraints. Even though all three call for the preservation of their respective tone, they are not equally ranked. In Yoruba, MAX-IO (H) and MAX-IO (L) dominate MAX-IO (M), as in (41).

	(41) 	MAX-IO (H), MAX-IO (L) >> MAX-IO (M)




This ranking is responsible primarily for the deletion of the input M tone. According to this ranking, Yoruba values the H and L tones more than the M tone. This ranking, together with high-ranking constraints such as *MULTIPLE (T), causes the erasure of the M tone. In this regard, our analysis is identical with that outlined in Pulleyblank (2004). In both, the tone asymmetry is explained not by underspecification, but by the constraint ranking in (41).
Our analysis also differs in some key respects from Pulleyblank (2004). One difference lies in the ranking of MAX-IO (H) and MAX-IO (L). Unlike Pulleyblank (2004), we find no evidence supporting the ranking of MAX-IO (H) above MAX-IO (L). This is due to the fact that when a L tone contacts a H tone, the L tone is never deleted in Yoruba. As shown in (1b), the L tone dislodged by vowel deletion is preserved in Yoruba (Bamgbo[image: ]e 1966). This L tone triggers either a rising contour on the following H tone or the downstep of the following M or L tone. As a result, the data in (1) do not provide clear evidence for a particular ranking of these two constraints. A second difference lies in the three *FLOAT (T) constraints. Pulleyblank (2004) did not consider floating tones in general. This may be because Pulleyblank (2004) did not attempt a full analysis of the data in (1), in particular, the downstep seen in (1b). As we show here, a thorough analysis of tonal changes must factor in floating tones to account for downstep. The third difference lies in *MULTIPLE (T). This constraint is also crucial in ensuring that vowel loss leads to tone loss.
With respect to [r[image: ]b[image: ]], a form problematic for RU, we pointed out earlier that it cannot be optimal for two reasons. First, it fails to preserve the M tone. Even though MAX-IO (M), which preserves the M tone, is ranked relatively low, it is still important to retain the M tone, as shown by its ranking above *FLOAT (L). Second, [r[image: ]b[image: ]] incurs one more violation of IDENT-IO (L) than the optimal candidate.
Clearly, OT can handle the tonal patterns that result from vowel contact in Yoruba. The question remains: Is this OT account superior to the analyses based on CS and RU? This question cannot be answered conclusively in this chapter for three reasons. First, OT uses different formal devices and subscribes to different claims and assumptions. For this reason, we cannot compare this account with the other two on the basis of the simplicity criterion we appealed to in Chapter 15. Second, even though this OT account can handle [r[image: ]b[image: ]] unlike RU, is this advantage significant enough to warrant the conclusion that this OT account is superior? Even if we grant this advantage to the OT account, it is not clear that this account is superior to CS. Third, we analyze only limited amounts of data in Yoruba for space reasons. As a result, it is hard to ascertain which analysis is superior.
You might wonder what type of data might favor OT as opposed to CS. Recall that RU proponents claim that RU is superior to CS because it locates the M tone asymmetry in one source, that is, its lack of specification. To the extent that RU can explain different phenomena via the same mechanism, that is, the underspecification of the M tone, while CS cannot, then RU is superior because it attributes the asymmetry in a variety of phenomena to one underlying cause. One way we can distinguish OT from CS is to see whether the same constraint ranking is responsible for the M tone asymmetry in a variety of phenomena. If CS has to rely on different rules, then we can conclude that the OT view is superior. In the exercises for this chapter, we present additional tonal data from Yoruba and invite you to evaluate whether they provide the evidence to distinguish these competing theories of tone asymmetry. In addition, we will ask you to explore other OT accounts of tone asymmetry using markedness constraints such as *M, *H, and *L.
6. Conclusion
In this chapter we analyze the tonal changes seen in regular speech forms in Yoruba. These forms show that when a v-final verb appears before a v-initial noun, this contact triggers vowel deletion and tone loss. The results reveal that tone loss does not affect indiscriminately all tones in Yoruba but only the M tone. This is just one of the manifestations of a phenomenon we dub as tone asymmetry. In Chapter 15, we presented two accounts of tone asymmetry in Yoruba: one based on CS and one based on RU. This chapter presents a third account, one framed in terms of constraints and constraint ranking within the framework of OT. The central purpose of comparing the three accounts is not to advocate a particular approach, but to show how different theories handle identical phenomena and to develop your ability to analyze phonological phenomena from multiple perspectives. Our OT analysis demonstrates that Yoruba tone asymmetry does not have to be explained either by rules as in CS or by underspecification as in RU. It can be handled by constraint ranking. Specifically, we showed that once we extend the MAX-IO family of constraints to tones, tone asymmetry can be accounted for by MAX-IO (H), MAX-IO (L) >> MAX-IO (M). This ranking prioritizes the retention of H and L above M, resulting in tone asymmetry. This is, of course, only one account of tone asymmetry even within OT. In the exercises for this chapter, we introduce additional tonal data and invite you to consider other accounts. We have not made use of the three DEP-IO (T) constraints introduced in section 3. These exercises will ask you to consider the role of DEP-IO (T) in the analysis of the tonal data.

Exercises
Discussion/Reading response questions
Question 1: The M tone is asymmetric in Yoruba. Discuss how the OT account presented in this chapter handles this asymmetry. Compare the candidates that show the M tone is asymmetric, identify the constraint ranking responsible for this asymmetry, and demonstrate the analysis with tableaux.


Question 2: By now we have seen three accounts of tone asymmetry: two derivational accounts (Contrastive Specification and Radical Underspecification) and an optimal-theoretic account. Evaluate the three accounts and identify the key differences. Then discuss at least one advantage of the OT analysis.



Multiple-choice/Fill-in-the-blank questions
(1) Let’s consider /rí [image: ]b[image: ]/ [image: U+2192] [r[image: ]b[image: ]] ‘see soup,’ the third form in (1a) of this chapter, to see if the ranking in (33) predicts [r[image: ]b[image: ]]. Below, we show the input form, the optimal form in (a) and four competing candidates in (b) to (e). As we discussed in this chapter, the optimal form is not [r[image: ]b[image: ]], but [r[image: ]b[image: ]]. [r[image: ]b[image: ]] surfaces because a L tone following a H tone is realized as a HL falling tone in Yoruba.


[image: ]

To deduce constraint rankings, we use pairwise comparisons. Now determine which pair of constraints prefers [r[image: ]b[image: ]] to [r[image: ]b[image: ]] in (b) and complete the tableaux. Record the ranking in the space provided below the tableau.


[image: ]


_________________________________________________________________


(2) Compare [r[image: ]b[image: ]] with [r[image: ]b[image: ]] in (1c). Determine which pair of constraints prefers [r[image: ]b[image: ]] and complete the tableaux. Record the revised ranking in the space provided below.


[image: ]



_________________________________________________________________


(3) Compare [r[image: ]b[image: ]] with [r[image: ] [image: ]b[image: ]] in (1d). Determine which pair of constraints prefers [r[image: ]b[image: ]] and complete the tableaux. Record the revised ranking in the space provided below.


[image: ]



_________________________________________________________________


(4) Compare [r[image: ]b[image: ]] with [ [image: ][image: ]b[image: ]] in (e). Determine which pair of constraints prefers [r[image: ]b[image: ]] and complete the tableaux. Record the revised ranking in the space provided below.


[image: ]



_________________________________________________________________


(5) Now compare your ranking with the one in (33) and determine whether they are consistent.

a. Yes. They are consistent.

b. No. According to (4), MAX(M) must dominate *FL(H), but the reverse is the case in (33).

c. No. According to (4), *FL(M) must rank above MAX(M). But this is not the case in (33).

d. No. According to (4), *FL(L) must outrank MAX(M). But the reverse is the case in (33).


(6) Complete this tableau for /rí [image: ]b[image: ]/ [image: U+2192] [r[image: ]b[image: ]] ‘see soup.’


[image: ]




(7) Let’s analyze /rí àpò/ [image: U+2192] [ráp[image: U+2193]ò] ‘see a bag,’ a form in (1b) of this chapter, to see if the ranking in (33) predicts [ráp[image: U+2193]ò]. First, determine which of the following has the correct underlying representation.

[image: ]


(8) Which is the optimal candidate for [ráp[image: U+2193]ò]

[image: ]


(9) The optimal candidate for [ráp[image: U+2193]ò] must be evaluated against the minimally different sub-optimal candidates. Now supply the sub-optimal candidates. Hint: Reviewing section 4.2 can help.


[image: ]




(10) Complete the tableau for /rí àpò/ [image: U+2192] [ráp[image: U+2193]ò] ‘see a bag.’ Place the optimal form in (a).


[image: ]





Problems for analysis
(11) Problem 1: OT analyses of vowel contact in Yoruba
Re-examine the data in Question 1 of Chapter 15 from Bamgbo[image: ]e (1966). Develop and evaluate two OT-based analyses of tone alternations triggered by vowel deletion under vowel contact. Consider the following.

a. Apply the OT analysis in this chapter to the data. That is, construct tableaux to illustrate whether and how the OT analysis works for these forms. Hint: Reviewing the OT analysis in section 4 can help.

b. Develop a second OT account. In analyzing tone asymmetry, we appeal to faithfulness constraints. We showed that ranking MAX (M) below MAX (H) and MAX (L) favors the retention of H and L tones at the expense of M tones. This ranking explains why only M tones are lost. Now consider if the M tone loss can be explained by markedness constraints on tones: *H, *M, and *L. These constraints ban H, M, or L tones on the surface. Ranking *M above *H and *L makes it more desirable to lose M tones. Develop an analysis using *H, *M, and *L rather than MAX (H), MAX (M), and MAX (L).

c. Compare the two analyses. Discuss whether there is any advantage to either analysis. If not, explore what type of evidence might help us choose between the two OT analyses.


(12) Problem 2: Tone of Etsako reduplication
In Problem 3 of Chapter 14, we introduced some Etsako data that illustrate the tone changes in reduplicative forms. Re-examine the Etsako forms and develop an OT analysis. Consider these questions.

a. Reduplication triggers segmental as well as tonal changes. What constraint ranking might explain the segmental changes in reduplication?

b. What constraints are responsible for the tonal alternations? Identify and formulate the constraints. Are the tone constraints introduced in this chapter relevant to Etsako reduplication?

c. How are the constraints ranked in Etsako? Determine the ranking through pairwise comparisons and demonstrate your thinking and reasoning step by step.

d. Can you exemplify your analyses with tableaux? In these tableaux, compare the optimal form with all key sub-optimal candidates.


(13) Problem 3: Tones of emphatic markers and object clitics in Yoruba
Problems 1 and 2 of Chapter 15 provided some tonal data from Yoruba for you to analyze. Re-examine these data and develop a unified OT account. Address these points in your analysis.

a. The tonal alternations affecting emphatic markers and object clitics may be triggered by one constraint. Develop a unified OT analysis in which tonal alternations affecting emphatic markers and object clitics are motivated by an identical condition.

b. The OT analysis of vowel contact phenomena is relevant to the emphatic markers and object clitics. Extend the analysis to emphatic markers and object clitics. If your analysis calls for additional constraints, try to integrate them with those in (33) and generate one constraint hierarchy.


(14) Problem 4: Mende/Kukuya tone distribution
Re-visit the Mende tone distribution data in (1) or the Kukuya data in Problem 2 of Chapter 13 and develop an optimal-theoretic analysis of tone distribution in either language. Consider these questions.

a. In the autosegmental analysis of Mende tones, we concluded that tones are morphemic or unlinked in underlying representation. This, together with the Obligatory Contour Principle (OCP) in (17) of Chapter 13, limits the possible underlying tone specifications and explains why only some surface tone sequences are attested in Mende. OT follows the Richness of Base, which states that no constraints hold at the level of underlying forms. This has two implications. First, tones cannot be morphemic or unlinked. Second, the OCP cannot be used to restrict underlying tone specifications. Determine what underlying representations Mende nouns or Kukuya stems must have under OT.

b. If no constraint can be imposed on underlying forms, then the limited surface tone patterns in Mende or Kukuya can only come about from markedness constraints on outputs, faithfulness constraints on input–output relations, and/or alignment constraints. Determine the constraints needed. Hint: You do need new constraints on tone.

c. Determine the ranking for the tonal distribution. Deduce the ranking by pairwise comparisons. Moreover, provide tableaux for representative forms. Compare all of the key candidates in one tableau.





Unit 5 Stress

This unit examines stress. Stress manifests itself in pitch, duration, and loudness. In a word, the stressed units, that is, syllables or moras, tend to have higher pitch, longer duration, and increased amplitude, though their importance as markers of stress varies from language to language. As this unit shows, stress is predictable. Languages can differ in how and where stress is assigned, but they exhibit shared characteristics. This unit, which comprises three chapters, is devoted to this phenomenon. Chapter 17 presents stress data from Pintupi, Wargamay, and Choctaw. These three languages are selected to highlight the typical patterns of stress and their crosslinguistic variations. This chapter also introduces the Metrical Theory (MT) of stress and shows how it handles stress in the three languages. Two key claims of MT are that syllables are organized into larger constituents known as feet and that feet are responsible for the rhythmic property of stress. This metrical account of stress is juxtaposed with the view of stress based on Optimality Theory (OT) in Chapter 18. We show that though OT abandons the rule approach to foot construction, it draws significant insights from MT. These two chapters present a comparison of MT and OT and highlight their strengths and drawbacks. Chapter 19 analyzes the interactions between stress and epenthesis in Yimas, whose normal stress assignment seems to be both impacted and not impacted by epenthesis. This chapter highlights the problem posed by this pattern interaction problem for Derivational Theory and some of the advantages for OT. Through these three chapters, this unit develops your understanding of the phonetic properties and phonological patterns of stress and showcases how patterns of stress are identified and analyzed.


17 Pintupi, Wargamay, and Choctaw stress and Metrical Theory

1. Introduction
We start this unit by investigating a different type of phonological phenomenon called stress. Stress is different from emphasis or emphatic stress. Although both can have phonetic properties such as higher pitch, longer duration, and/or increased loudness, stress and emphasis perform different linguistic functions. When a form or a part of it is emphasized, the intention of a speaker is to draw attention to this form and/or contrast it with other entities. Stress is used not for attention-drawing or contrastive purposes. It is used to demarcate, among other things, the borders of morphological and phonological units such as word boundaries. Unlike emphasis, which shifts depending what is emphasized, stress is fixed and exhibits predictable patterns. Moreover, stress is similar to segments in that both are an integral part of the phonetic makeup of a word, unlike emphasis which is superimposed. This chapter develops your understanding of the patterns of stress. We showcase stress from three languages: Pintupi, Wargamay, and Choctow. These languages highlight three types of stress patterns. We demonstrate that stress is the manifestation of rhythm in natural languages. Linguists express this rhythm by hypothesizing a level of phonological structure known as foot. Like syllables, feet are phonological constituents; both gather strings of sounds into larger units. But as units, feet are larger and can include more than one syllable. This chapter highlights the crucial role feet play in predicting stress placement in natural languages. As meters are defined in feet, this theory of stress is known as Metrical Theory (henceforth, MT).
This chapter has three objectives. First, it introduces stress and highlights its characteristic patterns and crosslinguistic properties. Second, this chapter presents MT, a proposal initiated in Liberman (1975) and Liberman and Prince (1977) and many subsequent works. We focus on the version of MT in Hayes (1995). According to Hayes (1995), foot structures are restricted, with only three types: syllabic trochee, moraic trochee, and iamb. The crosslinguistic variations in stress result mainly from these foot types. Finally, this chapter expands your ability to analyze stress. This analytic ability, we believe, can be developed only by learning how stress is analyzed and analyzing it yourself.
2. Puzzles
This section introduces stress data from Pintupi, Wargamay, and Choctaw. Pintupi and Wargamay are aboriginal languages of the Pama-Nyungan family spoken in Australia. Choctaw is a language of the Muskogean family spoken by native Americans in Oklahoma and Mississippi. These languages highlight three distinct rhythmic patterns. Thus, we encourage you to examine them not just separately but side by side to see where they converge and diverge.
Consider the phonetic properties of stress. Unlike tone, voicing or nasality, stress is not defined by one physical property. According to a large body of experimental studies (i.e. Lehiste 1970, Lea 1977, Beckman 1986, etc.), stress manifests itself in pitch, duration, and loudness. Stressed syllables are generally associated with higher pitch and increased duration, and loudness, while unstressed syllables display a decrease in pitch, duration, and loudness. These properties vary in importance as a marker of stress from language to language. For instance, Fry (1955, 1958) concludes that pitch variations are the most significant indicator of stress for English, followed by duration with loudness the least significant. In contrast, Pintupi stress is “manifested by increased loudness, with the additional features of high pitch and greater length frequently evident” (Hansen and Hansen 1969: 162). This description suggests that loudness is more important than pitch and duration in Pintupi, though it remains to be verified through experiments.
In addition, languages differ in the degrees of stress they distinguish. Languages can contrast two, three, or even four degrees of stress, which are given terms such as primary, secondary, and tertiary, with primary stress referring to syllables that are most prominent, followed by secondary and tertiary stress. The three languages of this chapter distinguish three degrees of stress, which we refer to as primary, secondary, and unstressed. Following most of the phonological literature, we use the acute accent (′) to mark primary stress and the grave accent (‵) to signal secondary stress. Syllables without either accent are not stressed. Though accent marks appear on the vowel of a syllable, this notation is not intended to imply that only the vowel is stressed. The phonetic properties of stress are reflected generally in the entire syllable. In what follows, we present the data from each language in two chunks. The first chunk consists of forms with light syllables. The second comprises forms with at least one heavy syllable. The data in each set are arranged according to syllable count indicated by numbers. As before, syllable boundaries are marked by periods. To highlight stressed syllables, we present them in bold.
The Pintupi data are taken from Hansen and Hansen (1969, 1978), according to whom Pintupi words can include up to fourteen syllables. However, they provide only stress forms with up to nine syllables. Some changes are made in the representation of consonants. Pintupi has three types of alveolars: (a) apico-alveolars (t, n, l, [image: U+0159]); (b) lamino-alveolars (tj, nj, and lj); and (c) apico-domal or retroflex alveolars ([image: ], [image: ], [image: ] and [image: ]). We represent lamino- and retroflex alveolars here as ([image: ], [image: ], and [image: ]) and ([image: U+0288], [image: U+0273], [image: U+026D], and [image: U+027B]), respectively.

	(1) 	Stress in words with light syllables in Pintupi (Hansen and Hansen 1969: 161)
	a. 		2	pá.[image: U+0273]a	‘earth’




	b. 		3	[image: ]ú.[image: U+0288]a.ya	‘many’




	c. 		4	má.[image: U+026D]a.wà.na	‘through (from) behind’




	d. 		5	pú.[image: U+026D]i[image: U+014B].kà.la.[image: ]u	‘we (sat) on the hill’




	e. 		6	[image: ]á.mu.lìm.pa.[image: ]ù[image: U+014B].ku	‘our relation’




	f. 		7	mú.[image: U+014B]a[image: U+014B].kàl.pi.là.[image: ]u[image: U+014B].ku	‘finally we (went) together in the darkness’




	g. 		8	kú.[image: U+0159]a.[image: ]ùs.lu.lìm.pa.[image: ]ù.[image: U+026D]a	‘the first one (who is) our relation’




	h. 		9	yú.ma.[image: U+026D]ì[image: U+014B].ka.mà.[image: U+0159]a.[image: ]ù.[image: U+026D]a.ka	‘because of mother-in-law’







In Pintupi, CV and CVC syllables are light, exemplified by the first two syllables of the form in (1d). Heavy syllables have a long vowel, as (2) illustrates. Vowel length is contrastive: cf. mú.[image: U+014B]u ‘orphan’ vs. mú[image: U+02D0].[image: U+014B]u ‘fly (species)’ and [image: ]á.ku ‘will see’ vs. [image: ]á[image: U+02D0].ku ‘why.’

	(2) 	Stress in words with heavy syllables in Pintupi (Hansen and Hansen 1969: 156, 162)
	a. 		1	[image: ]á[image: U+02D0]	‘mouth’




	b. 		2	mú[image: U+02D0].[image: U+014B]u	‘fly (species)’







Two forms are presented in (2) because only limited forms with a long vowel are provided in Hansen and Hansen (1969, 1978) and almost all of them are bi-syllabic. Moreover, stress is not indicated in forms with an initial long vowel in Hansen and Hansen (1969, 1978). The stress of the forms in (2) is deduced from two statements in Hansen and Hansen (1969: 161–62): (i) “Each phonological word contains one syllable manifesting primary stress” and (ii) “Long vowels occur only in initial primary stressed syllables.” As (2a) shows, Pintupi has mono-syllabic words that consist of a heavy syllable. But mono-syllabic words with a light syllable (CV or CVC) are rare.
The Wargamay data come from Dixon (1981). Dixon does not indicate the acoustic qualities of stress, apart from mentioning that a non-initial primary-stressed syllable may be optionally lengthened. The vocabulary list in Dixon (1981:112–21) reveals that non-reduplicated forms can have up to five syllables and reduplicated forms can possess as many as six. As Dixon provides no reduplicative form with stress, we include in (3) the forms with up to five syllables.

	(3) 	Stress in words with light syllables in Wargamay
	a. 		2	bá.da	‘dog’




	b. 		3	ga.gá.ra	‘dilly bag’




	c. 		4	gí.[image: U+025F]a.wù.lu	‘freshwater jewfish’




	d. 		5	[image: U+025F]u.[image: U+027D]á.gay-mi`.ri	‘Niagara-Vale-from’







As (3d) shows, light syllables are CV or CVC in Wargamay, just like Pintupi. Heavy syllables consist of a long vowel: CV[image: U+02D0] or CV[image: U+02D0]C. Vowel length is contrastive: c.f. giba ‘liver’ vs. gi[image: U+02D0]ba ‘to scratch’ and nuba ‘bark bag’ vs. nu[image: U+02D0]ba ‘to sharpen.’ But long vowels are restricted to the initial syllable, similar to Pintupi.

	(4) 	Stress in words with a heavy syllable in Wargamay (Dixon 1981: 20–21)
	a. 		1	má[image: U+02D0]l	‘man’




	b. 		2	mú[image: U+02D0].ba	‘stone fish’




	c. 		3	gì:.ba.[image: U+027D]a	‘fig tree’







According to Dixon (1981: 18), Wargamay has no mono-syllabic word with a short vowel. Hence, CV or CVC forms are not attested in (3). Content words consist minimally of a heavy syllable.
Choctaw is a pitch-accent language. According to Ulrich (1989: 163), some noun and verb stems have a high pitch marked by the acute accent, while others do not: cf. tánap ‘turnip’ vs. tanap ‘war.’ The syllable that surfaces with this high pitch is perceptually the most prominent or primary-stressed syllable. We are not concerned with this pitch accent, which follows different principles. Readers interested in Choctaw pitch accent should consult Ulrich (1989).
We consider a different phenomenon, one exemplified by the two verbs in (5): /pisa/ ‘to see’ and /habina/ ‘receive a present.’ To highlight the changes, we include the underlying as well as the surface forms. For your information, t[image: U+0283]i- is an object prefix meaning ‘you’; -li is a subject suffix meaning ‘I’; -t[image: U+0283]i is the causative suffix. In the literature on Choctaw, long vowels are represented as v[image: U+4061] or v[image: U+4034]. They are represented here as v[image: U+02D0]. In addition, we use [image: U+3929] and t[image: U+0283] to mark a voiceless retroflex fricative and alveo-palatal affricate in place of sh/[image: U+0161] and ch/[image: U+010D].

	(5) 	Stress in forms with underlying light syllables in Choctaw (Nicklas 1975: 242–43)
	a. 		2	/pisa/	pi.sa	3	/habina/	ha.bì[image: U+02D0].na




	b. 		3	/t[image: U+0283]i-pisa/	t[image: U+0283]i.pì[image: U+02D0].sa	4	/t[image: U+0283]i-habina/	t[image: U+0283]i.hà[image: U+02D0].bi.na




	c. 		4	/t[image: U+0283]i-pisa-t[image: U+0283]i/	t[image: U+0283]i.pì[image: U+02D0].sa.t[image: U+0283]i	5	/t[image: U+0283]i-habina-t[image: U+0283]i/	t[image: U+0283]i.hà[image: U+02D0].bi.nà[image: U+02D0].t[image: U+0283]i




	d. 		5	/t[image: U+0283]i-pisa-t[image: U+0283]i-li/	t[image: U+0283]i.pì[image: U+02D0].sa.t[image: U+0283]ì[image: U+02D0].li	6	/t[image: U+0283]i-habina-t[image: U+0283]i-li/	t[image: U+0283]i.hà[image: U+02D0].bi.nà[image: U+02D0].t[image: U+0283]i.li







We see in (5) that some vowels are lengthened and a grave accent appears on lengthened vowels. We use the grave accent to signal that the syllable with a lengthened vowel, while stressed, is not the most prominent. In other words, the grave accent marks secondary stress because the most prominent syllable corresponds to the one with the pitch accent. In (6), we introduce the forms with heavy syllables. These data come from Nicklas (1972: 119), Nicklas (1975: 242–43), Munro and Ulrich (1984: 192), and Ulrich (1986: 54). These four sources are indicated in (6) by N72, N75, M84, and U86, respectively.

	(6) 	Stress in words with heavy syllables in Choctaw
	a. 		2	/t[image: U+0283]okfi/	t[image: U+0283]òk.fi	‘rabbit’	N75




	b. 		3	/t[image: U+0283]okfi-o[image: ]i/	t[image: U+0283]òk.fo.[image: ]i	‘young rabbit’	N75




	c. 		4	/okt[image: U+0283]a-li-li-h/	òk.t[image: U+0283]a.lì[image: U+02D0].lìh	‘I woke him up’	U86




	d. 			/litiha-tok/	li.tì[image: U+02D0].ha.tòk	‘It was dirty’	M84




	e. 		5	/sa-litiha-tok/	sa.lì[image: U+02D0].ti.hà[image: U+02D0].tòk	‘I was dirty’	M84




	f. 		6	/tokwikili-t[image: U+0283]i-li/	tòk.wi.kì[image: U+02D0].li.t[image: U+0283]ì[image: U+02D0].li	‘I shine a light’	N72




	g. 			/t[image: U+0283]i-toksali-t[image: U+0283]i-li/	t[image: U+0283]i.tòk.sa.lì[image: U+02D0].t[image: U+0283]i.li	‘I made you work’	U86







In addition to lengthened vowels, we place a grave accent on closed syllables (VC or CVC) to signal that these syllables are as prominent as those with lengthened vowels. Note that stress is not directly marked in the four sources cited here. Stress is based on Munro and Ulrich (1984: 194), who state that syllables with lengthened vowels are “perceptually prominent, and could be described as stressed.” They add that “lengthened vowels are tenser and closer to cardinal vowel quality than non-lengthened short vowels” and are less susceptible to the influence of surrounding consonants. According to Munro and Ulrich (1984: 195), closed syllables are as prominent as those with a long vowel or a lengthened vowel, when they state that “all Western Muskogean heavy syllables (closed syllables of all types and those containing long, nasal, or lengthened vowels) are phonetically more prominent than light syllables (open syllables containing a non-lengthened short vowels” (bold added). We take these statements as indications that syllables with lengthened vowels and closed syllables are stressed in comparison with surrounding light syllables. Two more facts are worth pointing out about Choctaw. First, the domain for secondary stress assignment and vowel lengthening does not always correspond to the word. According to Munro and Ulrich (1984), they apply in Level 1 of Choctaw phonology. For a description and analysis of the domain, readers are referred to Nicklas (1972: 117–21) and Munro and Ulrich (1984). Second, Choctaw words consist minimally of a heavy syllable. Mono-syllabic words with a light syllable – that is, CV – are not attested.
We encourage you to examine the stress data in (1) through (6) before proceeding further. Try to determine the stress patterns yourself. Use these questions as a guide. First, we arrange the data according to syllable weight. Examine the placement of stress to see why, for instance, CV and CVC syllables are classified as light in Pintupi and Wargamay. Are there similarities and differences with respect to what counts as light or heavy? Second, consider the location and distribution of stress. Where is it placed? Does it appear on every syllable? If not, how are primary and secondary stresses distributed? Third, focus on odd-numbered forms (3, 5, 7 syllables, etc.) and compare them with even-numbered forms. Do you see any difference in stress placement? Is there a syllable that is expected to be stressed but is not or vice versa? Fourth, inspect words with heavy syllables and compare them with those with light syllables. What counts as heavy? Are heavy syllables stressed? Is the location of stress identical to or different from that seen in forms with light syllables? Mentioned earlier, it is important to compare the three languages to identify the similarities and differences in stress placement. For instance, you can compare Pintupi and Wargamay by pairing even-numbered forms with even-numbered forms, odd-numbered forms with odd-numbered forms and syllables with heavy syllables. What are the similarities and differences? A comparison can help you identify the distinct patterns of stress and understand the theory and analysis in section 4.
3. Determining the patterns of stress
Though section 2 introduces a limited amount of stress data, the patterns are not always easy to detect. In this section we demonstrate how to uncover the patterns of stress. Our strategy is to examine a limited number of forms – two or three – at a time and generate a hypothesis on the basis of these forms. Then test the hypothesis against new forms to see if it still holds. If yes, continue testing the hypothesis against new forms. If no, alter the hypothesis to see if they capture the patterns in both old and new forms. Continue this process until we come up with the generalizations that capture all forms. Put simply, we take the “divide and conquer” strategy. It does not make sense to look at all of the data at once, because it is too difficult to keep all of them in mind at the same time. Furthermore, we suggest keeping a written record of the hypotheses and the reasons for modification and rejection. This record can save time and lead to the discovery of patterns sooner. In what follows, we examine Pintupi and Wargamay first, followed by Choctaw. Finally, we discuss the four key crosslinguistic properties of stress. To highlight the similarities and differences in stress placement, we examine two languages side by side.
3.1 Pintupi and Wargamay stress
Let’s start with even-numbered forms, those with two and four syllables in (7).

	(7) 			Pintupi	Gloss	Wargamay	Gloss
	a.	pá.[image: U+0273]a	‘earth’	bá.da	‘dog’
	b.	má.[image: U+026D]a.wà.na	‘through (from) behind’	gí.[image: U+025F]a.wù.lu	‘freshwater jewfish’




Pintupi and Wargamay are identical: In both, primary stress falls on the first syllable and secondary stress on the third syllable, if syllable counting starts from the left edge. Let’s see whether this hypothesis holds for the forms with heavy syllables in (8).

	(8) 			Pintupi	Gloss	Wargamay	Gloss
	a.	[image: ]á[image: U+02D0]	‘mouth’	yá[image: U+02D0]	‘top of a tree’
	b.	mú[image: U+02D0].[image: U+014B]u	‘fly (species)’	mú[image: U+02D0].ba	‘stone fish’




These forms have an initial heavy syllable, which is stressed according to (8). If we compare (8) with (7), we see that it supports our earlier hypothesis that primary stress falls on the first syllable.
Now consider the forms with an odd number of syllables.

	(9) 			Pintupi	Gloss	Wargamay	Gloss
	a.	[image: ]ú.[image: U+0288]a.ya	‘many’	ga.gá.ra	‘dilly bag’
	b.	wán.ti.kà.ti.[image: U+0159]a	‘having left’	[image: U+025F]u.[image: U+027D]á.gay-m[image: ].ri	‘Niagara-Vale-from’




The forms in (9) have three or five syllables. The Pintupi forms show that primary and secondary stresses continue to fall on the first and third syllables from the left edge. The Wargamay forms, however, reveal a different pattern. Primary and secondary stresses are no longer placed on the first and third syllables as in (7). They appear on the second and fourth syllables in (9).
Let’s consider how to express the stress patterns seen so far. The Pintupi forms in (7) through (9) all show that primary stress is assigned to the first syllable, whether it is light or heavy, and secondary stress is placed on the third. Examination of longer forms in (1) reveals that secondary stress can be placed on the fifth and seventh syllable from the left edge. These observations suggest that primary and secondary stresses both fall on odd-numbered syllables from the left edge. This leads to the hypothesis in (10).

	(10) 	Generalizations governing Pintupi stress
	a. 	In forms with more than one syllable, assign secondary stress to the odd-numbered syllables from the left edge if they are not final.



	b. 	In forms with one syllable, assign stress to that syllable.



	c. 	Assign primary stress to the leftmost secondary-stressed syllable.






In (10a), we define the targets of secondary stress as odd-numbered syllables (1, 3, 5, etc.). The condition “if they are not final” prevents the final odd-numbered syllable to be stressed in forms such as [image: ]ú.[image: U+0288]a.ya and wán.ti.kά.ti.[image: U+0159]a. Mono-syllabic forms such as [image: ]á[image: U+02D0] ‘mouth’ are an exception to the non-final condition. Otherwise, they would never be stressed, hence (10b). In (10c), we state that primary stress falls on the leftmost secondary-stressed syllable. This statement implies that primary stress can be predicted from secondary stress assignment. We show in section 4 that this is the view taken by MT.
Regarding Wargamay, the data in (7) show that in even-numbered forms, primary and secondary stresses appear on the first and third syllables from the left. This hypothesis does not hold for odd-numbered forms in (9), in which the second and fourth syllables are where stresses are located. If we maintain the claim that stress is assigned from the left, we are forced to state the stress assignment in even or odd-numbered forms separately. This, of course, is not desirable. It implies that two distinct patterns of stress operate in Wargamay: one applying to even-numbered forms and one applying to odd-numbered forms. The question is whether there is a simpler way to express the generalizations in Wargamay. The problem stems from the assumption that syllable counting starts from the left. If we entertain the possibility that stress assignment can proceed from the right, the patterns in odd-numbered and even-numbered forms become identical; it is the second and fourth syllables (or even-numbered syllables) that are stressed. Primary stress appears to the left of secondary stress, as gí.[image: U+025F]a.wù.lu ‘freshwater jewfish’ and [image: U+025F]u.[image: U+027D]á.gay-mì.ri ‘Niagara-Vale-from’ illustrate. Thus, Wargamay appears to follow the generalizations in (11).

	(11) 	Generalizations governing stress in Wargamay
	a. 	In forms with more than one syllable, assign secondary stress to the even-numbered syllables from the right edge of the word.



	b. 	In forms with one syllable, assign stress to that syllable.



	c. 	Assign primary stress to the leftmost secondary-stressed syllable.






There is one form gí[image: U+02D0].bα.[image: U+027D]α ‘fig tree’ that remains unaccounted for in Wargamay. If stress is placed on even-numbered syllables from the right, gi[image: U+02D0].bá.[image: U+027D]a is expected, similar to gα.gά.rα ‘dilly bag.’ The difference between gí[image: U+02D0].bα.[image: U+027D]α and gα.gά.rα is that gí[image: U+02D0].bα.[image: U+027D]α has an initial heavy syllable. This suggests that this heavy syllable may have something to do with its unusual stress placement. Apart from gí[image: U+02D0].bα.[image: U+027D]α, there are two other forms with an initial heavy syllable in (8). In both forms, this heavy syllable is stressed. Together, these data indicate that heavy syllables are always stressed in Wargamay. If heavy syllables are always stressed and even-numbered syllables are stressed in accordance with (11a), the surface form of ‘fig tree’ should be gí[image: U+02D0].b[image: U+1F70].[image: U+027D]a, but it is not. As gí[image: U+02D0].b[image: U+1F70].[image: U+027D]a consists of two consecutive stressed syllables, it is likely that this is not allowed. Linguists refer to this situation as stress clash and posit rules to delete one stress if they appear in adjacent syllables. Stress clash is not desirable because it violates an important crosslinguistic tendency, which prefers stress to appear on every other syllable. We can view clash avoidance as an attempt to comply with this preference.
To summarize, this comparison reveals two similarities between Pintupi and Wargamay if (10) is compared with (11). First, if a form has one syllable, this syllable is stressed in both languages. Second, primary stress is assigned to the leftmost secondary-stressed syllable. Pintupi and Wargamay differ in secondary stress assignment in (10a) and (11a). Though secondary stress assignment targets odd-numbered syllables in Pintupi and even-numbered syllables in Wargamay, this difference turns out not to be a difference, as we show later. The crucial difference lies in the direction. Pintupi stress is assigned from left to right; it is right to left in Wargamay. Pintupi and Wargamay illustrate an important crosslinguistic variation; languages can differ in the direction of stress assignment. The form gí[image: U+02D0].bα.[image: U+027D]α reveals a second variation. Though Pintupi heavy syllables are always stressed, this pattern is consistent with stressing the initial syllable. Thus, in Pintupi, heavy and light syllables pattern alike in attracting primary stress. In Wargamay, however, the pattern of stressing even-numbered syllables from the right is violated if a heavy syllable is present, as gí[image: U+02D0].bα.[image: U+027D]α shows. This form illustrates an important property of stress referred to as quantity-sensitivity. Wargamay stress is sensitive to syllable weight or quantity. Pintupi is not. The quantity-sensitive nature of stress will become much clearer in Choctaw.
3.2 Choctaw stress
We start this examination by focusing on forms with light syllables in (12).

	(12) 		a. 		3	/habina/	ha.bì[image: U+02D0].na




	b. 		4	/t[image: U+0283]i-habina/	t[image: U+0283]i.hà[image: U+02D0].bi.na




	c. 		5	/t[image: U+0283]i-habina-t[image: U+0283]i/	t[image: U+0283]i.hà[image: U+02D0].bi.nà[image: U+02D0].t[image: U+0283]i




	d. 		6	/t[image: U+0283]i-habina-t[image: U+0283]i-li/	t[image: U+0283]i.hà[image: U+02D0].bi.nà[image: U+02D0].t[image: U+0283]i.li







As languages can differ in the direction of stress assignment, consider first whether Choctaw stress is assigned from the left or the right. If stress is assigned from the right, then it appears that stress falls on the second and the fourth syllables in forms with an odd number of syllables in (12a) and (12c). But stress is placed on the third and fifth syllables in even-numbered forms in (12b) and (12d). Put simply, assigning stress from the right makes it impossible to state the stress assignment in odd-numbered and even-numbered forms in a uniform way. Now consider if stress is assigned from the left. Under this option, the forms with odd and even numbers of syllables become consistent. Stress falls on the second and fourth syllables. The only exception comes from t[image: U+0283]i.hά[image: U+02D0].bi.na in (12b). Its fourth or last syllable is not stressed. That is, *t[image: U+0283]i.hά[image: U+02D0].bi.nά[image: U+02D0] is not attested. It is likely that the final syllable cannot be stressed. (Recall that Pintupi has a similar condition.) Examination of the remaining forms in (12) and (5) confirms this hypothesis. Note, in particular, /pisa/ [image: U+2192] [pi.sa]. If stress targets even-numbered syllables, its second or final syllable should be stressed, but it is not. The data in (12) reveal another phenomenon. Underlying short vowels are lengthened if they appear in stressed syllables. Compare, for instance, the first vowel in hα.bì[image: U+02D0].nα with the second vowel of t[image: U+0283]i.hά[image: U+02D0].bi.na. Note that a is lengthened when it is stressed. This stress-related lengthening is referred to as Rhythmic Lengthening in the Choctaw literature. We can tentatively formulate the hypotheses in (13).

	(13) 		a. 	Assign stress to even-numbered syllables from the left edge, if they are not final.



	b. 	Short vowels are lengthened if they appear in stressed syllables.






Let’s check whether these two hypotheses hold for the forms with heavy syllables in (14). Pay particular attention to the three underlined syllables.

	(14) 		a. 		/okt[image: U+0283]a-li-li-h/	òk.t[image: U+0283]a.lì[image: U+02D0].lìh	‘I woke him up’	U86




	b. 		/sa-litiha-tok/	sa.lì[image: U+02D0].ti.hà[image: U+02D0].tòk	‘I was dirty’	M84







First, it is clear that all three are stressed. Two of the underlined syllables appear in word-final position. This suggests that the non-final condition does not hold for these forms. The difference lies in the type of final syllable. The final syllables in (14) end with a consonant and are closed syllables. The final syllable in (12b) ends with a vowel and is an open syllable. Second, we see that short vowels are not always lengthened in stressed syllables. It appears that short vowels are lengthened if they appear in stressed open syllables. They are not lengthened when they appear in closed syllables.
Before we check the observations from (14) against other forms with heavy syllables, let’s pause for a moment and consider why CVC syllables are classified as heavy in Choctaw, but as light in Pintupi and Wargamay. One reason for this classification is that CVC syllables attract stress in Choctaw, but in Pintupi and Wargamay, CVC syllables pattern like CV syllables. They are not always stressed. Note that the underlined CVC syllables in Pintupi pú.[image: U+026D]i[image: U+014B].kά.la.[image: ]u ‘we (sat) on the hill’ and Wargamay [image: U+025F]u.[image: U+027D]á.gay-mì.ri ‘Niagara-Vale-from,’ are not stressed. The second reason for classifying CVC syllables as heavy comes from the lack of vowel lengthening in CVC syllables. Recall from Unit 3 that light and heavy syllables are expressed by moras. A light syllable has one mora; a heavy syllable has two. If we analyze a CVC syllable as having two moras (that is, V and final C each having a mora), then a CVC syllable is heavy in Choctaw. Treating the final C as moraic accounts for why lengthening does not happen in a CVC syllable. As a syllable can have at most two moras, lengthening the vowel of a CVC syllable would create a tri-moraic syllable. In contrast, lengthening the vowel of a CV syllable creates only a bi-moraic syllable and is thus allowed.
Let’s resume our examination of stress in forms with heavy syllables. In (14) we observe that CVC syllables are stressed and short vowels in CVC syllables are not lengthened even if these syllables are stressed. Let’s see whether these observations hold for other forms with heavy syllables. In (15) we present three more forms, all of which have an initial heavy CVC syllable.

	(15) 		a. 		/t[image: U+0283]okfi/	t[image: U+0283]òk.fi	‘rabbit’	N75




	b. 		/t[image: U+0283]okfi-o[image: ]i/	t[image: U+0283]òk.fo.[image: ]I	‘young rabbit’	N75




	c. 		/tokwikili-t[image: U+0283]i-li/	tòk.wi.kì[image: U+02D0].li.t[image: U+0283]ì[image: U+02D0].li	‘I shine a light’	N72







If we follow (13a), we would expect the second syllable in these forms to be stressed. Instead we find that it is the first syllable that is stressed. These forms show that the normal stress pattern can be interrupted by the forms with an initial heavy syllable. These data bolster the claim that CVC syllables are always stressed, regardless of where they appear in a word and short vowels are not lengthened in closed syllables.
The forms in (14) and (15) all consist of a mixture of CV and CVC syllables. Some of these underlying light CV syllables are stressed on the surface. Let’s see how stress is assigned to light syllables in such forms. In (16), the underlined syllables are underlyingly light. Look at what happens.

	(16) 		a. 		/okt[image: U+0283]a-li-li-h/	òk.t[image: U+0283]a.lì[image: U+02D0].lìh	‘I woke him up’	U86




	b. 		/t[image: U+0283]i-toksali-t[image: U+0283]i-li/	t[image: U+0283]i.tòk.sa.lì[image: U+02D0].t[image: U+0283]i.li	‘I made you work’	U86




	c. 		/tokwikili-t[image: U+0283]i-li/	tòk.wi.kì[image: U+02D0].li.t[image: U+0283]ì[image: U+02D0].li	‘I shine a light’	N72







The two middle syllables in (16a) are light. In this form, the second CV syllable following a CVC syllable is stressed. We see a similar pattern in (16b). With respect to (16c), the second CV syllable following the initial CVC syllable is stressed, as expected. In addition, we see that stress appears on the fourth CV syllable. These forms reveal that stress is assigned to the even-numbered syllables following a CVC syllable. In short, stress assignment in forms with heavy syllables is similar to what we see in forms with light syllables. In both, stress falls on even-numbered syllables from the left. They differ only in where the left edge starts. In forms with exclusively light syllables, syllable counting starts from the left edge of the word. In forms with heavy syllables, counting starts from the heavy syllable that appears before a sequence of light syllables. In addition to this similarity, the underlined syllables in (17) illustrate another similarity.

	(17) 		a. 		/t[image: U+0283]okfi-o[image: ]i/	t[image: U+0283]òk.fo.[image: ]i	‘young rabbit’	N75




	b. 		/t[image: U+0283]i-toksali-t[image: U+0283]i-li/	t[image: U+0283]i.tòk.sa.lì[image: U+02D0].t[image: U+0283]i.li	‘I made you work’	U86







If stress falls on the even-numbered syllables after a heavy CVC syllable, the final CV syllable is supposed to be stressed in (17a) and (17b). But it is not. This pattern of not stressing a final CV syllable is identical to (12b) and (12d). The data in (17) further confirm that a CV syllable cannot be stressed if it is final, whether the forms consist of heavy syllables or not. We are now in a position to modify the generalizations in (13) as follows.

	(18) 	Generalizations governing stress in Choctaw
	a. 	Assign secondary stress to a syllable if it is heavy (that is, CVC).



	b. 	Assign secondary stress to the even-numbered light (CV) syllables from left to right if it is not final. To determine the even-numbered syllables, follow these two conditions:
(i) if a form consists of a heavy syllable, which appears before a sequence of CV syllables, determine the even-numbered syllable from this heavy syllable; otherwise,
(ii) determine the even numbered syllables from the left edge.




	c. 	Lengthen the short vowel in a stressed open syllable.






The statement in (18a) expresses the fact that CVC syllables are always stressed in Choctaw. According to (18b), stress targets even-numbered CV syllables from the left, as long as they are not final. The conditional statements in (18b) express how even-numbered syllables are determined. In forms with a heavy syllable before a string of light syllables, even-numbered syllables are determined from this heavy syllable. Otherwise, the left edge corresponds to the beginning of the entire form. Rhythmic Lengthening results from (18c), which targets short vowels only if they appear in an open stressed syllable.
3.3 Four crosslinguistic properties of stress
In this section, we discuss some of the shared properties of stress in the three languages to highlight four crosslinguistic tendencies in stress placement. The first one is that stress tends to appear on every other syllable, as (19) shows. In other words, there seems to be a tendency not to stress every syllable in a word, except for forms with heavy syllables.

	(19) 			Pintupi	Wargamay	Choctaw
	a.	má.[image: U+026D]a.wà.na	gí.[image: U+025F]a.wù.lu	t[image: U+0283]i.hà[image: U+02D0].bi.na
	b.	pú.[image: U+026D]i[image: U+014B].kà.la.[image: ]u	[image: U+025F]u.[image: U+027D]á.gay-mì.ri	t[image: U+0283]i.hà[image: U+02D0].bi.nà[image: U+02D0].t[image: U+0283]i




This tendency produces a stressed–unstressed or unstressed–stressed pattern. Linguists take this pattern as an indication that natural languages have a rhythm, a characteristic referred to as the rhythmic property of stress. This rhythmic property has led to the proposal that syllables are organized into feet, with each foot consisting of two units.
The second crosslinguistic property concerns the relation between syllable weight and stress assignment, a property referred to as quantity-sensitivity, as weight is a form of quantity. It is evident from forms such as gí[image: U+02D0].bα.[image: U+027D]α that heavy syllables are always stressed in Wargamay. This tendency to stress heavy syllables is even more evident in Choctaw where every CVC syllable is stressed, no matter where it is located. In Wargamay, stressing the heavy syllable distorts the normal pattern of stressing the even-numbered syllables from the right edge: cf. gα.gά.rα ‘dilly bag.’ In Choctaw, stressing the heavy syllable results in two forms of distortion. First, as (14) shows, stressing the heavy syllable can generate consecutive stressed syllables in violation of the rhythmic pattern. Second, stress is normally assigned to the even-numbered syllables from the left in Choctaw, but the forms in (15) reveal that the first, odd-numbered syllable is stressed if it is heavy. This preference for heavy syllables to attract stress provides some of the crucial reasons for proposing that there are two types of feet: trochee and iamb. This distinction is best seen by comparing Choctaw with Pintupi. Choctaw stress is assigned from the left, just as in Pintupi. For this reason, we expect Choctaw and Pintupi to show similar stress placements. Now consider (20).

	(20) 			Pintupi	Choctaw	
	a.	[image: ]ú.[image: U+0288]a.ya	ha.bì[image: U+02D0].na	/habina/
	b.	má.[image: U+026D]a.wà.na	t[image: U+0283]i.hà[image: U+02D0].bi.na	/t[image: U+0283]i-habina/
	c.	wán.ti.kà.ti.[image: U+0159]a	t[image: U+0283]i.hà[image: U+02D0].bi.nà[image: U+02D0].t[image: U+0283]i	/t[image: U+0283]i-habina-t[image: U+0283]i/
	d.	[image: ]á.mu.lìm.pa.[image: ]ù[image: U+014B].ku	t[image: U+0283]i.hà[image: U+02D0].bi.nà[image: U+02D0].t[image: U+0283]i.li	/t[image: U+0283]i-habina-t[image: U+0283]i-li/




The two languages are clearly not identical. Pintupi stress falls on the odd-numbered syllables (1, 3, 5, etc.) from the left, while Choctaw stress appears on the even-numbered syllables (2, 4, etc.). Moreover, there is no vowel lengthening in Pintupi stressed syllables. These differences form the basis for distinguishing two types of feet: trochees and iambs. Languages like Pintupi have trochaic feet, while languages such as Choctaw have iambic feet. Trochees differ from iambs in that trochees exhibit initial prominence and iambs have final prominence. Moreover, trochees are even in that they consist of two equal units. Iambs are uneven; they prefer to have a light syllable followed by a heavy syllable. These two foot types, we show in section 2, explain why Pintupi stress targets the odd-numbered syllables while Choctaw stress targets the even-numbered syllables and why there is lengthening in Choctaw, but not in Pintupi. Trochaic feet are further divided into two sub-types: syllabic and moraic trochees. Syllabic and moraic trochees are similar in that both have initial prominence, but they differ in whether the feet count syllables versus moras. We show that Pintupi has syllabic trochees while Wargamay has moraic trochees. These three types of feet are mainly responsible for crosslinguistic variations in stress assignment such as in the languages analyzed here.
The third property of stress concerns the fact that every form has one syllable that is the most prominent in languages with stress. The most prominent syllable corresponds to what we call the primary-stressed syllable. Other syllables, even when they are stressed, are less prominent. That is, every form has one prosodic peak marked by the primary-stressed syllable, a property Hayes (1995) refers to as the culminative property of stress. The fourth property is that primary stress tends to be placed on the edge of a word. In Pintupi, it is always the first syllable that has primary stress. In Wargamay, primary stress appears on either the first or the second syllable from the left edge. In other languages (introduced in the exercises), primary stress is placed on either the last or the penultimate (second to the right edge) syllable. This tendency for stress to appear on either edge of a word indicates that primary stress is used to demarcate or mark the borders of a form. Following Kager (1999), we refer to this edge-marking property of primary stress as the demarcative property of stress.
These properties – rhythmic, quantity-sensitive, culminative, and demarcative – distinguish stress from other phonological phenomena and provide the basis for a separate sub-theory of stress known as MT. To understand stress and its unique characteristics, let’s compare it with tone, arguably the closest phonological phenomenon to stress, because both are prosodic phenomena signalled by pitch. Recall from Unit 4 that tone is not just assigned to every other tone-bearing unit (TBU, i.e. syllable or mora). In tonal languages such as Mende in Chapter 13, every TBU has a tone. Moreover, every TBU can have identical tones such as all high or low tones: e.g. há.wá.má ‘waistline’ and kp[image: U+1F70].k[image: U+1F70].l[image: ] ‘tripod chair.’ Thus, tone does not possess the rhythmic property associated with stress. Tone assignment is generally not quantity-sensitive, either. In languages in which stress assignment is sensitive to syllable weight, heavy syllables stand out from light syllables because they are always stressed. In tonal languages, it is generally the case that every TBU has a tone. Consequently no TBU stands out in its ability to attract tone. Furthermore, tone is not culminative, nor is it demarcative. Unlike stress, it is generally not the case that one tone is more prominent than all others in a form. In Mende words such as há.wá.má and kp[image: U+1F70].k[image: U+1F70].l[image: ], no one high or low tone is more prominent. Because every syllable in a form can receive an identical tone, tone does not have the edge-marking property. It is important to emphasize that these properties of stress are only tendencies. Not every language with stress exhibits these properties. For instance, Pintupi stress differs from Wargamay and Choctaw with respect to quantity-sensitivity. Pintupi and Wargamay both manage to maintain the rhythmic property in avoiding consecutive stressed syllables, but the rhythmic principle is violated by forms with heavy syllables in Choctaw. Nevertheless, they are strong crosslinguistic tendencies. It is these tendencies that distinguish stress from other phenomena and provide much of the basis for MT, as we demonstrate next.
4. Metrical analyses of stress
This section provides a metrical analysis of stress in the three languages. In section 4.1, we discuss how MT treats the rhythmic and quantity-sensitive properties of stress. The concept of feet and different foot types, we show, are responsible for these properties. Section 4.2 explains how MT accounts for the culminative and demarcative properties of stress. These properties emerge from End Rule Left and End Rule Right of Prince (1983). In the last subsection, we provide a metrical analysis of Pintupi, Wargamay, and Choctaw stress. MT has undergone significant changes since its inception. Many linguists have contributed to the development of this theory. In this chapter we focus on the version of MT in Hayes (1995). The theoretical framework and the analyses presented here are both based closely on Hayes (1995). Readers interested in other works on MT should consult Hayes (1995).
4.1 Foot inventory, rhythm and quantity-sensitivity
Consider the rhythmic property, namely, stress-bearing units tend to alternate between “stressed” and “unstressed.” To account for this property, MT proposes that stress-bearing units are organized into constituents called feet. As a constituent, a foot includes two units: two syllables or moras. One unit of a foot is designated as the head, the other the non-head. The head marks where stress is located. (Note that in some versions of MT, the head unit is labelled as strong, the non-head as weak. The strong unit indicates the location of stress.) As only one unit can be the head and stressed in a foot, this head-versus-non-head distinction expresses the rhythmic pattern of stress. To see how, consider an example from Pintupi, Wargamay, and Choctaw, starting with pú.[image: U+026D]i[image: U+014B].kά.la.[image: ]u ‘we (sat) on the hill.’ This penta-syllabic form shows up with stress assigned to the first and third syllables. As Pintupi stress assignment proceeds from left to right, we start foot construction by parsing the initial two syllables into one foot and the next two syllables into the second foot, generating the representation in (21a). Following Hayes (1995), we represent feet with parentheses, (), and mark the head with the grid mark (x) and the non-head with a solid dot (.). This representation is stacked on top of and aligned with stress-bearing units to signal which syllable is the head or non-head and which foot they belong to.

	(21) 			Pintupi		Wargamay		Choctaw
		(x •) (x •)		(x •) (x •)		(• x) (• x)
	a.	pú.[image: U+026D]i[image: U+014B].kà.la.[image: ]u	b.	[image: U+025F]u.[image: U+027D]á.gay-mi`.ri	c.	t[image: U+0283]i.hà[image: U+02D0].bi.nà[image: U+02D0].t[image: U+0283]i




According to (21a), Pintupi feet are left-headed. This representation locates the heads on the first and third syllables. Note that only every other syllable has an x, which captures the fact that stress appears on every other syllable. In (21a), the last syllable is not footed. We will explain why shortly.
With respect to [image: U+025F]u.[image: U+027D]á.gay-mi`.ri ‘Niagara-Vale-from’ from Wargamay, we see in (21b) that [image: U+027D]á.gay is parsed into one foot and mi`.ri into another, while the initial syllable remains unfooted. This representation results from the fact that Wargamay stress is assigned from the right, which yields an unfooted syllable in initial position, the opposite of Pintupi in (21a). In spite of this difference, (21a) and (21b) reveal a similarity between Pintupi and Wargamay. In both languages, feet are left-headed, though they differ in the direction of stress assignment. This foot type is referred to as a trochaic foot or a trochee, a term borrowed from poetic meters. The characteristic of a trochee is that it is left-headed and has initial prominence.
Now consider t[image: U+0283]i.hà[image: U+02D0].bi.nà[image: U+02D0].t[image: U+0283]i ‘cause you to receive a present’ from Choctaw in (21c). Choctaw stress is assigned from the left. Left-to-right foot construction gathers t[image: U+0283]i.hα into one foot and bi.nα into another, leaving the final syllable unfooted, like Pintupi. But unlike Pintupi, the second unit of a foot is the head. The comparison of (21c) with (21a) and (21b) uncovers a major difference. In Choctaw, feet are right-headed, while Pintupi and Wargamay feet are left-headed. Linguists refer to right-headed feet as iambic feet or iambs, again borrowing terms from poetry. One defining property of iambs is that they are right-headed and have final prominence. A second characteristic of iambs manifests itself in Rhythmic Lengthening. Recall that the input to t[image: U+0283]i.hà[image: U+02D0].bi.nà[image: U+02D0].t[image: U+0283]i is /t[image: U+0283]i-habina-t[image: U+0283]i/. In the input, hα and nα have a short vowel, which is lengthened on the surface. This lengthening produces an iambic foot composed of an initial light syllable followed by a heavy syllable: (σμ σμμ). Choctaw is not alone in its preference for an iambic foot to take the form of (σμ σμμ). Iambic feet in other languages also tend to comprise two units of unequal weight, with a light syllable preceding a heavy syllable. This characteristic of iambs triggers Rhythmic Lengthening in Choctaw, causing an input /σμ σμ/ to surface like [σμ σμμ]. This uneven property of iambs, together with their right-headedness, distinguishes them from trochaic feet or trochees.
Even though iambs prefer to be uneven, trochees are even and consist of two equal units: two syllables or two moras. Linguists refer to trochees that consist of two syllables as syllabic trochees, and those with two moras as moraic trochees. These two types of trochees are identical in that they are both left-headed, hence the same name. But they differ in that syllabic trochees count syllables (whether it is light or heavy) while moraic trochees compute moras. Syllabic and moraic trochees are illustrated by Pintupi and Wargamay. Pintupi has syllabic trochees, because all of its stress patterns can be explained by feet that calculate syllables as units. This is demonstrated in (22), where a form with only light syllables is juxtaposed with a form with an initial heavy syllable mú[image: U+02D0].[image: U+014B]u ‘fly (species).’ Though mú[image: U+02D0].[image: U+014B]u has an initial heavy syllable, it is consistent with stressing the initial syllable. Thus, its stress can be accounted for by left-headed syllabic trochees as well, as (22b) shows.

	(22) 		a.	(x •) (x •)	b.	( x •)
		pú.[image: U+026D]i[image: U+014B].kà.la.[image: ]u		mú[image: U+02D0].[image: U+014B]u




In contrast, Wargamay feet cannot count syllables. This point is illustrated by the two tri-syllabic forms: gα.gά.rα ‘dilly bag’ and gí[image: U+02D0].bα.[image: U+027D]α ‘fig tree.’ These forms differ in that gα.gά.rα has all light syllables while gí[image: U+02D0].bα.[image: U+027D]α has an initial heavy syllable. Their stress placements differ as well. Stress falls on the second syllable in gα.gά.rα. Just as in (21b), this pattern can be predicted by building a left-headed foot from the right, as (23a) shows.

	(23) 		a.	(x ·•)	b.	(x) (x · •)
		ga.gá.ra		gí[image: U+02D0]. ba.[image: U+027D]a




With respect to gα.gá.rα, it does not matter whether the trochee is syllabic or moraic. Both predict the same result. The problem lies with gí[image: U+02D0].bα.[image: U+027D]α. If foot parsing counts syllables, the initial heavy syllable of gí[image: U+02D0].bα.[image: U+027D]α should not be footed, like (23a), because syllabic trochees require two syllables. However, if Wargamay feet compute moras, a heavy syllable can form its own foot, because it has two moras. A light syllable such as the first syllable of gα.gá.rα cannot, because it has only one mora. For this reason, we conclude that Wargamay has moraic trochees. As (23b) shows, the initial heavy syllable is parsed into its own foot, with only an x placed on top of it. As heavy syllables are parsed into their own feet, this accounts for why heavy syllables attract stress in languages with moraic trochees or the quantity-sensitive property of stress.
This discussion of foot structures reveals that feet are partitioned into two major types: (a) left-headed trochees and (b) right-headed iambs. Trochees are further divided into two sub-types: syllabic trochees and moraic trochees. The major properties of these three types of feet are summarized in (24).

	(24) 			Foot name	Foot forms	Headedness	Examples
	a.	Syllabic trochee	(σ σ)	Left-headed	Pintupi
	b.	Moraic trochee	(σμ σμ), (σμμ)	Left-headed	Wargamay
	c.	Iamb	(σμ σμμ), (σμ σμ), (σμμ)	Right-headed	Choctaw




According to (24a), syllabic trochees count syllables. They group each pair of syllables into a foot. In languages with syllabic trochees, the foot takes the form of (σ σ). Feet are quantity-insensitive; they do not care whether the syllables are light or heavy. Moraic trochees in (24b) count moras as units. As a result, moraic trochees take two forms: two light syllables (σμ σμ) or a heavy syllable (σμμ). Feet are quantity-sensitive because they count moras and heavy syllables are parsed into their own feet.
We see in (24c) that iambic feet take three forms: (σμ σμμ), (σμ σμ), and (σμμ).These three iambic foot forms are exemplified by t[image: U+0283]i.tòk.sα.lì[image: U+02D0].t[image: U+0283]i.li ‘I made you work’ and tòk.wi.kì[image: U+02D0].li.t[image: U+0283]ì[image: U+02D0].li ‘I shine a light.’ The first form has a heavy CVC syllable as its second syllable. As (25a) shows, the parsing of t[image: U+0283]i.tòk into one foot generates a perfect iamb, (σμ σμμ). Continued foot construction gathers sα.li into the second foot and t[image: U+0283]i.li into the third foot. These are examples of (σμ σμ).

	(25) 		a.	(• x )(• x)(• x)	b.	( x )(• x)(• x)
		t[image: U+0283]i.tòk.sa.lì[image: U+02D0].t[image: U+0283]i.li		tòk.wi.kì[image: U+02D0].li.t[image: U+0283]ì[image: U+02D0].li




The form tòk.wi.kì[image: U+02D0].li.t[image: U+0283]ì[image: U+02D0].li has an initial heavy syllable. If its first two syllables tok.wi were both parsed into one foot, it would create (σμμ σμ), the opposite of (σμ σμμ). Choctaw feet are right-headed, which means that a light syllable would be stressed while a heavy syllable is not. This goes completely against the crosslinguistic tendency for heavy – not light – syllables to be stressed. Moreover, allowing such a foot would predict incorrectly that the second stress falls on the fourth syllable rather than the third as in tòk.wi.k[image: ][image: U+02D0].li.t[image: U+0283]ì[image: U+02D0].li. For these reasons, the iambic foot form – (σμμ σμ) – is prohibited. In cases where an iamb of (σμ σμμ) cannot be formed because of the presence of heavy syllables, the initial heavy syllable is parsed into its own foot, as (25b) illustrates. Continued foot construction parses wi.ki into the second foot and li.t[image: U+0283]i into the third foot, leaving the last light syllable unfooted. The representations in (25) show that heavy syllables are parsed into an iambic foot in two ways: either as the second unit of a foot (25a) or as the only unit in a foot (25b). As an iambic foot is right-headed, this means that heavy syllables are always stressed in languages with iambs. By parsing heavy syllables into their own feet or as the head of an iambic foot, MT accounts for the quantity-sensitive nature of stress in Choctaw.
In (24), all foot forms are made up of two units: two syllables or moras. In some versions of MT such as Hayes (1995), this binary property of feet is taken as an absolute requirement. Under this interpretation, feet consisting of a light syllable (σμ), also known as degenerate feet, are prohibited because they do not meet the bi-moraic minimum. In the analyses proposed here, we follow Hayes in not allowing degenerate feet. For this reason, we leave unfooted the last CV syllable in Pintupi and Choctaw and the initial CV syllable in Wargamay.
4.2 End rules and culminative and demarcative properties of stress
Recall that the culminative property refers to the fact that every form has a prosodic peak, marked by a primary-stressed syllable. MT takes the view that primary and secondary stresses differ in degree, not in quality. For MT, primary stress is not a different type of stress from secondary stress. It is simply more stressed than secondary stress. To express this view, MT proposes building an additional layer of structure on top of the existing foot structure, as (26) illustrates. We can refer to this layer of structure as the word layer. At the word layer, every foot and unfooted syllable is are gathered into one unit, marked also by parentheses. In the case of (26a) and (26b), this word constituent includes two feet and an unfooted syllable. Like a foot, this constituent has a head, marked by x as well. There are two choices where the head of this word constituent can be placed: either on the head of the leftmost foot or on the head of the rightmost foot. In the case of Pintupi and Wargamay, the head of the word constituent appears on the head of the leftmost syllable.

	(26) 			Pintupi		Wargamay	
		(x )		( x )	Word layer
		(x •) (x •)		(x •)(x •)	Foot layer
	a.	pú.[image: U+026D]i[image: U+014B].kà.la.[image: ]u	b.	[image: U+025F]u.[image: U+027D]á.gay-mì.ri	




According to MT, the syllable with two x’s is interpreted as primary stressed; the syllables with one x are interpreted as secondary stressed. The syllables without any x or with · are not stressed. In MT, primary stress is derived from secondary stress because the head of the word constituent comes from the heads of feet, which mark secondary stress. Primary and secondary stresses are identical in quality, both of which are marked by the grid mark x. They differ only in degree, signalled by the number of x’s. It is this word unit that accounts for the culminative property of stress.
The rules for constructing the word constituent are referred to as End Rules by Prince (1983). The effects of these rules are expressed by Hayes (1995: 61) as (27).

	(27) 	End Rule (Left/Right)
	a. 	Create a new metrical constituent of maximal size at the top of the existing structure.



	b. 	Place the grid mark forming the head of this constituent in the (leftmost/rightmost) available position.






In (27b), “available position” refers to the heads of feet, syllables with an x. The two options are leftmost or rightmost. In some languages such as Pintupi and Wargamay, the head of the word constituent corresponds to the head of the leftmost foot. In others, it corresponds to the head of the rightmost foot. For this reason, Prince (1983) names these rules as End Rule Left or End Rule Right. These end rules are responsible for the demarcative property of stress and why primary stress tends to be placed close to either end of a form.
4.3 Metrical analyses of Pintupi, Wargamay, and Choctaw stress
In this section, we illustrate how MT accounts for the stress patterns in the three languages. Consider Pintupi first. Pintupi stress is assigned from the left; its alternating stressed–unstressed pattern can be explicated by syllabic trochees, left-headed feet that count syllables as units. These characteristics of Pintupi stress are expressed by the rule in (28a). Primary stress appears on the left edge in Pintupi. This pattern is accounted for by End Rule Left in (28b), which places the head of the word unit on the head of the leftmost foot. These rules restate the generalizations of Pintupi stress in (10) in metrical terms.

	(28) 	Rules of stress assignment for Pintupi
	a. 	Construct syllabic trochees from left to right



	b. 	End Rule Left






In (29), we provide the derivations for mά.[image: U+026D]a.wά.nα ‘through (from) behind,’ [image: ]ά.mu.lìm.pα.[image: ]ù[image: U+014B].ku ‘our relation,’ and mú.[image: U+014B]α[image: U+014B].kάl.pi.lά.[image: ]u[image: U+014B].ku ‘finally we (went) together in the darkness.’ As (29a) shows, these forms start out without any metrical structure in underlying representation. In (29a), syllable structures are indicated so as to focus your attention on the effects of stress rules, not syllabification, even though they should not be present. The same goes for Wargamay and Choctaw below.

	(29) 		a. 	Underlying representations
	ma.[image: U+3855]a.wa.na	[image: ]a.mu.lim.pa.[image: ]u[image: U+4018].ku	mu.[image: U+4018]a[image: U+4018].kal.pi.la.[image: ]u[image: U+4018].ku






	b. 	Construct syllabic trochees from left to right
	( x [image: U+3946])( x [image: U+3946])	(x [image: U+3946]) (x [image: U+3946])(x [image: U+3946])	( x [image: U+3946])( x [image: U+3946])(x [image: U+3946])
	ma.[image: U+3855]a.wa.na	[image: ]a.mu.lim.pa.[image: ]u[image: U+4018].ku	mu.[image: U+4018]a[image: U+4018].kal.pi.la.[image: ]u[image: U+4018].ku






	c. 	End Rule Left
	( x )	(x )	( x )
	( x [image: U+3946])( x [image: U+3946])	(x [image: U+3946])(x [image: U+3946]) (x [image: U+3946])	( x [image: U+3946] ) (x [image: U+3946])(x [image: U+3946] )






	d. 		ma[image: U+4032].[image: U+3855]a.wa[image: U+4060].na	[image: ]a[image: U+4032].mu.l[image: ]m.pa.[image: ]u[image: U+4060][image: U+4018].ku	mu[image: U+4032].[image: U+4018]a[image: U+4018].ka[image: U+4060]l.pi.la[image: U+4060].[image: ]u[image: U+4018].ku







As (29b) shows, foot construction parses the first form into two feet and the second and third forms into three feet. Trochees are left-headed; hence, the grid mark x appears on the left unit of each foot. The third form has seven syllables; its last syllable is not footed because degenerate feet are prohibited. End Rule Left applies in (29c), which erects a word constituent and places an x on the head of the leftmost foot. These rules correctly predict the outcomes in (29d).
Wargamay feet count moras from the right, a pattern expressed by (30a). Primary stress appears to the left edge; hence it follows End Rule Left.

	(30) 	Rules of stress assignment for Wargamay
	a. 	Construct moraic trochees from right to left



	b. 	End Rule Left






The effects of these rules are demonstrated by the derivations for gí[image: U+02D0].bα.[image: U+027D]α ‘fig tree,’ gí.[image: U+025F]α.wù.lu ‘freshwater jewfish,’ and [image: U+025F]u.[image: U+027D]á.gαy-mi`.ri ‘Niagara-Vale-from.’

	(31) 		a. 	Underlying representations
	gi[image: U+02D0]. ba.[image: U+027D]a	gi.[image: U+025F]a.wu.lu	[image: U+025F]u.[image: U+027D]a.gay-mi.ri






	b. 	Construct moraic trochees from right to left
	(x) (x [image: U+3946])	(x [image: U+3946])( x [image: U+3946])	(x [image: U+3946]) (x [image: U+3946])
	gi[image: U+02D0]. ba.[image: U+027D]a	gi.[image: U+025F]a.wu.lu	[image: U+025F]u.[image: U+027D]a.gay-mi.ri






	c. 	End Rule Left
	(x )	(x )	( x )
	(x)(x · •)	(x ·•)( x ·•)	(x ·•)(x ·•)
	gi[image: U+3847]. ba.[image: U+027D]a	gi.[image: U+3857]a.wu.lu	[image: U+3857]u.[image: U+027D]a.gay-mi.ri






	d. 	Destressing
	(x )	(x )	( x )
	(x) ( [image: U+3946])	(x [image: U+3946]) (x [image: U+3946])	(x [image: U+3946]) (x [image: U+3946])






	e. 		gí[image: U+02D0]. ba.[image: U+027D]a	g[image: ].[image: U+3857]a.wù.lu	[image: U+3857]u.[image: U+3971][image: U+027D]a[image: U+4032].gay-mi.ri







The inputs have no foot structure in (31a). Then foot parsing begins in accordance with (30a), which parses the three forms each into two feet in (31b). Note that the initial heavy syllable of gí[image: U+02D0].bα.[image: U+027D]α is parsed into a foot of its own, because it is bi-moraic. The first light syllable of [image: U+025F]u.[image: U+027D]ά.gay-mi`.ri is left unfooted because it does not meet the bi-moraic minimum. End Rule Left applies in (31c), which places an x on the head of the leftmost foot. At this point, the two rules in (30) correctly predict gi`.[image: U+025F]α.wù.lu and [image: U+025F]u.[image: U+027D]ά.gαy-mi`.ri. But with respect to gí[image: U+02D0].bα.[image: U+027D]α, it incorrectly predicts a secondary stress on the second syllable. To eliminate this secondary stress, Hayes (1995) proposes a destressing rule in (32).

	(32) 	Destressing: x [image: U+2192] Ø / x __



Destressing deletes the grid mark (x) if it immediately follows another x. In other words, it applies only when adjacent syllables are both heads of their respective feet. Note that only gí[image: U+02D0].bα.[image: U+027D]α in (31c) shows two adjacent x’s. For this reason, Destressing applies only to forms like gí[image: U+02D0].bα.[image: U+027D]α. This rule is named Destressing, because the deletion of x is tantamount to not stressing. Applying (32), we correctly predict the outcomes in (31e). Destressing may be viewed as an attempt to preserve the rhythmic property of stress. For this reason, it is desirable and seen not just in Wargamay.
Finally, consider Choctaw. Choctaw assigns stress from the left; its feet are right-headed. Hence (33a) calls for the construction of iambic feet from left to right. Recall that Choctaw primary stress is determined by the pitch accent. For this reason, (33) does not include a rule for primary stress assignment.

	(33) 	Rules of stress assignment for Choctaw
	a. 	Construct iambs from left to right



	b. 	Rhythmic Lengthening






Short vowels in open syllables are lengthened in Choctaw if they are the heads of a foot. To account for this lengthening, Hayes (1995: 209) proposes the rule of Rhythmic Lengthening.

	(34) 	Rhythmic Lengthening
[image: ]



Recall that vowel length is represented by moras. A short vowel is represented by one mora, while a long vowel is represented by two. For this reason, lengthening is expressed as mora insertion. The insertion of a mora μ triggers the spreading of the preceding vowel (marked by v) to this mora and its association to the preceding syllable, marked by the dotted lines. Crucially, this mora is inserted into a syllable marked by x, that is, a head syllable. The reference to ]σ indicates that the targeted syllable must be open. X[image: U+2260]Ø prevents Rhythmic Lengthening from applying to the final syllable. If a syllable is final, then X is equivalent to zero. By requiring that X not equal zero, this rule applies only to non-final syllables. The reference to (· x) in (34) indicates that this rule must apply after foot construction.
In (35), we illustrate the analysis with t[image: U+0283]i.hà[image: U+02D0].bi.nà[image: U+02D0].t[image: U+0283]i ‘cause you to receive a present,’ t[image: U+0283]i.tòk.sα.lì[image: U+02D0].t[image: U+0283]i.li ‘I made you work,’ and tòk.wi.kì[image: U+02D0].li.t[image: U+0283]ì[image: U+02D0].li ‘I shine a light.’ Note that the representations in (35a) have no metrical structure or long vowels in open syllables.

	(35) 		a. 	Underlying representations
	t[image: U+0283]i.ha.bi.na.t[image: U+0283]i	t[image: U+0283]i.tok.sa.li.t[image: U+0283]i.li	tok.wi.ki.li.t[image: U+0283]i.li






	b. 	Construct iambs from left to right
	([image: U+3946] x)([image: U+3946] x)	([image: U+3946] x) ([image: U+3946] x)([image: U+3946] x)	(x) ([image: U+3946] x)([image: U+3946] x)
	t[image: U+0283]i.ha.bi.na.t[image: U+0283]i	t[image: U+0283]i.tok.sa.li.t[image: U+0283]i.li	tok.wi.ki.li.t[image: U+0283]i.li






	c. 	Rhythmic Lengthening
	([image: U+3946] x) ([image: U+3946] x)	([image: U+3946] x) ([image: U+3946] x)([image: U+3946] x)	( x) ([image: U+3946] x)([image: U+3946] x)






	d. 		t[image: U+0283]i.hà[image: U+02D0].bi.nà[image: U+02D0].t[image: U+0283]i	t[image: U+0283]i.tòk.sa.li[image: U+02D0].t[image: U+0283]i.li	tòk.wi.ki[image: U+02D0].li.t[image: U+0283]i[image: U+02D0].li







In (35b), foot construction begins, parsing the input syllables into iambs from left to right. Iambic feet are right-headed; hence the grid mark x appears on the right syllable of each foot. Rhythmic Lengthening applies next, lengthening the vowels of the non-final headed syllables. Rhythmic Lengthening cannot apply to the final syllable of t[image: U+0283]i.tòk.sα.lì[image: U+02D0].t[image: U+0283]i.li, though it is the head, because of the X[image: U+2260][image: U+2205] condition. The fact that this vowel is not lengthened explains why it does not have secondary stress. According to Munro and Ulrich (1984: 195), only syllables with lengthened vowels, closed syllables, and syllables with underlying long vowels are prominent or stressed. This analysis correctly predicts secondary stress and vowel lengthening in Choctaw.
5. Conclusion
This chapter investigates stress in Pintupi, Wargamay, and Choctaw. This investigation reveals that languages vary in stress placement. We demonstrate that these crosslinguistic variations are mainly the results of four tendencies of stress. One tendency is that stress prefers to be distributed on alternate syllables, a tendency referred to as the rhythmic property. The second property is quantity-sensitivity; that is, stress and syllable weight tend to be correlated, with heavy syllables attracting stress. Culminativity, the third characteristic of stress assignment, refers to the phenomenon that every form has a prosodic peak marked by the primary-stressed syllable. The fourth and last property is that primary stress tends to appear on either edge of a form, that is, a tendency for languages to use primary stress to signal or demarcate the edges of a form. MT accounts for the rhythmic and quantity-sensitive properties by positing three types of feet: syllabic trochees, moraic trochees, and iambs. Trochees, whether syllabic or moraic, are left-headed. They are even and made up of two equal units. Iambic feet are right-headed and are inherently uneven in that they prefer two unequal units, a light syllable followed by a heavy syllable. Trochees are divided into two sub-types: syllabic and moraic trochees. Syllabic trochees are feet made up of two syllables, while moraic trochees refer to feet that count moras. These three foot types account for the rhythmic and quantity-sensitive properties of stress. They, together with the directionality of stress assignment, are mainly responsible for the crosslinguistic variations in stress placement. To account for the culminative and demarcative properties of stress, MT appeals to End Rule Left or Right, which calls for constructing a word constituent on top of the foot structure. By placing the head of the word constituent on the head of the leftmost or rightmost foot, MT takes the view that primary stress is derived from secondary stress and that the two differ only in degree, marked by the number of x’s. By locating the head on the leftmost or rightmost foot, MT accounts for the demarcative property.
In Chapter 18, we will introduce the optimal-theoretic view of stress and compare it with the metrical accounts presented in this chapter. You will see that the core insights we gained from the metrical analyses shape, in particular, the formulation of constraints in OT-based accounts of stress assignment. For this reason, it is vital that you understand the characteristics of the three foot types and other content in this chapter. The exercises at the end of this chapter are designed to develop and solidify your understanding of stress and metrical structure. We hope that you will take these exercises as an opportunity to apply MT and develop your own analyses.

Exercises
Discussion/Reading response questions
Question 1: Though stress varies from language to language, it is claimed that crosslinguistic stress variations follow from a limited set of properties shared by all languages. This chapter examines stress in three languages. Take two of the three languages, identify at least two stress-related properties shared by them and discuss what they have in common. Illustrate the properties with examples.


Question 2: This chapter introduces Metrical Theory and presents a metrical account of stress in three languages. Select a representative example (not one in the chapter) from a language and show how MT works and how the metrical account predicts stress in this form.



Multiple-choice/Fill-in-the-blank questions
(1) This chapter presented a metrical analysis, which derives Pintupi stress in two steps: construct syllabic trochees from left to right and End Rule Left. Let’s see whether this analysis works for mú[image: U+02D0].[image: U+014B]u ‘fly (species),’ [image: ]ú.[image: U+0288]α.yα ‘many,’ pú.[image: U+026D]i[image: U+014B].kά.lα.[image: ]u ‘we (sat) on the hill,’ and kú.[image: U+0159]α.[image: ]ù.lu.lìm.pα.[image: ]ù.[image: U+026D]α ‘the first one (who is) our relation.’ First, construct syllabic trochees from left to right.


	mu[image: U+02D0].[image: U+014B]u	[image: ]u.[image: U+0288]a.ya	pu.[image: U+026D]i[image: U+014B].ka.la.[image: ]u	ku.[image: U+0159]a.[image: ]u.lu.lim.pa.[image: ]u.[image: U+026D]a






(2) Apply End Rule Left


	mu[image: U+02D0].[image: U+014B]u	[image: ]u.[image: U+0288]a.ya	pu.[image: U+026D]i[image: U+014B].ka.la.[image: ]u	ku.[image: U+0159]a.[image: ]u.lu.lim.pa.[image: ]u.[image: U+026D]a






(3) Wargamay stress is derived in three steps: construct moraic trochees from right to left; End Rule Left; Destressing. Let’s see if this analysis works for má[image: U+02D0]l ‘man,’ mú[image: U+02D0].ba ‘stone fish,’ bá.da ‘dog,’ and ga.gá.ra ‘dilly bag.’ Now construct moraic trochees from right to left.


	ma[image: U+02D0]l	mu[image: U+02D0].ba	ba.da	ga.ga.ra






(4) Apply End Rule Left and Destressing


	ma[image: U+02D0]l	mu[image: U+02D0].ba	ba.da	ga.ga.ra






(5) Choctaw secondary stress is generated in two steps: construct iambs from left to right and Rhythmic Lengthening. Let’s see if this analysis works for /t[image: U+0283]i-pisa/ [image: U+2192] [t[image: U+0283]i.pì[image: U+02D0].sa] ‘see you,’ /t[image: U+0283]i-pisa-t[image: U+0283]i-li/ [image: U+2192] [t[image: U+0283]i.pì[image: U+02D0].sa.t[image: U+0283]ì[image: U+02D0].li] ‘I cause to see you,’ /okt[image: U+0283]a-li-li-h/ [image: U+2192] [òk.t[image: U+0283]a.lì[image: U+02D0].lìh] ‘I woke him up,’ and /sa-litiha-tok/ [image: U+2192] [sa.lì[image: U+02D0].ti.hà[image: U+02D0].tòk] ‘I was dirty.’ Construct iambs from left to right and apply Rhythmic Lengthening. Indicate lengthening by underlining the vowel.


	t[image: U+0283]i.pi.sa	t[image: U+0283]i.pi.sa.t[image: U+0283]i.li	ok.t[image: U+0283]a.li.lih	sa.li.ti.ha.tok






(6) Which one(s) of the forms show(s) that iambs are built from left to right in Choctaw?

a. t[image: U+0283]i.pì[image: U+02D0].sa.t[image: U+0283]ì[image: U+02D0].li

b. òk.t[image: U+0283]a.lì[image: U+02D0].lìh

c. sa.lì[image: U+02D0].ti.hà[image: U+02D0].tòk

d. All three


(7) Pitta-Pitta, an aboriginal language spoken in Queensland, Australia, possesses stress. Blake (1979: 191) provides these four forms to illustrate stress in Pitta-Pitta.


	ká.[image: U+0288]i	‘yes or ok’	yá.pi.[image: U+026D]i	‘father’
	kíl.ka	‘upper arm’	p[image: ].t[image: U+4043]a.p[image: ].t[image: U+4043]a	‘Pitta-Pitta’




What direction are feet constructed from in Pitta-Pitta?

a. Left to right

b. Right to left

c. Either direction

d. Cannot be determined


(8) What type of feet does Pitta-Pitta use?

a. syllabic trochee

b. moraic trochee

c. iamb

d. Cannot be determined


(9) Which rule is responsible for primary stress assignment in Pitta-Pitta?

a. End Rule Left

b. End Rule Right

c. Destressing

d. None of the three


(10) Which language is Pitta-Pitta stress most similar to?

a. Choctaw

b. Wargamay

c. Pintupi

d. Pintupi and Wargamay



Problems for analysis
(11) Problem 1: Stress of mono-morphemic forms in Murinbata
We present data from Murinbata, an aboriginal language spoken in Darwin, Australia. According to Street and Mollinjin (1981: 206–207), mono-morphemic forms can have up to five syllables. In these forms, all non-final stresses are primary (marked by ′), whereas final stresses are secondary (marked by ‵). The data presented here illustrate stress in mono-morphemic forms.

	1 		bá	‘march fly’




	2 		tá.phak	‘fog/dew’




	3 		lá.ma.là	‘shoulder’




	4 		wá.l[image: U+028A].m[image: ].ma	‘blue-tongue lizard’




	5 		phέ.rε.wέ.rε.[image: U+0288][image: U+1F72]n	‘season just before the “dry” when grass dries or seeds fall, etc.’





Examine these forms and provide a metrical analysis of Murinbata stress. Address these points.

a. Determine the properties of stress in Murinbata such as directionality, foot type, quantity-sensivity. In addition, consider if degenerate feet are allowed and whether CVC syllables attract stress.

b. Provide a metrical analysis of Murinbata stress. State the rules for foot and word constituent construction. Provide step-by-step derivations illustrating how metrical structures are constructed.

c. These data pose some challenges for Metrical Theory (MT) presented in this chapter. Determine what the challenges are and consider how to deal with these challenges within MT.

d. Murinbata stress is similar to one of the three languages analyzed in this chapter. Determine which language it is most similar to and make a comparison. Identify the similarities and differences.


(12) Problem 2: Stress placement in Egyptian Radio Arabic
The data below illustrate primary and secondary stress in Egyptian Radio Arabic (ERA). These forms come from Hayes (1995: 130–31), who attributes them to Harrell (1960). Harrell’s data are based on extensive listening to the broadcasts of the Egyptian Broadcasting Service. The data in (I) illustrate stress in forms with light syllables; those in (II) include a mix of light and heavy syllables. Note that final CVC syllables are light in ERA and that some words have two forms that are in free variation.

	I. 		hú.na	‘here’
	má.lik	‘king’
	[image: U+0161]á.ri.ka	‘company’
	[image: ]á.ba.dan	‘never’
	kà.ta.bá.hu or	‘he wrote it’
	ká.ta.bà.hu	




	II. 		sa.lá[image: U+02D0]m	‘peace’
	di.má[image: U+0161]q	‘Damascus’
	qàd.dám.na	‘we presented’
	dàw.lí[image: U+02D0].ya	‘international’
	há[image: U+02D0].ði.hi or	‘this’
	hà[image: U+02D0].ðí.hi	
	mú[image: U+0161].ki.la or	‘problem’
	mù[image: U+0161].kí.la	
	mùx.tá.li.fa	‘different’




Consider these forms and provide a metrical analysis. Pay attention to these issues.

a. Identify the patterns of stress in ERA. Where are primary and secondary stresses placed?

b. Discuss the properties of ERA stress: directionality, foot type, quantity-sensitivity, clash avoidance, the patterning of CVC syllables, etc.

c. Provide a metrical account of stress. Pay close attention to how you handle the different behaviors of final CVC vs. non-final CVC syllables, and final CVC vs. final CVCC and CV[image: U+02D0]C syllables. Can these forms be given a uniform treatment? Hint: In analyses of syllable structures in Unit 3, we appeal to a device called extrametricality. Is this mechanism relevant to ERA?

d. Compare ERA stress with that of Pintupi, Wargamay, and Choctaw, with respect to characteristics such as directionality, foot type, quantity-sensitivity, clash avoidance, patterns of CVC syllables, etc.


(13) Problem 3: Seminole/Creek stress
The following data come from Seminole and Creek; both are dialects of a single Muskogean language spoken in Oklahoma and Seminole in Florida. The forms in (I) consist of light syllables, while those in (II) have heavy syllables or a mix of light and heavy syllables. These data are also taken from Hayes (1995: 64–65), who attribute them to several sources.

	I. 		i.fá	‘dog’	a.no.ki.cí.ta	‘to love’
	o.sá.na	‘otter’	i.si.ma.hi.ci.tá	‘one to sight at one’
	a.pa.ta.ká	‘pancake’	i.ti.wa.na.yi.pí.ta	‘to tie each other’




	II. 		fó[image: U+02D0]	‘bee’	ko.fóc.ka	‘mint’
	ni.há[image: U+02D0]	‘lard’	ak.cáwh.ka	‘stork’
	hok.tí[image: U+02D0]	‘woman’	ti[image: U+02D0].ni[image: U+02D0]t.kí[image: U+02D0]	‘thunder’
	íc.ki	‘mother’	ta[image: U+02D0]s.ho.k[image: ].ta	‘to jump (dual subj.)’
	hi.to.t-í[image: U+02D0]	‘snow’	a.ti.lo[image: U+02D0].yi.tá	‘to gather (pl. obj.)’
	ha.[image: U+026C]i[image: U+02D0]s.sí[image: U+02D0]	‘moon’	to.ko[image: U+026C].ho.k[image: ].ta	‘to run (dual subj.)’
	ak.ha.sí[image: U+02D0]	‘lake’	i[image: U+014B].ko.sa.pi.tá	‘one to implore’
	ta[image: U+02D0]s.ki.tá	‘to jump (sg. subj.)’	naf.ki.ti.ka[image: U+02D0].yi.tá	‘to hit (pl. obj.)’




Examine these forms and provide a metrical analysis. Address these issues in your analysis.

a. Determine where stress is placed and discuss issues such as directionality, foot type, quantity-sensitivity, patterns of CVC and CVV(C) syllable, etc.

b. Provide a metrical analysis. We stated in this chapter that degenerate feet are not allowed in some languages. Consider if degenerate feet are allowed in Seminole and Creek.

c. Seminole and Creek have two levels of stress: stressed and not stressed. Discuss how MT can handle two levels of stress.

d. Demonstrate via derivations how stress is derived in Seminole and Creek


(14) Problem 4: Hungarian stress
According to Hammond (1987), Hungarian has primary, secondary, and tertiary stress, marked by ′, [image: U+02C6], and ‵, respectively. In what follows, we provide stress data in forms with up to twelve syllables.

	ví[image: U+02D0]z	‘water’
	k[image: ]p[image: U+0254]	‘hoe’
	k[image: ]pa[image: U+02D0]àv[image: U+0254]l	‘with hoe’
	t[image: U+1F73]ri[image: U+02D0]t[image: ][image: U+02D0]vεl	‘with tablecloth’
	fé[image: U+02D0]lεm[image: U+1F72]lεt[image: ]n	‘on mezzanine’
	fé[image: U+02D0]lεm[image: U+1F72]lεt[image: ]id	‘your mezzanines’
	kí[image: U+0161]ku[image: U+02D0]nfè[image: U+02D0]lε[image: U+025F]hâ[image: U+02D0]za[image: U+02D0]b[image: ]n	‘in Kiskuánfeálegyháza’
	m[image: U+1F73]gvεst[image: U+1F72]gεth[image: ]tεtl[image: U+1F72]nεk	‘unbribable (ones)’
	m[image: U+1F73]gvεst[image: U+1F72]gεth[image: ]tεtl[image: U+1F72]nεkn[image: ]k	‘to those unbribable’
	[image: U+1F73]lka[image: U+02D0]pòsta[image: U+02D0][image: U+0161]iî[image: U+02D0]tott[image: ]l[image: U+0254]niî[image: U+02D0]tott	‘decabbagised (!)’
	l[image: U+1F73]gmεgv[image: U+1F72]stεg[image: ]thεt[image: U+1F72]tlεn[image: ]bbεkn[image: U+1F72]k	‘to those least bribable’
	[image: U+1F73]lka[image: U+02D0]pòsta[image: U+02D0][image: U+0161]iî[image: U+02D0]tott[image: ]l[image: U+0254]niî[image: U+02D0]tottà[image: U+02D0]tok	‘you have decabbagised it (!)’


Examine these forms and analyze the data using MT. Address these questions.

a. How are primary, secondary, and tertiary stresses assigned? From what direction? Types of feet? Quantity-sensitivity, etc.?

b. Can you provide a metrical analysis? Consider whether MT, with its rules for foot and word constituent constructions, is sufficient to derive primary, secondary, and tertiary stress. If not, how might you adapt MT to account for Hungarian stress?





18 Pintupi, Wargamay, and Choctaw stress and Optimality Theory

1. Introduction
In Chapter 17, we presented a metrical analysis of Pintupi, Wargamay, and Choctaw stress. The key claim of the metrical analysis is that stress reflects the rhythmic structures of natural languages. To express the rhythm, Metrical Theory (MT) proposes that syllables are organized into feet and feet are grouped into a word unit. This view of stress is derivational in nature. It claims that the underlying form is stressless and devoid of metrical structures. The surface form, with metrical structures and stress, stems from ordered rules. In this respect, the metrical view is  not unlike derivational analyses of segmental, syllable, and tonal phenomena. We introduce the Optimality Theory (OT) view of stress here. A significant departure of OT from MT is that metrical structures are not constructed by ordered rules. In OT, the input is fed into GEN (GENERATOR), which generates candidates or outputs with a variety of metrical structures including the one with the attested metrical parse. EVAL (EVALUATOR) evaluates these outputs against a set of ranked constraints. The attested output, OT claims, corresponds to the candidate with the best metrical parse. This view shifts the burden of analyses from deriving the attested forms to evaluating competing outputs. This chapter presents this view and compares it with the metrical analysis of stress.
This chapter has three main objectives. First, it introduces the constraints on metrical structures and shows how they account for the stress in the three languages. Even though OT differs from MT with its derivational design, many insights of MT form the basis for the metrical structure constraints. Second, we evaluate the OT analysis of stress against the metrical view and show how competing analyses can be distinguished. Lastly, this chapter develops your ability to conduct OT-based analyses of stress and to evaluate competing analyses.
2. Puzzles
This chapter reanalyzes the data in (1) through (6) in Chapter 17, which are reprinted in (1) through (3). For space reasons, glosses, non-essential forms, and input forms are omitted. Readers interested in the omitted information can consult Chapter 17. The light-syllable forms are presented in the left column while forms with heavy syllables are shown on the right. The metrical structure for each form is indicated. The metrical structure represents the attested or best metrical parse for each form.

	(1) 	Pintupi stress
	a. 		1	Not Attested	([image: ]á[image: U+02D0])




	b. 		2	(pá.[image: U+014B]a)	(mú[image: U+02D0].[image: U+014B]u)




	c. 		3	([image: ]ú.[image: U+0288]a).ya	




	d. 		4	(má.[image: U+026D]a).(wà.na)	




	e. 		5	(pú.[image: U+026D]i[image: U+014B]).(kà.la).[image: ]u	




	f. 		6	([image: ]á.mu).(l[image: ]m.pa).([image: ]ùη.ku)	







	(2) 	Wargamay stress
	a. 		1	Not attested	(má[image: U+02D0]l)




	b. 		2	(bá.da)	(mú[image: U+02D0].ba)




	c. 		3	ga.(gá.ra)	(gí[image: U+02D0].ba).i[image: U+027D]a




	d. 		4	(gí.[image: ]a).(wù.lu)	




	e. 		5	[image: U+025F]u.([image: U+027D]á.gay).(m[image: ].ri)	







	(3) 	Choctaw stress
	a. 		2		(t[image: U+0283]òk).fi




	b. 		3	(ha.bì[image: U+02D0]).na	(t[image: U+0283]òk).fo.[image: U+0282]i




	c. 		4	(t[image: U+0283]i.hà[image: U+02D0]).bi.na	(òk).(t[image: U+0283]a.l[image: ][image: U+02D0]).(l[image: ]h)




	d. 		5	(t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).t[image: U+0283]i	(sa.lí[image: U+02D0]).(ti.hà[image: U+02D0]).(tòk)




	e. 		6	(t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).t[image: U+0283]i.li	(t[image: U+0283]i.tòk).(sa.lí[image: U+02D0]).t[image: U+0283]i.li







The task of the OT analysis is to explain why the metrical structures in (1) through (3) represent the best metrical parses. Developing an optimal-theoretic analysis entails three tasks: selecting candidates for evaluation, identifying constraints, and determining the constraint ranking. With respect to candidate selection, it is important to choose candidates that differ minimally from the optimal candidate and show why they cannot be optimal. Consider these questions as a guide. First, the input has no metrical structure, yet stress results from metrical structures. What candidates must be compared with the optimal form to show that foot structures are desirable? Second, some forms are parsed exhaustively into feet, with no unfooted syllable. Others are not. What are the candidates that are not exhaustively parsed for those that are? Or what are the candidates that are exhaustively parsed for those that are not? Third, the attested forms have feet with two units. What candidates have feet of different sizes? Lastly, foot construction can proceed from the left or from the right. What candidates differ from the optimal form in the direction of foot parsing? It can be challenging to imagine competing candidates. Here are two strategies that you can use. One strategy is to compare forms with different foot structures and ask why one cannot have the foot parse of the other. For instance, compare ([image: ]ú.[image: U+0288]a).ya and (má.[image: U+026D]a).(wà.na). ([image: ]ú.[image: U+0288]a).ya has one foot on the left edge. Why can’t (má.[image: U+026D]a).(wà.na) do the same? Why isn’t (má.[image: U+026D]a).wa.na optimal? A second strategy is to examine comparable forms in different languages. You can compare Pintupi ([image: ]ú.[image: U+0288]a).ya with Wargamay ga.(gá.ra). This suggests that it might be important to evaluate [image: ]u.([image: U+0288]á.ya) against ([image: ]ú.[image: U+0288]a).ya and (gá.ga).ra against ga.(gá.ra).
To determine constraints and constraint rankings, we need to compare the optimal and sub-optimal candidates and ask why one is better than the other. For instance, we can compare ([image: ]ú.[image: U+0288]a).ya and [image: ]u.([image: U+0288]á.ya) and ask what constraint prefers ([image: ]ú.[image: U+0288]a).ya and what constraint prefers [image: ]u.([image: U+0288]á.ya) and how they must be ranked. These questions can help you identify which constraints are needed and how they are ranked and anticipate the analyses to come. Therefore, pause a moment, examine the data, and try to determine for yourself some of the candidates, constraints, and constraint rankings before proceeding to section 3.
3. Analyses
This section presents an optimal-theoretic account of stress. We introduce constraints on metrical structures first. We then analyze Pintupi and Wargamay stress, followed by Choctaw stress in section 3.3.
3.1 Constraints on metrical structures
According to the metrical analyses of Pintupi and Wargamay, feet may be constructed from the left or the right, as illustrated by ([image: ]ú.[image: U+0288]a).ya vs. [image: ]u.([image: U+0288]á.ya) in Pintupi. The attested form ([image: ]ú.[image: U+0288]a).ya shows a foot parsed from the left, while [image: ]u.([image: U+0288]á.ya) has a foot on the right. This difference affects where stress is placed (first vs. second syllable) and which syllable is unfooted (initial vs. final). The question is what constraint forces left-to-right foot parsing and what constraint compels right-to-left parsing? The constraints, according to McCarthy and Prince (1993), are ALL-FT-L and ALL-FT-R.

	(4) 		a. 	ALL-FT-LEFT (ALL-FT-L): Align (Ft, Left, PrWd, Left)



	b. 	ALL-FT-RIGHT (ALL-FT-R): Align (Ft, Right, PrWd, Right)






ALL-FT-L and ALL-FT-R are alignment constraints. ALL-FT-L states that the left edge of every foot corresponds to the left edge of the prosodic word. ALL-FT-R demands that the right edge of every foot align with the right edge of the prosodic word. They impact ([image: ]ú.[image: U+0288]a).ya and [image: ]u.([image: U+0288]á.ya) differently. As ([image: ]ú.[image: U+0288]a).ya has one foot whose left edge coincides with the left border of the word, it satisfies ALL-FT-L, as (5a) shows. But it violates ALL-FT-R. Aligning the foot with the left edge causes it to misalign with the right edge of the word. In contrast, [image: ]u.([image: U+0288]á.ya) in (5b) complies with ALL-FT-R, but violates ALL-FT-L.

	(5) 			/[image: ]u[image: U+0288]aya/	ALL-FT-L	ALL-FT-R
		a. ([image: ]ú.[image: U+0288]a).ya		*
		b. [image: ]u.([image: U+0288]á.ya)	*	




ALL-FT-L and ALL-FT-R violations are assessed by counting the number of syllables that separate a foot from the left or right edge of a word. Each syllable counts as one violation; the violations by each foot are added up, resulting in a total number of violations for each form. As the candidates in (5) each have a foot that stands one syllable from the left or right edge, they incur one violation, marked by one asterisk. In Pintupi, ([image: ]ú.[image: U+0288]a).ya is attested; hence, ALL-FT-L must dominate ALL-FT-R. This ranking forces feet to be parsed from the left. Right-to-left foot parsing results from a high-ranking ALL-FT-R.
ALL-FT-L and ALL-FT-R have another effect. Consider (má.[image: U+026D]a).(wà.na) in (1d). This form is parsed into two feet. Its second foot (wà.na) is positioned two syllables away from the left edge of the prosodic word. Thus, it violates ALL-FT-L twice. Compare this form with (má.[image: U+026D]a).wa.na, with one foot. As this foot aligns with the left edge of the word, it incurs no ALL-FT-L violation. This comparison uncovers two implications. First, ALL-FT-L prefers one foot to be parsed at the left edge; it prefers (má.[image: U+026D]a).wa.na to (má.[image: U+026D]a).(wà.na). If it is undominated, it predicts a language with only two levels of stress: primary and no stress. Similar effects can be demonstrated for ALL-FT-R, which, if undominated, prefers ma.[image: U+026D]a.(wá.na).
Another implication is that ALL-FT-L is violable in Pintupi, because (má.[image: U+026D]a).(wà.na) is attested. Thus, we must ask what renders (má.[image: U+026D]a).(wà.na) more desirable than (má.[image: U+026D]a).wa.na. As they differ in whether they have unfooted syllables, the issue concerns the impetus for parsing syllables into feet. According to Prince and Smolensky (1993), the motivation for foot parsing stems from the constraints in (6).

	(6) 		a. 	PARSE-SYLLABLE (PAR-SY): Syllables are parsed by feet.



	b. 	GrWd=PrWd (Gw=Pw): A grammatical word must be a prosodic word.






PAR-SY states that syllables must be part of feet. It assesses violations by counting the number of syllables that do not belong to feet, with each unfooted syllable counting as one violation. GW=PW states that a well-formed grammatical word must be a prosodic word, that is, have appropriate prosodic structures. Recall that the prosodic word is constructed on top of feet according to the Prosodic Hierarchy. By requiring that an output be a prosodic word, GW=PW essentially requires that a well-formed prosodic word must have at least one foot. Unlike PAR-SY, GW=PW is either violated or not violated by a candidate. These two constraints provide the push for foot parsing. Their effects are illustrated in (7).

	(7) 			/ma[image: U+026D]awana/	PAR-SY	GW=PW	ALL-FT-LEFT
		a. (má.[image: U+026D]a).(wà.na)			**
		b. (má.[image: U+026D]a).wa.na	**		
		c. ma.[image: U+026D]a.wa.na	****	*	




Consider (7c), a candidate with no foot structure and hence, no stress. With no foot, it cannot violate foot-related constraints such as ALL-FT-L. Thus, it should be preferred to (7a) by ALL-FT-L. What makes (7a) more desirable than (7c)? The answer is PAR-SY and GW=PW. (7c) has four unfooted syllables and triggers four PAR-SY violations. It also violates GW=PW, because it has no foot and cannot be a prosodic word. If PAR-SY or GW=PW ranks higher than ALL-FT-L, (7c) cannot be optimal. Though PAR-SY and GW=PW both push for foot parsing, they differ. A candidate can satisfy GW=PW without satisfying PAR-SY, as demonstrated by (má.[image: U+026D]a).wa.na in (7b). With one foot, this candidate meets the demand of GW=PW, just like (7a). Consequently, GW=PW cannot choose between (7a) and (7b). PAR-SY is different. (7b) has two unparsed syllables, while (7a) does not. If PAR-SY ranks higher than ALL-FT-L, (7b) is eliminated. Put simply, PAR-SY favors exhaustive footing, while GW=PW requires partial footing.
According to MT, feet consist of two units: two moras or syllables. Feet partition into two main types: trochee and iamb. Trochees are left-headed and have initial prominence; iambs are right-headed and have final prominence. Trochees prefer to be even, iambs uneven. These conclusions of MT reveal the ideal or unmarked forms of foot structures. To express the ideal foot forms, OT relies on the constraints in (8).

	(8) 		a. 	FT-BIN: Feet are binary under moraic or syllabic analysis.



	b. 	RHYTHM TYPE=TROCHAIC (RHTY=T): Feet are left-headed.



	c. 	RHYTHM TYPE=IAMBIC (RHTY=I): Feet are right-headed.



	d. 	WEIGHT-TO-STRESS PRINCIPLE (WSP): Heavy syllables are stressed.



	e. 	UNEVEN-IAMB (UN-IB): (σμ σμμ) > (σμ σμ) or (σμμ)






FT-BIN, proposed in Prince and Smolensky (1993), states that a foot must include either two moras or two syllables. This constraint, if ranked high, prohibits feet with one light syllable (σμ) (known otherwise as degenerate feet) or feet with more than two syllables such as (σσσ). It prefers (má.[image: U+026D]a).(wà.na) to (má).[image: U+026D]a.wa.na or (má.[image: U+026D]a.wa).na. RHTY=T and RHTY=I impose conditions on where the head, and hence stress, is located. RHTY=T states that the head must be on the left unit in a foot. According to RHTY=T, (má.[image: U+026D]a).(wà.na) is better than (ma.[image: U+026D]á).(wa.nà). The opposite is true for RHTY=I, by which, (ma.[image: U+026D]á).(wa.nà) is preferred. As (má.[image: U+026D]a).(wà.na) is attested in Pintupi, RHTY=T must dominate RHTY=I.
According to Prince and Smolensky (1993), WSP demands that heavy syllables be stressed. It is violated by a form in which heavy syllables are not stressed. Consider (t[image: U+0283]òk).fo.[image: U+0282]i, a form with an initial heavy syllable. An alternative footing of this form is (t[image: U+0283]ok.fò[image: U+02D0]).[image: U+0282]i in which the heavy syllable t[image: U+0283]ok is not stressed. WSP eliminates (t[image: U+0283]ok.fò[image: U+02D0]).[image: U+0282]i in favor of (t[image: U+0283]òk).fo.[image: U+0282]i. UN-IB expresses the preference for an iamb or a right-headed foot to be uneven. This constraint prefers an iamb of the type (σμ σμμ) to (σμ σμ) or (σμμ). One effect of this constraint is rhythmic lengthening in Choctaw. For example, consider the attested Choctaw form (t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).t[image: U+0283]i.li. This form originates from /t[image: U+0283]ihabinat[image: U+0283]ili/. Its second vowel is short, but as a result of stress, it is lengthened. A competing candidate is (t[image: U+0283]i.hà).(bi.nà).t[image: U+0283]i.li, with no rhythmic lengthening, which results in two (σμ σμ) iambs. As (9b) shows, this candidate violates UN-IB. By lengthening the second vowel, the attested output (t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).t[image: U+0283]i.li in (9a) creates two perfect iambs in compliance with UN-IB. As vowel length is expressed by moras, the attested form violates the anti-mora insertion constraint DEP-μ-IO twice.

	(9) 			/t[image: U+0283]ihabinat[image: U+0283]ili/	UN-IB	DEP-μ-IO
		a. (t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).t[image: U+0283]i.li		**
		b. (t[image: U+0283]i.hà).(bi.nà).t[image: U+0283]i.li	**	




It is not hard to see that as long as UN-IB dominates DEP-μ-IO, (t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).t[image: U+0283]i.li emerges as the winner. We show later that UN-IB is not sufficient. There needs to be a second constraint on the form of iambs.
There are two additional constraints of relevance. According to the metrical analysis of Choctaw, stress cannot fall on the final syllable. In even-syllable forms, this can result in two consecutive unstressed syllables in Choctaw: (t[image: U+0283]i.hà[image: U+02D0]).bi.na (Choctaw). We also see that Wargamay does not allow adjacent syllables to be stressed. This is why (gí[image: U+02D0].ba).[image: U+027D]a is attested, but not (gí[image: U+02D0]).(bà.[image: U+027D]a). In (10), we present the constraints that penalize the stressing of the final syllable or adjacent syllables.

	(10) 		a. 	NON-FINALITY (NON-F): No foot is final in the prosodic word.



	b. 	*CLASH: No stressed syllables are adjacent.






NON-F states that no foot can be built on the right edge of the word. We know that stress results from the presence of foot structures. If no foot can incorporate the final syllable, then it cannot be stressed. *CLASH expresses the preference to not stress adjacent syllables. It prefers (gí[image: U+02D0].ba).[image: U+027D]a or gi[image: U+02D0].(bá.[image: U+027D]a) to (gí[image: U+02D0]).(bà.[image: U+027D]a). As (11) demonstrates, *CLASH, together with WSP, ensures that (gí[image: U+02D0].ba).[image: U+027D]a is optimal.

	(11) 			/gi[image: U+02D0]ba[image: U+027D]a/	*CLASH	WSP
		a. (gí[image: U+02D0].ba).[image: U+027D]a		
		b. gi[image: U+02D0].(bá.[image: U+027D]a)		*
		c. (gí[image: U+02D0]).(bà.[image: U+027D]a)	*	




The candidate in (11c) violates *CLASH, because the initial two syllables are both stressed. By removing the stress on the initial heavy syllable, (11b) circumvents *CLASH, but violates WSP. The candidate in (11a), (gí[image: U+02D0].ba).[image: U+027D]a with stress removed from the second light syllable, does not violate either constraint.
So far we have focused on presenting foot-related constraints. As the heads of feet determine where secondary stress is placed, these constraints account for secondary stress placement. You might ask how primary stress is explained in OT. After all, Pintupi and Wargamay both have primary stress. Recall that MT accounts for primary stress by constructing a word constituent on top of foot structures. Just like feet, this word constituent has a head, which predicts where primary stress is located. There are two places on which to locate the head: the head of the leftmost or the rightmost foot. MT expresses the two choices via End Rule Left or End Rule Right. They are recast as constraints on alignment in OT.

	(12) 		a. 	LEFTMOST: Align (Head Foot, Left; Prosodic Word, Left)



	b. 	RIGHTMOST: Align (Head Foot, Right; Prosodic Word, Right)






According to LEFTMOST and RIGHTMOST, the left or right edge of the head foot must correspond with the left or right edge of the prosodic word. The term “head foot” refers to the foot with primary stress. By aligning the head foot with the left or right edge, LEFTMOST and RIGHTMOST accomplish what End Rule Left and End Rule Right achieve in MT. To see this, compare (má.[image: U+026D]a).(wà.na) and (mà.[image: U+026D]a).(wá.na).

	(13) 			/ma[image: U+026D]awana/	LEFTMOST	RIGHTMOST
		a. (má.[image: U+026D]a).(wà.na)		*
		b. (mà.[image: U+026D]a).(wá.na)	*	




With respect to (13a), the head foot is the leftmost foot. Hence it satisfies LEFTMOST. But it violates RIGHTMOST because the foot with primary stress is not aligned with the right edge of the prosodic word. The opposite is true of (mà.[image: U+026D]a).(wá.na) in (13b). Its head foot is located on the right edge. Consequently, it complies with RIGHTMOST, but violates LEFTMOST. Since (13a) is optimal in Pintupi, LEFTMOST must rank high. In a language with primary stress on the right edge, RIGHTMOST must rank high.
3.2 Pintupi and Wargamay stress
We analyze Pintupi and Wargamay stress here. To determine the constraint ranking, we compare the attested or optimal form with a minimally different sub-optimal candidate. First, let’s compare ([image: ]ú.[image: U+0288]a).ya in Pintupi with [image: ]u.([image: U+0288]á.ya). The two candidates differ in the directionality of foot parsing.

	(14) 	Pairwise comparisons for ([image: ]ú.[image: U+0288]a).ya
	i.	/[image: ]u[image: U+0288]aya/	ALL-FT-L	ALL-FT-R		ii.	/[image: ]u[image: U+0288]aya/	ALL-FT-R	ALL-FT-L
	[image: U+261E]	a. ([image: ]ú.[image: U+0288]a).ya		*			a. ([image: ]ú.[image: U+0288]a).ya	*!	
		b. [image: ]u.([image: U+0288]á.ya)	*!			[image: ]	b. [image: ]u.([image: U+0288]á.ya)		*






As (14i) shows, ALL-FT-L must dominate ALL-FT-R if ([image: ]ú.[image: U+0288]a).ya is to emerge as the winner. This ranking, recorded in (15), optimizes left-to-right foot parsing.

	(15) 	ALL-FT-L > > ALL-FT-R



Continuing on, consider (má.[image: U+026D]a).(wà.na) and (má.[image: U+026D]a).wa.na. The attested (má.[image: U+026D]a).(wà.na) is fully metrified, with all four syllables in two feet. The competitor (má.[image: U+026D]a).wa.na parses the first two syllables into a foot.

	(16) 	Pairwise comparisons for (má.[image: U+026D]a).(wà.na)
	i.	/ma[image: U+026D]awana/	PAR-SY	ALL-FT-L		ii.	/ma[image: U+026D]awana/	ALL-FT-L	PAR-SY
	[image: U+261E]	a. (má.[image: U+026D]a).(wà.na)		**			a. (má.[image: U+026D]a).(wà.na)	*!*	
		b. (má.[image: U+026D]a).wa.na	*!*			[image: ]	b. (má.[image: U+026D]a).wa.na		**






As (16) shows, (má.[image: U+026D]a).(wà.na) causes two violations of ALL-FT-L, because its second foot is two syllables from the left edge of the word. By parsing one foot, (má.[image: U+026D]a).wa.na satisfies ALL-FT-L, but violates PAR-SY. Ranking PAR-SY higher, as in (17), ensures that as many syllables as possible are gathered into feet.

	(17) 	Par-Sy > > All-Ft-L > > All-Ft-R



Returning to ([image: ]ú.[image: U+0288]a) ya, let’s compare it with ([image: ]ú.[image: U+0288]a).(yà).

	(18) 	Pairwise comparisons for ([image: ]ú.[image: U+0288]a).ya
	i.	/[image: ]u[image: U+0288]aya/	FT-BIN	PAR-SY		ii.	/[image: ]u[image: U+0288]aya/	PAR-SY	FT-BIN
	[image: U+261E]	a. ([image: ]ú.[image: U+0288]a).ya		*			a. ([image: ]ú.[image: U+0288]a).ya	*!	
		b. ([image: ]ú.[image: U+0288]a).(yà)	*!			[image: ]	b. ([image: ]ú.[image: U+0288]a).(yà)		*






We see that ([image: ]ú.[image: U+0288]a).(yà) violates FT-BIN, because (yà) does not have two moras or syllables. By leaving ya unfooted, ([image: ]ú.[image: U+0288]a).ya bypasses a FT-BIN violation. As long as FT-BIN ranks higher than PAR-SY, ([image: ]ú.[image: U+0288]a).ya is optimal. We now arrive at the ranking in (19).

	(19) 	FT-BIN > > PAR-SY > > ALL-FT-L > > ALL-FT-R



This hierarchy causes as many binary feet as possible to be parsed from the left. In section 3.1, we introduced other metrical constraints. These constraints fall into three types with respect to their ranking. Some are always obeyed and undominated. Some are always violated and ranked at the bottom with ALL-FT-R. Then there are constraints whose ranking cannot be determined. Consider the first type, those that are always obeyed. They include GW=PW, RHTY=T, and LEFTMOST. According to (1), all attested forms have at least one foot in compliance with GW=PW. All attested feet are left-headed and consistent with RHTY=T. When there is more than one foot in attested forms, primary stress falls on the head of the leftmost foot. These facts indicate that GW=PW, RHTY=T, and LEFTMOST are undominated.
The violated constraints include RHTY=I, NON-F, and RIGHTMOST. It is clear that feet are not right-headed or iambic in Pintupi. They can be final, as shown by (má.[image: U+026D]a).(wà.na). The forms, in which a final foot cannot be parsed such as ([image: ]ú.[image: U+0288]a).ya, is due to FT-BIN. Primary stress does not fall on the head of the rightmost foot in violation of RIGHTMOST. These facts suggest that RHTY=I, NON-F, and RIGHTMOST are violated. Incorporating these constraints, we derive the ranking in (20).

	(20) 	LEFTMOST, GW=PW, RHTY=T, FT-BIN > > PAR-SY > > ALL-FT-L > > ALL-FT-R, RHTY=I, NON-F, RIGHTMOST



Not included in (20) are WSP, *CLASH, and UN-IB, whose ranking cannot be established. Consider WSP. In Pintupi, heavy syllables – those with a long vowel – are restricted to the word-initial position and always stressed. This fact follows from a ranking that parses an input into left-headed feet from the left. Thus, no matter how WSP is ranked, heavy syllables are stressed. The same goes for *CLASH and UN-IB.
We present below a more complete tableau for ([image: ]ú.[image: U+0288]a).ya and (má.[image: U+026D]a).(wà.na). For space reasons, non-essential constraints are omitted. Consider the tableau for ([image: ]ú.[image: U+0288]a).ya in (21).

	(21) 	Tableau for ([image: ]ú.[image: U+0288]a).ya
		/[image: ]u[image: U+0288]aya/	LEFTMOST	RHTY=T	FT-BIN	PAR-SY	ALL-FT-L	ALL-FT-R
		a. ([image: ]u.[image: U+0288]á).ya		*!		*		*
		b. ([image: ]ú.[image: U+0288]a).(yà)			*!		**	*
		c. [image: ]u.([image: U+0288]á.ya)				*	*!	
	[image: U+261E]	d. ([image: ]ú.[image: U+0288]a).ya				*		*






As (21) shows, ([image: ]u.[image: U+0288]á).ya, a form with a right-headed foot, is eliminated by RHTY=T, which requires that feet be left-headed. (21b) is ruled out by FT-BIN. (21c) is knocked out by ALL-FT-L, leaving ([image: ]ú.[image: U+0288]a).ya as the winner. In (22), three new candidates are included to highlight the ranking of some constraints. (22a) has primary stress in the rightmost foot in violation of LEFTMOST. (22b) has right-headed feet in violation of RHTY=T. (22c) has two non-binary feet in violation of FT-BIN.

	(22) 	Tableau for (má.[image: U+026D]a).(wà.na)
		/ma[image: U+026D]awana/	LEFTMOST	RHTY= T	FT-BIN	PAR-SY	ALL-FT-L	ALL-FT-R
		a. (mà.[image: U+026D]a).(wá.na)	*!				**	**
		b. (ma.[image: U+026D]á).(wa.nà)		*!*			**	**
		c. (má.[image: U+026D]a.wa).(nà)			*!*		***	*
		d. (má.[image: U+026D]a).wa.na				*!*		**
	[image: U+261E]	e. (má.[image: U+026D]a).(wà.na)					**	**






These tableaux show that the ranking in (20) correctly selects ([image: ]ú.[image: U+0288]a).ya and (má.[image: U+026D]a).(wà.na) in Pintupi.
We turn now to Wargamay, which, according to the metrical analysis, builds moraic trochees from right to left, with primary stress in the leftmost foot. Let’s see how these patterns can be explained. In (23), we compare [image: ]u.([image: U+027D]á.gay).(mì.ri) and ([image: U+025F]ú.[image: U+027D]a).(gày.mi).ri. The former has two feet parsed from the right and violates ALL-FT-R twice. The latter parses feet from the left and incurs four ALL-FT-R violations (three by ([image: ]ú.[image: U+027D]a) plus one by (gày.mi)).

	(23) 	Pairwise comparisons for [image: ]u.(i[image: U+027D]à.gay).(mì.ri)
	i.	/[image: ]u[image: U+027D]agaymiri/	ALL-FT-R	ALL-FT-L		ii.	/[image: ]u[image: U+027D]agaymiri/	ALL-FT-L	ALL-FT-R
	[image: U+261E]	a. [image: ]u.([image: U+027D]á.gay).(mì.ri)	**	****			a. [image: ]u.([image: U+027D]á.gay).(mì.ri)	***!*	**
		b. ([image: ]ú.[image: U+027D]a).(gày.mi).ri	***!*	**		[image: ]	b. ([image: ]ú.[image: U+027D]a).(gày.mi).ri	**	****






Ranking ALL-FT-R above ALL-FT-L eliminates (23b).

	(24) 	ALL-FT-R > > ALL-FT-L



In (25b), we consider [image: ]u.[image: U+027D]a.gay.(mí.ri), which differs from (25a) with respect to PAR-SY and ALL-FT-R.

	(25) 	Pairwise comparisons for [image: ]u.([image: U+027D]á.gay).(mì.ri)
	i.	/[image: ]u[image: U+027D]agaymiri/	PAR-SY	ALL-FT-R		ii.	/[image: ]u[image: U+027D]agaymiri/	ALL-FT-R	PAR-SY
	[image: U+261E]	a. [image: ]u.([image: U+027D]á.gay).(mì.ri)	*	**			a. [image: ]u.([image: U+027D]á.gay).(mì.ri)	*!*	*
		b. [image: ]u.[image: U+027D]a.gay.(mí.ri)	**!*			[image: U+261E]	b. [image: ]u.[image: U+027D]a.gay.(mí.ri)		***






(25b) has three PAR-SY violations but no ALL-FT-R Violation, while [image: ]u.([image: U+027D]á.gay).(mì.ri) has one PAR-SY and two ALL-FT-R violations. As (25a) is attested, PAR-SY must outrank ALL-FT-R, as in (26).

	(26) 	PAR-SY > > ALL-FT-R> > ALL-FT-L



Now consider ([image: ]ú).([image: U+027D]à.gay).(mì.ri) in (27b), which has an initial degenerate foot.

	(27) 	Pairwise comparisons for [image: ]u.([image: U+027D]à.gay).(mì.ri)
	i.	/[image: ]u[image: U+027D]agaymiri/	FT-BIN	PAR-SY		ii.	/[image: ]u[image: U+027D]agaymiri/	PAR-SY	FT-BIN
	[image: U+261E]	a. [image: ]u.([image: U+027D]á.gay).(mì.ri)		*			a. [image: ]u.([image: U+027D]á.gay).(mì.ri)	*!	
		b. ([image: ]ú).([image: U+027D]à.gay).(mì.ri)	*!			[image: ]	b. ([image: ]ú).([image: U+027D]à.gay).(mì.ri)		*






(27b) is fully metrified and in compliance with PAR-SY. But footing the initial light syllable triggers a FT-BIN violation. We see from (27i) that (27b) cannot be optimal if FT-BIN ranks higher than PAR-SY.

	(28) 	FT-BIN > > PAR-SY > > ALL-FT-R > > ALL-FT-L



This ranking causes the parsing of an input into as many binary feet as possible from right to left. It is similar to that for Pintupi in (19), except for ALL-FT-R > > ALL-FT-L.
Wargamay also differs from Pintupi in that it has moraic trochees. This conclusion is based on (g[image: ][image: U+02D0].ba).[image: U+027D]a, which has an initial stressed heavy syllable. As Wargamay parses moraic trochees from the right, (g[image: ][image: U+02D0]).(bà.[image: U+027D]a) is expected. But it is not attested, ruled out by *CLASH, as (29i) shows.

	(29) 	Pairwise comparisons for (gí[image: U+02D0].ba).[image: U+027D]a
	i.	/gi[image: U+02D0]ba[image: U+027D]a/	*CLASH	PAR-SY		ii.	/gi[image: U+02D0]ba[image: U+027D]a/	PAR-SY	*CLASH
	[image: U+261E]	a. (g[image: ][image: U+02D0].ba).[image: U+027D]a		*			a. (g[image: ][image: U+02D0].ba).[image: U+027D]a	*!	
		b. (g[image: ][image: U+02D0]).(bà.[image: U+027D]a)	*!			[image: ]	b. (g[image: ][image: U+02D0]).(bà.[image: U+027D]a)		*






We see that (gí[image: U+02D0]).(bà.[image: U+027D]a) has adjacent stressed syllables in violation of *CLASH. Ranking *CLASH above PAR-SY eliminates (29b).

	(30) 	*Clash, Ft-Bin > > Par-Sy > > All-Ft-R > > All-Ft-L



A form that satisfies *CLASH is gi[image: U+02D0].(bá.[image: U+027D]a) in (31b). By not footing and stressing the heavy syllable, it avoids the *CLASH violation. But it is ruled out by WSP.

	(31) 	Pairwise comparisons for (g[image: ][image: U+02D0].ba).[image: U+027D]a
	i.	/gi[image: U+02D0]ba[image: U+027D]a/	WSP	ALL-FT-R		ii.	/gi[image: U+02D0]ba[image: U+027D]a/	ALL-FT-R	WSP
	[image: U+261E]	a.(g[image: ][image: U+02D0].ba).[image: U+027D]a		*			a.(g[image: ][image: U+02D0].ba).[image: U+027D]a	*!	
		b. gi[image: U+02D0].(bá.[image: U+027D]a)	*!			[image: ]	b. gi[image: U+02D0].(bá.[image: U+027D]a)		*






We have two choices as to where to place WSP in the ranking in (30). We can rank WSP either at the top or on a par with PAR-SY. Both options rank WSP higher than ALL-FT-R. As heavy syllables are always stressed in Wargamay, we have no evidence that WSP is violated. Thus, we choose the first option in (32).

	(32) 	WSP, *Clash, Ft-Bin > > Par-Sy > > All-Ft-R > > All-Ft-L



With respect to the constraints not included in (32), they fall into three types. Three constraints – LEFTMOST, GW=PW, and RHTY=T are never violated and should be ranked at the top. Three are always violated: RHTY=I, NON-F, RIGHTMOST. Adding these constraints yields the ranking below.

	(33) 	Leftmost, Gw=Pw, RhTy=T, WSP, *Clash, Ft-Bin > > Par-Sy > > All-Ft-R > > All-Ft-L, RhTy=I, Non-F, Rightmost



There is one more constraint: UN-IB. Its ranking cannot be established, as Wargamay feet are trochees. In (34), we evaluate [image: ]u.([image: U+027D]á.gay).(m[image: ].ri) against a variety of candidates, including some new ones.

	(34) 	Tableau for [image: ]u.([image: U+027D]á.gay).(mì.ri)
		/[image: ]u[image: U+027D]agaymiri/	LEFT MOST	RHTY=T	WSP	*CLASH	FT-BIN	PAR-SY	ALL-FT-R	ALL-FT-L
		a. [image: ]u.([image: U+027D]à.gay).(m[image: ].ri)	*!					*	**	****
		b. [image: ]u.([image: U+027D]a.gáy).(mi.r[image: ])		*!*				*	**	****
		c. ([image: ]ú).([image: U+027D]à.gay).(m[image: ].ri)				*!	*		******	****
		d. [image: ]u.[image: U+027D]a.gay.(m[image: ].ri)						**!*		***
		e. ([image: ]ú.[image: U+027D]a).(gày.mi).ri						*	***!*	**
	[image: U+261E]	f. [image: ]u.([image: U+027D]á.gay).(m[image: ].ri)						*	**	****






(34a) has primary stress in the second foot in violation of LEFTMOST. (34b) has two iambic feet and violates RHTY=T. (34c), (34d), and (34e) are eliminated by FT-BIN, PAR-SY, and ALL-FT-R. Consider the tableau for (g[image: ][image: U+02D0].ba).[image: U+027D]a, which highlights the role of WSP and *CLASH.

	(35) 	Tableau for (gí[image: U+02D0].ba).[image: U+027D]a
		/gi[image: U+02D0]ba[image: U+027D]a/	LEFT MOST	RHTY=T	WSP	*CLASH	FT-BIN	PAR-SY	ALL-FT-R	ALL-FT-L
		a. (g[image: ][image: U+02D0]).(ba.[image: U+027D]à)		*!					**	*
		b. gi[image: U+02D0].(bá.[image: U+027D]a)			*!			*		*
		c. (g[image: ][image: U+02D0]).(bà.[image: U+027D]a)				*!			**	*
		d. (g[image: ][image: U+02D0]).ba.([image: U+027D]à)					*!	*	**	**
		e. (g[image: ][image: U+02D0]).ba.[image: U+027D]a						**!	**	
	[image: U+261E]	f. (g[image: ][image: U+02D0].ba).[image: U+027D]a						*	*	






(35a) has a right-headed foot in violation of RHTY=T. (35b) and (35c) are eliminated by WSP and *CLASH. (35d) has a degenerate foot ([image: U+027D]à), banned by FT-BIN. Though (35e) has identical stress to the optimal candidate, it cannot be optimal because of its two PAR-SY and ALL-FT-R violations. (gí[image: U+02D0].ba).[image: U+027D]a emerges as the winner. It differs somewhat from the metrical analysis, which predicts (gí[image: U+02D0]).ba.[image: U+027D]a as the outcome.
To summarize, this is how OT explains the shared and distinct properties of Pintupi and Wargamay stress. In both languages, primary stress falls in the leftmost foot and feet are trochaic. They are accounted for by the undominated LEFTMOST and RHTY=T. Both languages parse an input into as many binary feet as possible. This results from FT-BIN > > PAR-SY > > ALL-FT-L or ALL-FT-R. There are two differences. One is directionality, accounted for by ALL-FT-L > > ALL-FT-R (Pintupi) and ALL-FT-R > > ALL-FT-L (Wargamay). The syllabic vs. moraic trochee difference is attributed to the ranking of WSP and *CLASH. In Wargamay, they rank high, whereas their ranking does not matter in Pintupi.



3.3 Choctaw stress and rhythmic lengthening
According to the metrical analysis, Choctaw feet are iambic and parsed from left to right. This results in stress on even-numbered syllables in forms with only light syllables. Light syllables are not stressed if final. Vowels in stressed open syllables undergo rhythmic lengthening. These properties are reflected in /t[image: U+0283]ihabinat[image: U+0283]ili/ [image: U+2192] (t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).t[image: U+0283]i.li. This pattern is distorted by the presence of heavy (CVC) syllables. Heavy syllables are always stressed, whether they are even-numbered or final. An example is /okt[image: U+0283]alilih/ [image: U+2192] (òk).(t[image: U+0283]a.l[image: ][image: U+02D0]).(l[image: ]h). In what follows, we use these forms to illustrate the OT analysis.
Let’s start with left-to-right foot parsing. In (36), we compare (t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).t[image: U+0283]i.li with t[image: U+0283]i.(ha.b[image: ][image: U+02D0]).(na.t[image: U+0283][image: ][image: U+02D0]).li. These forms differ in where the parsing of iambs starts.

	(36) 	Pairwise comparisons for (t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).t[image: U+0283]i.li
		/t[image: U+0283]ihabinat[image: U+0283]ili/	ALL-FT-L	ALL-FT-R
	[image: U+261E]	a.(t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).t[image: U+0283]i.li	**	******
		b.t[image: U+0283]i.(ha.bí[image: U+02D0]).(na.t[image: U+0283]í[image: U+02D0]).li	***!*	****






As (36) demonstrates, ranking ALL-FT-L above ALL-FT-R eliminates t[image: U+0283]i.(ha.b[image: ][image: U+02D0]).(na.t[image: U+0283][image: ][image: U+02D0]).li.

	(37) 	ALL-FT-L > > ALL-FT-R



Now consider (t[image: U+0283]i.hà[image: U+02D0]).bi.na.t[image: U+0283]i.li. This form, though satisfying ALL-FT-L, produces four PAR-SY violations.

	(38) 	Pairwise comparisons for (t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).t[image: U+0283]i.li
		/t[image: U+0283]ihabinat[image: U+0283]ili/	PAR-SY	ALL-FT-L
	[image: U+261E]	a.(t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).t[image: U+0283]i.li	**	**
		b.(t[image: U+0283]i.hà[image: U+02D0]).bi.na.t[image: U+0283]i.li	***!*	






Ranking PAR-SY higher, as in (39), eliminates (t[image: U+0283]i.hà[image: U+02D0]).bi.na.t[image: U+0283]i.li.

	(39) 	PAR-SY > > ALL-FT-L> > ALL-FT-R



Next, examine (t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).(t[image: U+0283][image: ]).li with a non-binary foot (t[image: U+0283][image: ]).

	(40) 	Pairwise comparisons for (t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).t[image: U+0283]i.li
		/t[image: U+0283]ihabinat[image: U+0283]ili/	FT-BIN	PAR-SY
	[image: U+261E]	a.(t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).t[image: U+0283]i.li		**
		b.(t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).(t[image: U+0283][image: ]).li	*!	*






This candidate is knocked out by ranking FT-BIN above PAR-SY, which yields the ranking in (41).

	(41) 	FT-BIN > > PAR-SY> > ALL-FT-L > > ALL-FT-R



Recall that this is the same ranking as that for Pintupi. In both languages, it causes the parsing of binary feet from left to right. This is the extent to which Choctaw and Pintupi are identical.
In what follows, we show how Choctaw differs. Now compare the attested form with (t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).(t[image: U+0283]i.l[image: ][image: U+02D0]). This comparison highlights why final light syllables are not stressed.

	(42) 	Pairwise comparison for (t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).t[image: U+0283]i.li
		/t[image: U+0283]ihabinat[image: U+0283]ili/	NON-F	PAR-SY
	[image: U+261E]	a.(t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).t[image: U+0283]i.li		**
		b.(t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).(t[image: U+0283]i.l[image: ][image: U+02D0])	*!	






We see that (42b) is not optimal because the preference for not parsing a foot at the end outweighs PAR-SY. To reflect this conclusion, we place NON-F above PAR-SY, resulting in the following ranking.

	(43) 	FT-BIN, NON-F > > PAR-SY> > ALL-FT-L > > ALL-FT-R



Now consider (t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).(t[image: U+0283][image: ][image: U+02D0]).li. This candidate is similar to (t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).(t[image: U+0283]ì).li in (40b) except that the vowel of (t[image: U+0283][image: ][image: U+02D0]) is lengthened. Vowel lengthening satisfies FT-BIN. But the foot (t[image: U+0283][image: ][image: U+02D0]) violates UN-IB.

	(44) 	Pairwise comparisons for (t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).t[image: U+0283]i.li
		/t[image: U+0283]ihabinat[image: U+0283]ili/	UN-IB	PAR-SY
	[image: U+261E]	a.(t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).t[image: U+0283]i.li		**
		b.(t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).(t[image: U+0283][image: ][image: U+02D0]).li	*!	*






This comparison establishes that UN-IB must dominate PAR-SY, as in (45).

	(45) 	FT-BIN, NON-F, UN-IB > > PAR-SY> > ALL-FT-L > > ALL-FT-R



Let’s consider what causes rhythmic lengthening in Choctow. To understand the cause, compare (t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).t[image: U+0283]i.li with (t[image: U+0283]i.hà).(bi.nà).t[image: U+0283]i.li. Rhythmic lengthening in (t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).t[image: U+0283]i.li generates two uneven iambs, (σμ σμμ), but triggers two DEP-μ-IO violations. In contrast, (t[image: U+0283]i.hà).(bi.nà).t[image: U+0283]i.li violates UN-IB. If UN-IB is ranked above DEP-μ-IO, (t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).t[image: U+0283]i.li emerges as the optimal candidate.

	(46) 	Pairwise comparisons for (t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).t[image: U+0283]i.li
		/t[image: U+0283]ihabinat[image: U+0283]ili/	UN-IB	DEP-μ-IO
	[image: U+261E]	a.(t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).t[image: U+0283]i.li		**
		b.(t[image: U+0283]i.hà).(bi.nà).t[image: U+0283]i.li	*!*	






With UN-IB ranked above PAR-SY in (45), we have three options as to where to place DEP-μ-IO: rank it equally with PAR-SY, with ALL-FT-L, or with ALL-FT-R. All three options rank DEP-μ-IO below UN-IB. We show in (59) that DEP-μ-IO must be placed below PAR-SY. This leads to the ranking of DEP-μ-IO below PAR-SY. It is important to stress that we know of no evidence that DEP-μ-IO dominates ALL-FT-R.

	(47) 	FT-BIN, NON-F, UN-IB > > PAR-SY> > DEP-Μ-IO, ALL-FT-L > > ALL-FT-R



We have considered the crucial competitors to (t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).t[image: U+0283]i.li. These comparisons yield a ranking in which NON-F and UN-IB are undominated. We demonstrate next that this ranking needs to be revised.
We turn now to (òk).(t[image: U+0283]a.lì[image: U+02D0]).(l[image: ]h). In (48), we compare it with (ok.t[image: U+0283]à[image: U+02D0]).(li.l[image: ]h).

	(48) 	Pairwise comparisons for (òk).(t[image: U+0283]a.l[image: ][image: U+02D0]).(l[image: ]h)
		/okt[image: U+0283]alilih/	WSP	UN-IB
	[image: U+261E]	a.(òk).(t[image: U+0283]a.l[image: ][image: U+02D0]).(l[image: ]h)		**
		b.(ok.t[image: U+0283]à[image: U+02D0]).(li.l[image: ]h)	*!	*






(48b), though consistent with stressing even-numbered syllables, is ruled out by WSP, because the heavy syllable ok is not stressed. This comparison reveals that UN-IB must be dominated by WSP. Now consider how to incorporate this ranking. In Choctaw, all heavy syllables – CVC and CVV – are stressed, indicating that WSP is undominated. As WSP must rank higher than UN-IB, UN-IB must be demoted. We established earlier that UN-IB must dominate PAR-SY. For this reason, UN-IB is sandwiched between the undominated constraints and PAR-SY in (49).

	(49) 	WSP, FT-BIN, NON-F > > UN-IB > > PAR-SY > > DEP-μ-IO, ALL-FT-L > > ALL-FT-R



Now examine (òk).(t[image: U+0283]a.l[image: ][image: U+02D0]).lih, a form with an unfooted final syllable. Though it avoids a NON-F violation, it violates WSP by leaving a heavy syllable unparsed.

	(50) 	Pairwise comparisons for (òk).(t[image: U+0283]a.l[image: ][image: U+02D0]).(l[image: ]h)
		/okt[image: U+0283]alilih/	WSP	NON-F
	[image: U+261E]	a.(òk).(t[image: U+0283]a.l[image: ][image: U+02D0]).(l[image: ]h)		*
		b.(òk).(t[image: U+0283]a.l[image: ][image: U+02D0]).lih	*!	






Clearly, NON-F cannot be undominated. As NON-F must dominate PAR-SY, we rank NON-F equally with UN-IB in (51). This ranking places NON-F below WSP but above PAR-SY.

	(51) 	WSP, FT-BIN> > NON-F, UN-IB > > PAR-SY > > DEP-μ-IO, ALL-FT-L > > ALL-FT-R



A third competitor is (òk).t[image: U+0283]a.(li.l[image: ]h). This candidate parses the final two syllables into one uneven iamb and leaves unparsed the second syllable. Like the attested form, this candidate satisfies WSP and FT-BIN, but violates NON-F. Thus they cannot be distinguished by these constraints. As (52) shows, they differ in UN-IB and PAR-SY.

	(52) 	Pairwise comparisons for (òk).(t[image: U+0283]a.l[image: ][image: U+02D0]).(l[image: ]h)
	i.	/okt[image: U+0283]alilih/	PAR-SY	UN-IB		ii.	/okt[image: U+0283]alilih/	UN-IB	PAR-SY
	[image: U+261E]	a.(òk).(t[image: U+0283]a.l[image: ][image: U+02D0]).(l[image: ]h)		**			a.(òk).(t[image: U+0283]a.l[image: ][image: U+02D0]).(l[image: ]h)	**!	
		b.(òk).t[image: U+0283]a (li.l[image: ]h)	*!	*		[image: ]	b.(òk).t[image: U+0283]a (li.l[image: ]h)	*	*






The problem is that PAR-SY must dominate UN-IB. Otherwise, (òk).t[image: U+0283]a (li.líh) is preferred. We now face a ranking paradox. It is established in (44) that UN-IB must dominate PAR-SY. It seems from (52) that this ranking must be reversed.
This is not the only problem. Consider (òk).(t[image: U+0283]à).(li.l[image: ]h) and (òk).(t[image: U+0283]à[image: U+02D0]).(li.l[image: ]h). These candidates differ from (52b) in one respect: The second syllable is footed. (òk).(t[image: U+0283]à).(li.l[image: ]h) is eliminated by FT-BIN. The problem lies with (òk).(t[image: U+0283]à[image: U+02D0]).(li.l[image: ]h). When DEP-μ-IO is ranked low, the second vowel can be lengthened to meet FT-BIN. As (53) shows, (òk).(t[image: U+0283]à[image: U+02D0]).(li.l[image: ]h) is equal to (òk).(t[image: U+0283]a.l[image: ][image: U+02D0]).(l[image: ]h) with respect to WSP, FT-BIN, NON-F, UN-IB, PAR-SY, and DEP-μ-IO.

	(53) 	Pairwise comparison for (òk).(t[image: U+0283]a.l[image: ][image: U+02D0]).(l[image: ]h)
		/okt[image: U+0283]alilih/	WSP	FT-BIN	NON-F	UN-IB	PAR-SY	DEP-μ-IO
		a.(òk).(t[image: U+0283]a.l[image: ][image: U+02D0]).(l[image: ]h)			*	**		*
		b.(òk).(t[image: U+0283]à[image: U+02D0]).(li.l[image: ]h)			*	**		*






The choice between (òk).(t[image: U+0283]a.l[image: ][image: U+02D0]).(l[image: ]h) and (òk).(t[image: U+0283]à[image: U+02D0]).(li.l[image: ]h) is left to ALL-FT-L > > ALL-FT-R. This ranking favors (54b), because it triggers only three ALL-FT-L violations.

	(54) 	Pairwise comparisons for (òk).(t[image: U+0283]a.l[image: ][image: U+02D0]).(l[image: ]h)
		/okt[image: U+0283]alilih/	ALL-FT-L	ALL-FT-R
		a.(òk).(t[image: U+0283]a.l[image: ][image: U+02D0]).(l[image: ]h)	****!	****
	[image: U+261E]	b.(òk).(t[image: U+0283]à[image: U+02D0]).(li.l[image: ]h)	***	*****






Only by reversing the ranking can (òk).(t[image: U+0283]à[image: U+02D0]).(li.l[image: ]h) be eliminated. We now face a second ranking paradox. According to (36), ALL-FT-L must dominate ALL-FT-R. This tableau calls for ranking ALL-FT-R above ALL-FT-L. We see here that the ALL-FT-L > > ALL-FT-R ranking is not sufficient to compel left-to-right foot parsing. The attested (òk).(t[image: U+0283]a.l[image: ][image: U+02D0]).(l[image: ]h) results from the left-to-right parsing. Its competitor (òk).(t[image: U+0283]à[image: U+02D0]).(li.l[image: ]h) emerges from right-to-left parsing. Right-to-left parsing gathers li and lih into an iambic foot first. As ok and t[image: U+0283]a cannot be parsed into an iambic foot without violating WSP, t[image: U+0283]a is parsed into a foot of its own, together with rhythmic lengthening. Finally, the initial heavy syllable ok is parsed into its own foot. What (54) reveals is that the ALL-FT-L > > ALL-FT-R ranking, which is supposed to favor left-to-right parsing, actually prefers the right-to-left parsing candidate in (54).
The same problem emerges when we compare the attested (sa.l[image: ][image: U+02D0]).(ti.hà[image: U+02D0]).(tòk) with (sà[image: U+02D0]).(li.tì[image: U+02D0]).(ha.tòk) and (sa.l[image: ][image: U+02D0]).(t[image: ][image: U+02D0]).(ha.tòk). The unattested (sà[image: U+02D0]).(li.tí[image: U+02D0]).(ha.tòk) stems from right-to-left foot parsing while (sa.li[image: U+3943][image: U+02D0]).(tì[image: U+02D0]).(ha.tòk) results from bi-directional foot parsing. As (55) makes it clear, these candidates are not distinguishable with respect to all of the constraints except for ALL-FT-L and ALL-FT-R.

	(55) 	Comparisons for (sa.l[image: ][image: U+02D0]).(ti.hà[image: U+02D0]).(tòk)
	/salitihatok/	WSP	FT-BIN	NON-F	UN-IB	PAR-SY	DEP-μ-IO
	a. (sa.l[image: ][image: U+02D0]).(ti.hà[image: U+02D0]).(tòk)			*	*		**
	b. (sà[image: U+02D0]).(li.t[image: ][image: U+02D0]).(ha.tòk)			*	*		**
	c. (sa.l[image: ][image: U+02D0]).(t[image: ][image: U+02D0]).(ha.tòk)			*	*		**






Just as in (54), the ALL-FT-L > > ALL-FT-R ranking prefers the unattested forms.

	(56) 	Comparison for (sa.l[image: ][image: U+02D0]).(ti.hà[image: U+02D0]).(tòk)
		/salitihatok/	ALL-FT-L	ALL-FT-R
		a. (sa.l[image: ][image: U+02D0]).(ti.hà[image: U+02D0]).(tòk)	*****!*	****
	[image: U+261E]	b. (sà[image: U+02D0]).(li.t[image: ][image: U+02D0]).(ha.tòk)	****	******
		c. (sa.l[image: ][image: U+02D0]).(t[image: ][image: U+02D0]).(ha.tòk)	*****!	*****






According to (56), the optimal candidate is the form with right-to-left foot parsing in (56b). Even the bi-directional parsing candidate in (56c) is better than (56a). The question is therefore: What makes (òk).(t[image: U+0283]a.l[image: ][image: U+02D0]).(l[image: ]h) and (sa.l[image: ][image: U+02D0]).(ti.hà[image: U+02D0]).(tòk) optimal? The answer cannot come from ALL-FT-L > > ALL-FT-R.
The solution lies in the recognition that not all iambs are equal. Compare (òk).(t[image: U+0283]a.l[image: ][image: U+02D0]).(l[image: ]h) and (òk).(t[image: U+0283]à[image: U+02D0]).(li.l[image: ]h). Though they both have one uneven iamb, they are not identical. The attested form has an uneven iamb made up of (CV.CVV) while the unattested form has an uneven iamb consisting of (CV.CVC). If a (CV.CVV) iamb is preferred to (CV.CVC), then there is a reason to prefer (òk).(t[image: U+0283]a.l[image: ][image: U+02D0]).(l[image: ]h) to (òk).(t[image: U+0283]à[image: U+02D0]).(li.l[image: ]h). Before considering the basis for this preference, let’s see how it resolves the ranking paradoxes. We propose that there are two constraints on the forms of iambs, referred to here as UN-IB1 and UN-IB2. UN-IB2 in (57b) is identical to UN-IB in (8e). It prefers iambs of (CV.CVV) or (CV.CVC) to iambs of any other type such as (CV.CV), (CVV), or (CVC).

	(57) 		a. 	UNEVEN-IAMB 1 (UN-IB1): (CV.CVV) > (CV.CVC), (CV.CV), (CVV) or (CVC)



	b. 	UNEVEN-IAMB 2 (UN-IB2): (σμ σμμ) > (σμ σμ) or (σμμ)






UN-IB1 is more specific. It prefers iambs of (CV.CVV) to iambs of any other type. Consequently, even a (CV.CVC) iamb violates UN-IB1. The ranking paradox can be resolved if UN-IB1 ranks above PAR-SY and PAR-SY ranks above UN-IB2, with UN-IB2 on a par with ALL-FT-L.

	(58) 	UN-IB1 > > PAR-SY > > UN-IB2, ALL-FT-L



To see why (58) is necessary, consider (òk).(t[image: U+0283]a.l[image: ][image: U+02D0]).(l[image: ]h) and (òk).t[image: U+0283]a (li.l[image: ]h), the comparison that reveals the first ranking paradox. As (59) shows, both incur two UN-IB1violations, because the initial and last foot of both forms are not (CV.CVV). The decision is passed on to PAR-SY, which eliminates (òk).t[image: U+0283]a (li.lìh).

	(59) 	Pairwise comparisons for (òk).(t[image: U+0283]a.l[image: ][image: U+02D0]).(l[image: ]h)
		/okt[image: U+0283]alilih/	UN-IB1	PAR-SY	UN-IB2	ALL-FT-L
	[image: U+261E]	a.(òk).(t[image: U+0283]a.l[image: ][image: U+02D0]).(l[image: ]h)	**		**	****
		b.(òk).t[image: U+0283]a (li.l[image: ]h)	**	*!	*	**






This tableau shows that PAR-SY must dominate UN-IB2. Moreover, DEP-μ-IO must be ranked below PAR-SY. (59a) violates DEP-μ-IO; (59b) does not. Ranking DEP-μ-IO higher would wrongly eliminate (59a).
Next consider (òk).(t[image: U+0283]à[image: U+02D0]).(li.l[image: ]h), the candidate that raises the second ranking paradox.

	(60) 	Pairwise comparison for (òk).(t[image: U+0283]a.l[image: ][image: U+02D0]).(l[image: ]h)
		/okt[image: U+0283]alilih/	UN-IB1	PAR-SY	UN-IB2	ALL-FT-L
	[image: U+261E]	a.(òk).(t[image: U+0283]a.l[image: ][image: U+02D0]).(l[image: ]h)	**		**	****
		b.(òk).(t[image: U+0283]à[image: U+02D0]).(li.l[image: ]h)	***!		**	***






UN-IB1 eliminates (òk).(t[image: U+0283]à[image: U+02D0]).(li.l[image: ]h) in (60b). None of its feet is (CV.CVV), triggering three UN-IB1 violations as opposed to two by (60a). UN-IB1 also correctly picks (sa.lì[image: U+02D0]).(ti.hà[image: U+02D0]).(tòk) in (61).

	(61) 	Comparison for (sa.l[image: ][image: U+02D0]).(ti.hà[image: U+02D0]).(tòk)
		/salitihatok/	UN-IB1	PAR-SY	UN-IB2	ALL-FT-L
	[image: U+261E]	a. (sa.l[image: ][image: U+02D0]).(ti.hà[image: U+02D0]).(tòk)	*		*	******
		b. (sà[image: U+02D0]).(li.t[image: ][image: U+02D0]).(ha.tòk)	**!		*	****
		c. (sa.l[image: ][image: U+02D0]).(t[image: ][image: U+02D0]).(ha.tòk)	**!		*	*****






The tableaux in (60) and (61) only establish that UN-IB1 must dominate ALL-FT-L. Evidence for ranking UN-IB1 above PAR-SY comes from this comparison, first introduced in (44).

	(62) 	Pairwise comparison for (t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).t[image: U+0283]i.li
		/t[image: U+0283]ihabinat[image: U+0283]ili/	UN-IB1	PAR-SY
	[image: U+261E]	a.(t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).t[image: U+0283]i.li		**
		b.(t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).(t[image: U+0283][image: ][image: U+02D0]).li	*!	*






By parsing t[image: U+0283]i into a foot and lengthening its vowel, (62b) still violates UN-IB1, though it avoids a PAR-SY violation. Ranking UN-IB1 above PAR-SY eliminates (62b). In (63), we present the merged ranking.

	(63) 	WSP, FT-BIN> > NON-F, UN-IB1 > > PAR-SY > > UN-IB2, DEP-μ-IO, ALL-FT-L > > ALL-FT-R



In (63), UN-IB1 replaces UN-IB; UN-IB2 (=UN-IB) is ranked below PAR-SY. The UN-IB1 > > PAR-SY > > UN-IB2 ranking resolves the first ranking paradox: UN-IB must dominate and be dominated by PAR-SY. The solution is that there are two constraints on iambs; one dominates PAR-SY and one is dominated by PAR-SY. UN-IB1 resolves the second ranking paradox: ALL-FT-L must both dominate and be dominated by ALL-FT-R. A high-ranking UN-IB1 prefers (òk).(t[image: U+0283]a.l[image: ][image: U+02D0]).(l[image: ]h) and (sa.l[image: ][image: U+02D0]).(ti.hà[image: U+02D0]).(tòk) to their competitors. The choice is no longer left to ALL-FT-L > > ALL-FT-R.
Now that we see how UN-IB1 and UN-IB2 resolve the ranking paradoxes, consider the basis for UN-IB1 or the preference for (CV.CVV) over (CV.CVC). One insight of the metrical analyses is that iambs prefer to be uneven. To be uneven, the two syllables that make up an iamb must be distinct in weight. A CVV syllable is universally heavy. Its weight does not vary. Thus, an iamb made up of CV and CVV are clearly uneven. A CVC syllable varies in weight from language to language. For example, it is not heavy in Pintupi and Wargamay but is heavy in Choctaw. This variation indicates that the ability of the coda C to contribute to syllable weight is less uniform than an additional V in a CVV syllable. As iambs prefer to be uneven, the most clear-cut case of an uneven iamb is one in which the heavy syllable consists of VV rather than VC. This reasoning suggests that (CV.CVV) is the least marked iamb. UN-IB1 encodes the unmarkedness of (CV.CVV). We might conjecture that a universal hierarchy for iambs exists in which (CV.CVV) iambs are preferred to (CV.CVC), and both are preferred to the even iambs such as (CV.CV), (CVV) and (CVC), as expressed by UN-IB2.

	(64) 	(CV.CVV) > (CV.CVC) > (CV.CV), (CVV) and (CVC)



If this is correct, the ranking of UN-IB1 and UN-IB2 may be fixed universally, with UN-IB1 always dominating UN-IB2, though other constraints may be sandwiched in between, as is the case with PAR-SY.
Returning to (63), you might notice that some constraints are not mentioned. They fall into three classes. The first class of constraints are GW=PW and RHTY=I. They are always obeyed and undominated, because every attested form has at least one foot and all feet are iambic. RHTY=T and *CLASH belong to the second type. They are always violated and hence ranked at the bottom, because feet are not trochaic and adjacent stressed syllables are allowed in Choctaw. Incorporating these constraints yields the final ranking in (65).

	(65) 	GW=PW, RHTY=I, WSP, FT-BIN > > NON-F, UN-IB1 > > PAR-SY > > UN-IB2, DEP-μ-IO, ALL-FT-L > > ALL-FT-R, RHTY=T, *CLASH



The third type involves the constraints responsible for primary stress: LEFTMOST and RIGHTMOST. They are not included because Choctaw primary stress is determined by the pitch accent. In what follows, we provide the tableaux for the two forms considered in this section. For space reasons, the constraints in bold in (65) and ALL-FT-R are omitted. Consider (t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).t[image: U+0283]i.li first.

	(66) 	Tableau for (t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).t[image: U+0283]i.li
		/t[image: U+0283]ihabinat[image: U+0283]ili/	WSP	FT-BIN	NON-F	UN-IB1	PAR-SY	UN-IB2	DEP-μ-IO	ALL-FT-L
		a.(t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).(t[image: U+0283][image: ]).li		*!		*	*	*	**	******
		b.(t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).(t[image: U+0283]i.l[image: ][image: U+02D0])			*!				***	******
		c.(t[image: U+0283]i.hà).(bi.nà).t[image: U+0283]i.li				*!*	**	**		**
		d.(t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).(t[image: U+0283][image: ][image: U+02D0]).li				*!	*	*	***	******
		e.(t[image: U+0283]i.hà[image: U+02D0]).bi.na.t[image: U+0283]i.li					***!*		*	
		f.t[image: U+0283]i.(ha.bí[image: U+02D0]).(na.t[image: U+0283]í[image: U+02D0]).li					**		**	***!*
	[image: U+261E]	g.(t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).t[image: U+0283]i.li					**		**	**






In (66), the attested (t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).t[image: U+0283]i.li is evaluated against six competing candidates in (66a) through (66f). These candidates are eliminated by FT-BIN, NON-F, UN-IB1, PAR-SY, or ALL-FT-L. In (67), the attested (òk).(t[image: U+0283]a.l[image: ][image: U+02D0]).(l[image: ]h) is compared with five competing candidates.

	(67) 	Tableau for (òk).(t[image: U+0283]a.l[image: ][image: U+02D0]).(l[image: ]h)
		/okt[image: U+0283]alilih/	WSP	FT-BIN	NON-F	UN-IB1	PAR-SY	UN-IB2	DEP-μ-IO	ALL-FT-L
		a.(ok.t[image: U+0283]à[image: U+02D0]).(li.l[image: ]h)	*!		*	**		**	*	**
		b.(òk).(t[image: U+0283]a.l[image: ][image: U+02D0]).lih	*!			*	*	*	*	*
		c.(òk).(t[image: U+0283]à).(li.l[image: ]h)		*!	*	***		**		***
		d.(òk).(t[image: U+0283]à[image: U+02D0]).(li.l[image: ]h)			*	***!				
		e.(òk).t[image: U+0283]a (li.l[image: ]h)			*	**	*!	*		**
	[image: U+261E]	f.(òk).(t[image: U+0283]a.l[image: ][image: U+02D0]).(l[image: ]h)			*	**		**	*	****






As this tableau shows, the competing candidates in (67a) through (67e) are ruled out by WSP, FT-BIN, UN-IB1, and PAR-SY.
4. Comparison and evaluation
In this and the last chapter, we analyzed stress, using MT and OT. Examination of the analyses reveals substantial similarities. One core similarity is that MT and OT both subscribe to the claim that stress is a manifestation of natural language rhythm, and rhythm results from foot parsing. Though OT differs from MT with respect to how stress comes about, the OT account is built upon and draws its insights from MT. For example, the requirements expressed by FT-BIN, WSP, or UN-IB1/2 stem directly from the metrical analyses, which conclude that feet prefer to be binary, heavy syllables tend to be stressed, and iambs favor units of unequal weight. These similarities raise the question of how to evaluate these competing analyses of stress. In what follows, we identify three areas that distinguish MT from OT. These differences do not necessarily argue that one theory is superior. But they highlight the areas in which the two accounts can be compared and distinguished.
MT, at its core, is a derivational theory. It claims that stress results from the application of ordered rules. These rules take an input without metrical structures and stress through a series of intermediate stages and generate as a result a metrified output with stress. This is seen in the analyses of Pintupi and Wargamay stress, which require at a minimum two rules: one rule for foot construction and one rule for word constituent construction. In addition, metrical analyses may rely on clash avoidance rules, rules of extrametricality, and vowel lengthening rules, etc. These rules must apply in a particular sequence in order to produce the attested stress patterns. OT differs from MT in that it is not derivational. According to OT, there are two levels of representations: the input with no metrical structure or stress and the output with metrical structures and stress. An input does not go through a series of intermediate stages in OT.
This difference is reflected in how MT and OT handle rhythmic lengthening in Choctaw. Take (t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).t[image: U+0283]i.li, for example. According to the metrical analysis, this form is derived from /t[image: U+0283]ihabinat[image: U+0283]ili/ in two steps. First, the input is parsed into iambic feet from left to right, resulting in (t[image: U+0283]i.hà).(bi.nà).t[image: U+0283]i.li. This intermediate form then undergoes rhythmic lengthening, emerging as (t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).t[image: U+0283]i.li. Though (t[image: U+0283]i.hà[image: U+02D0])(bi.nà[image: U+02D0]).t[image: U+0283]i.li and (t[image: U+0283]i.hà).(bi.nà).t[image: U+0283]i.li are both candidates evaluated by ranked constraints in the OT account, (t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).t[image: U+0283]i.li is not derived from (t[image: U+0283]i.hà).(bi.nà).t[image: U+0283]i.li. They are parallel and evaluated against each other by the constraint hierarchy. (t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).t[image: U+0283]i.li prevails over (t[image: U+0283]i.hà).(bi.nà).t[image: U+0283]i.li because of UN-IB1 > > DEP-μ-IO, a ranking that prefers uneven iambs to not lengthening. There lies one difference between MT and OT. As the metrical analysis is derivational, it is forced to claim that stress is assigned before vowel lengthening. That is, it claims that there is an intermediate stage, (t[image: U+0283]i.hà).(bi.nà).t[image: U+0283]i.li, to the derivation of (t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).t[image: U+0283]i.li. But Choctaw provides no evidence for this intermediate stage. There is no form with a stressed open syllable in which the vowel is not lengthened. Put simply, it is not clear whether Choctaw vowels in (t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).t[image: U+0283]i.li are lengthened because they are stressed or stressed because they are lengthened. Owing to its derivational design, MT has to claim which – stress or lengthening – comes first or what causes what. In contrast, OT does not have to make such a claim, because (t[image: U+0283]i.hà[image: U+02D0]).(bi.nà[image: U+02D0]).t[image: U+0283]i.li and (t[image: U+0283]i.hà).(bi.nà).t[image: U+0283]i.li are evaluated at the same time.
A second difference lies in how MT and OT account for the stress patterns. MT relies on rules and rule ordering to express the patterns of stress. Rules are not supposed to be violated or have exceptions. This is why conditions are specified for the application of phonological rules. A rule cannot apply if its specified conditions are not met. OT relies on constraints and constraint ranking to state the phonological patterns. As constraints are ranked, they can be violated. This difference manifests itself in their ability to handle “seemingly” exceptional patterns. To understand the implication of this difference, consider the three different parsings of a penta-syllabic form.

	(68) 		a. 		([image: ] σ)([image: ] σ)σ	FT-BIN> > PAR-SY > > ALL-FT-L




	b. 		([image: ] σ)([image: ] σ)([image: ])	PAR-SY > >FT-BIN> > ALL-FT-L




	c. 		([image: ] σ)σ σ σ	ALL-FT-L > >FT-BIN> > PAR-SY







All three are predicted by OT. An example of a language in (68a) is Pintupi. Recall that Pintupi feet are parsed from left to right and binary. Consequently, a final light syllable is left unparsed. According to the OT analysis, this pattern results from FT-BIN > > PAR-SY, a ranking that explains why Pintupi feet must have two units and a final light syllable is unfooted. OT also predicts the stress patterns in (68b) and (68c) by ranking FT-BIN differently. Ranking PAR-SY higher than FT-BIN in (68b) forces all syllables to be parsed, including the parsing of a light syllable into a foot, even if it violates FT-BIN. Ranking ALL-FT-L above FT-BIN accounts for why only one foot is parsed in (68c). The point here is that all these different stress patterns are expected and predicted by OT.
Consider how MT handles these different stress patterns. To account for the pattern in (68a), we need a rule that builds binary trochees from left-to-right, subject to one condition: A light syllable cannot be footed. In other words, degenerate feet are prohibited. To account for the pattern in (68b) requires the exact opposite condition: When there is a light syllable left, parse that syllable into a foot, even if it is degenerate. To the extent that languages with the patterns in (68b) and (68c) are attested (we will leave this for you to decide in the exercises), it suggests that the binary condition on feet is not an absolute requirement. Even when languages prefer binary feet, this preference does not always prevail. OT offers a principled explanation of such “seemingly” exceptional patterns by ranking, say, FT-BIN differently. Under MT, such patterns are accounted for only if exceptions are allowed.
The third area of difference between MT and OT lies in the simplicity or complexity of these two approaches. The metrical analyses seem deceptively simple. Two or three rules are all you need for the stress patterns of Pintupi, Wargamay, and Choctaw. On the other hand, the OT analyses, in particular that of Choctaw, appear to be complicated, requiring a lot of constraints. It is important to emphasize that this difference is not what it appears to be. The simplicity of stress rules in metrical analyses stems partially from the fact that each rule packs into it a lot of different requirements such as headedness, binarity, mora vs. syllables, directionality, etc. In OT, these requirements are expressed by separate constraints: RHTY=T/I, FT-BIN, or ALL-FT-L/R. In addition, stress rules in metrical analyses are constrained by conditions such as the ban on degenerate feet. Once you factor in these considerations, the metrical account of stress is probably not as simple as it appears while the OT analysis is not as complex as it seems.
Having said this, the issue of simplicity versus complexity is worth pondering, because it impacts the types of stress patterns predicted. As a theory, OT attempts to not only explain language variations but also predict the limits to the variations. In a theory that has already ten or more constraints on metrical structures, the addition of even one more constraint predicts a lot more possible patterns of stress. We see this in the analysis of Choctaw. Even with the large number of constraints, they are not sufficient to predict Choctaw stress. We need an additional constraint on uneven iambs, UN-IB1. This constraint predicts many more patterns of stress, as it can be ranked differently with other constraints. Thus one must question to what extent these stress patterns are attested and if they are not all attested, what can be done to limit the options. We suggested that UN-IB1 may be universally ranked above UN-IB2. This restricts some of the options in how they are ranked, but it does not restrict how they interact with other constraints. These are but some of the areas in which MT and OT can be distinguished. This list is not exhaustive, nor is it intended to argue that one theory is superior. Our intention is to suggest where the two theories might be compared and how they might be distinguished.
5. Conclusion
This chapter reanalyzes Pintupi, Wargamay, and Choctaw stress using OT. The OT analysis presents a different view of stress and provides an opportunity for comparison. Even though MT and OT can both account for the patterns in the three languages, they differ in their view of how stress comes about. For MT, stress emerges from the application of ordered rules. In OT, candidates with or without metrical structures, candidates with or without stress, and candidates with or without lengthening are all evaluated at the same time by the constraint hierarchy. The form with the attested stress pattern (and accompanying effects such as lengthening) corresponds to the candidate with the best metrical parse as judged by the ranked constraints. Section 4 identifies three areas in which the two theories can be compared and distinguished: (a) the derivational design of MT vs. the non-derivational design of OT; (b) inviolable rules vs. violable constraints; and (c) simplicity vs. complexity. We show that these differences have implications for the analysis of rhythmic lengthening, their ability to handle what appears to be exceptional patterns, and the predicted patterns. We hope that you will view the differences identified here as a starting point to ask questions and to compare and evaluate these competing views of stress. In the next chapter, we explore the consequences of these differences and show how they play out in the analysis of stress–epenthesis interactions in Yimas.
Exercises
Discussion/Reading response questions
Question 1: Take a Pintupi form with both primary and secondary stress (not one illustrated in this chapter). Explain how OT predicts its stress. Back up your explanation with a tableau for this form.


Question 2: We learned in this chapter that constraints on metrical structures draw significant insights from MT and metrical accounts of stress. Choose two metrical constraints in OT and discuss how they are related to the findings or insights of MT. In addition, discuss how these insights, when formulated in the form of constraints, differ from how MT expresses the same insights.



Multiple-choice/Fill-in-the-blank questions
(1) Section 3.2 presented an optimal-theoretic analysis of stress in Wargamay. Let’s see if this analysis works for other forms such as [ga.(gá.ra)] ‘dilly bag.’ Which ranking prefers [ga.(gá.ra)] to [(gá.ga).ra]?

a. PAR-SY > > ALL-FT-R

b. ALL-FT-R > > ALL-FT-L

c. FT-BIN > > PAR-SY

d. *CLASH > > ALL-FT-R

Hint: Before attempting questions of this type, construct tableaux such as the following and use the tableaux to make your selection. Recall that you must reverse the ranking of two constraints to determine which ranking is correct. If reversing the ranking leads to the identification of the sub-optimal candidate as optimal, then that is the right ranking. For this reason, we have provided the two tableaux for each ranking.


[image: ]



(2) Which ranking prefers [ga.(gá.ra)] to [(gá).(gà.ra)]?

a. PAR-SY > > ALL-FT-R

b. ALL-FT-R > > ALL-FT-L

c. FT-BIN > > PAR-SY

d. *CLASH > > ALL-FT-R

Combine the ranking in (1) with this one and record the ranking below.______________________________________________________

(3) Which ranking prefers [ga.(gá.ra)] to [(gá.ga.ra)]?

a. PAR-SY > > ALL-FT-R

b. ALL-FT-R > > ALL-FT-L

c. FT-BIN > > PAR-SY

d. WSP > > PAR-SY

Combine the ranking in (2) with this one and record the ranking below.______________________________________________________

(4) Which ranking prefers [ga.(gá.ra)] to [ga.(ga.rá)]?

a. RHTY=T > > RHTY=I

b. PAR-SY > > ALL-FT-R

c. RHTY=T > > PAR-SY

d. RHTY=I > > PAR-SY

Combine the ranking in (3) with this one and record the ranking below.______________________________________________________

(5) Complete this tableau for [ga.(gá.ra)]. Note that two new candidates – [(gà).(gá.ra)] and [ga.ga.ra] – are added to illustrate the relevance of some constraints.



[image: ]




(6) Section 3.3 showed how Choctaw stress and rhythmic lengthening can be analyzed via OT. Let’s see if this analysis works for other forms such as [(t[image: U+0283]i.tòk).(sa.l[image: ][image: U+02D0]).t[image: U+0283]i.li] ‘I made you work.’ Which ranking prefers [(t[image: U+0283]i.tòk).(sa.l[image: ][image: U+02D0]).t[image: U+0283]i.lì] to [(t[image: U+0283]i.tòk).(sa.l[image: ][image: U+02D0]).(t[image: U+0283]i.l[image: ][image: U+02D0])]?

a. UN-IB1 > > PAR-SY

b. PAR-SY > > UN-IB2

c. NON-F > > PAR-SY

d. RHTY=I > > NON-F


(7) Which ranking prefers [(t[image: U+0283]i.tòk).(sa.l[image: ][image: U+02D0]).t[image: U+0283]i.li] to [(t[image: U+0283]i.tòk).sa.li.t[image: U+0283]i.li]?

a. PAR-SY > > ALL-FT-L

b. PAR-SY > > UN-IB2

c. UN-IB1 > > PAR-SY

d. ALL-FT-L > > ALL-FT-R

Combine the ranking in (6) with this one and record the ranking below.______________________________________________________

(8) Which ranking prefers [(t[image: U+0283]i.tòk).(sa.l[image: ][image: U+02D0]).t[image: U+0283]i.li] to [(t[image: U+0283]i.tòk).(sa.l[image: ][image: U+02D0]).(t[image: U+0283][image: ][image: U+02D0]).li]?

a. DEP-μ-IO > > ALL-FT-R

b. PAR-SY > > UN-IB2

c. UN-IB1 > > PAR-SY

d. None of the three

Combine the ranking in (7) with this one and record the ranking below.______________________________________________________

(9) Which ranking prefers [(t[image: U+0283]i.tòk).(sa.l[image: ][image: U+02D0]).t[image: U+0283]i.li] to [(t[image: U+0283]i.tòk).(sa.l[image: ]).t[image: U+0283]i.li]?

a. FT-BIN > > NON-F

b. UN-IB1 > > UN-IB2

c. PAR-SY > > UN-IB2

d. UN-IB1 > > DEP-μ-IO

Combine the ranking in (8) with this one and record the ranking here.______________________________________________________

(10) Complete this tableau for [(t[image: U+0283]i.tòk).(sa.l[image: ][image: U+02D0]).t[image: U+0283]i.li]. Note that two new candidates – [t[image: U+0283]i.(tok.sà).(li.t[image: U+0283][image: ][image: U+02D0]).li] and [(t[image: U+0283]i.tòk).(sa.l[image: ][image: U+02D0]).(t[image: U+0283][image: ]).li] – are added to illustrate the relevance of some constraints.
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(11) Questions 11–20 are based on the Murinbata data in Problem 1 of Chapter 17. They are reprinted here.


	(bá)	‘march fly’
	(mám.[image: U+014B]e)	‘I/he/she said/did to her’
	(lá.ma).(là)	‘shoulder’
	(wá.l[image: U+028A]).(m[image: ].ma)	‘blue-tongue lizard’
	(p[image: ].r[image: U+025B]).(w[image: ].r[image: U+025B]).([image: U+0288][image: ]n)	‘season just before the “dry” when grass dries or seeds fall, etc.’




These ten questions are designed to help you develop an OT analysis of Murinbata stress. Recall that non-final stresses are primary and final stresses are secondary in Murinbata. For the purposes of these questions, ignore this distinction between primary and secondary stress for now. Consider [(bá)] in relation to [ba], an unfooted candidate. Which ranking prefers [(bá)] to [ba]?

a. UN-IB > > NON-F

b. GW=PW > > FT-BIN

c. GW=PW > > WSP

d. PAR-SY > > DEP–IO


(12) Which ranking prefers [(bá)] to [ba]?

a. PAR-SY > > NON-F

b. ALL-FT-L > > UN-IB

c. PAR-SY > > GW=PW

d. NON-F > > FT-BIN

Combine the ranking in (11) with this one and record the ranking below.______________________________________________________

(13) Which ranking prefers [(bá)] to [(báa)]?

a. NON-F > > PAR-SY

b. NON-F > > FT-BIN

c. DEP–IO > > FT-BIN

d. PAR-SY > > RHTH=T

Combine the ranking in (12) with this one and record the ranking below.______________________________________________________

(14) On the basis of your responses to (11), (12), and (13), construct a tableau to see if your constraint ranking correctly selects [(bá)].
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(15) Which ranking prefers [(lá.ma).(là)] to [(lá).(mà.la)]?

a. PAR-SY > > FT-BIN

b. UN-IB > > FT-BIN

c. NON-F > > ALL-FT-L

d. *CLASH > > ALL-FT-L

Combine the ranking in (13) with this one and record the ranking below.______________________________________________________

(16) Now focus on [(lá.ma).(là)] and compare it with [(lá.ma).la]. Which ranking prefers [(lá.ma).(là)]?

a. PAR-SY > > FT-BIN

b. PAR-SY > > NON-F

c. UN-IB > > FT-BIN

d. NON-F > > FT-BIN

e. Both (a) and (b)

f. Both (a) and (c)

Combine the ranking in (15) with this one and record the ranking below.______________________________________________________

(17) Which ranking prefers [(lá.ma).(là)] to [la.(má.la)]?

a. PAR-SY > > FT-BIN

b. PAR-SY > > ALL-FT-L

c. NON-F > > ALL-FT-L

d. ALL-FT-R > > ALL-FT-L

e. Both (a) and (b)

f. Both (a) and (c)

Combine the ranking in (16) with this one and record the ranking below.______________________________________________________

(18) Which ranking prefers [(lá.ma).(là)] to [la.ma.la]?

a. FT-BIN > > NON-F

b. GW=PW > > FT-BIN

c. GW=PW > > DEP–IO

d. NON-F > > ALL-FT-L

Combine the ranking in (17) with this one and record the ranking below.______________________________________________________

(19) Which ranking prefers [(lá.ma).(là)] to [(lá.ma.la)]?

a. PAR-SY > > FT-BIN

b. ALL-FT-L > > ALL-FT-R

c. FT-BIN > > ALL-FT-L

d. None of the three

Combine the ranking in (18) with this one and record the ranking below.______________________________________________________

(20) On the basis of Questions 15 to 19, construct the tableau to determine if your ranking correctly selects [(lá.ma).(là)]. One new candidate in (e) is added to illustrate the relevance of some constraint.



[image: ]





Problems for analysis
This section includes four problems for analysis. They come from Murinbata, Pitta-Pitta, Egyptian Radio Arabic, and Seminole/Creek. Your tasks are to analyze the data in each of the problems and present a written analysis of the data. In reporting your analysis, consider organizing it in an essay format, which should include an introduction, a body, and a conclusion. Follow the sample response in presenting your analysis and make sure that that your essay response addresses the issues raised.
(21) Problem 1: Murinbata stress (adapted from Kager 1999: 191)
Examine the Murinbata stress data in Question 11 above and develop a thorough optimal-theoretic analysis. We suggest that you first attempt to answer Questions 11 to 20, which are designed to help you develop such an analysis. Even though the questions do not lead to a complete analysis, they do provide guidance as to how to go about constructing an OT analysis. Address these points in your analysis.

a. Provide a complete analysis of Murinbata stress. Identify and justify the constraints needed and use pairwise comparisons to determine the ranking.

b. As you might have realized, [(lá.ma.la)] poses a problem. How can this candidate be eliminated in favor of the optimal [(lá.ma).(là)]? What new constraint is needed to rule out [(lá.ma.la)]?

c. Compare the OT analysis with the metrical analysis you developed in response to Problem 1 in Chapter 17. What are the similarities? What are the differences? Are there reasons to prefer one analysis to the other?


(22) Problem 2: Pitta-Pitta stress
In Question 7 of Chapter 17, we introduced four forms that illustrate stress in Pitta-Pitta. Construct an OT analysis and compare it with that of Pintupi in this chapter. Consider these points in your analysis.

a. Develop an OT analysis of Pitta-Pitta stress. Determine the constraints and discuss the reasons for each of them. Use pairwise comparisons to establish the constraint ranking. Provide tableaux for all four forms as a demonstration.

b. Compare your analysis of Pitta-Pitta with the OT analysis of Pintupi. In what way is Pitta-Pitta similar to Pintupi? In what way are they different? Discuss the similarities and differences in terms of the patterns of stress and the mechanisms used to account for stress, i.e. constraint ranking.


(23) Problem 3: Stress placement in Egyptian Radio Arabic
Examine the Egyptian Radio Arabic (ERA) in Problem 2 of Chapter 17 and provide an OT analysis. There are three forms that have two distinct patterns of stress. For this problem, focus only on the first pattern for these three forms. For your information, non-final CVC syllables are heavy, that is, have two moras. But final CVC syllables are light. Final CVVC and CVCC syllables are heavy in Arabic. Address these questions.

a. Analyze ERA stress using OT. Identify and justify the key constraints. Determine and justify the constraint ranking. Provide tableaux for representative ERA forms.

b. Compare your OT analysis of ERA with that of Wargamay in this chapter. Discuss the similarities and differences between the two languages with respect to patterns of stress and constraint rankings.


(24) Problem 4: Seminole/Creek stress
Re-analyze the data from Seminole and Creek in Problem 3 of Chapter 17 using Optimality Theory.

a. Provide an OT analysis of Seminole and Creek stress. Hint: If you have not performed a metrical analysis, you should do so first. The Seminole and Creek data are quite complex. Conducting a metrical analysis can help you determine the optimal foot parse for each form. Moreover, if you know that feet are parsed from left to right in Seminole and Creek, then you know that the ranking that favors left-to-right foot parsing is ALL-FT-L > > ALL-FT-R.

b. Compare your analysis of Seminole and Creek with the account of Choctaw in this chapter. Discuss the similarities and differences between the two languages.





19 To stress or not to stress: stress–epenthesis interactions in Yimas

1. Introduction
This chapter continues the exploration of stress from metrical and optimal-theoretic perspectives. In Chapter 18, we identified three areas that distinguish the Metrical Theory (MT) of stress from Optimality Theory (OT). They are: MT’s derivational vs. OT’s non-derivational design, the inviolability of rules vs. the violability of constraints, and the simplicity vs. complexity of analyses. This chapter examines these differences against a pattern interaction phenomenon. In Yimas, syllables with epenthetic nuclei are both stressed and not stressed. This pattern interaction between stress and epenthesis puts both MT and OT to the test, highlights the implications of the three differences, and brings to light the advantages of OT as well as the challenge it faces.
This chapter has three objectives. First, it shows that stress is not unrelated to other phenomena. Stress impacts and is impacted by other phenomena. This chapter introduces a phenomenon of this kind and shows how stress interacts with epenthesis. Second, Yimas stress–epenthesis interactions represent an example of pattern interactions. This chapter showcases how MT and OT treat pattern interactions and develops your ability to analyze them. Lastly, this chapter strengthens your capability to develop, compare, and evaluate competing analyses.
2. Puzzles
The stress and stress–epenthesis problems showcased in this chapter come from Yimas, a Papuan language spoken in New Guinea. The data are first reported and analyzed in Foley (1991). The Yimas forms presented in (1) through (4) are taken mostly from Foley (1991: 76, 77), except for the mono-syllabic forms(pp. 39, 45). Foley does not mark syllable boundaries. We base the syllabification on his statement (1991: 44). As before, the stress data are arranged by syllable count; stressed syllables are highlighted in bold; syllable borders are indicated by periods. In Foley (1991), ay and aw represent diphthongs; they are replaced here with a[image: U+026A] and a[image: U+028A]. The data in (1) illustrate primary and secondary stress in forms with no epenthetic vowel.

	(1) 	Stress in forms with no epenthetic vowel
	a. 		1	túk	‘kill’	mú[image: U+014B]	‘it’




	b. 		2	á.wak	‘star’	nú[image: U+014B].kra[image: U+026A]m	‘toe’




	c. 		3	wár.kap.wi	‘wallaby’	kú.la.na[image: U+014B]	‘walk’




	d. 		4	wú.ra.tà.ka[image: U+026A]	‘turtle’	wán.ka.nà.wi	‘insect (sp)’




	e. 		5	yám.pu.kà.[image: U+0272]um.puk	‘caterpillar’	má.man.tà.kar.man	‘land crab’







The forms in (2) are different from those in (1): their initial syllable contains the epenthetic vowel [image: U+0268]. According to Foley (1991: 44–45), [image: U+0268] is a central vowel, slightly lower than i and u. Like epenthetic vowels in other languages, [image: U+0268] is subject to contextual coloring, surfacing as [image: U+026A] or [image: U+0259] in some environments. In examining (2) and (3), pay attention to where stress is placed and how it compares with (1).

	(2) 	Stress in forms with an epenthetic vowel in the initial syllable
	a. 		2	/tmi/	[image: U+2192]	t[image: U+0268].m[image: ]	‘say’
		/mkra[image: U+026A][image: U+014B]/	[image: U+2192]	m[image: U+0268].krá[image: U+026A][image: U+014B]	‘cane’




	b. 		3	/tparpu[image: U+014B]/	[image: U+2192]	t[image: U+0268].pár.pu[image: U+014B]	‘fish (sp)’
		/kpanma[image: U+014B]/	[image: U+2192]	k[image: U+0268].pán.ma[image: U+014B]	‘older sister’




	c. 		4	/nmpanmara/	[image: U+2192]	n[image: U+0268]m.pán.ma.ra	‘stomach’







The data in (2) and (3) are similar; both have epenthetic vowels. What distinguishes them is that the words in (3) have an epenthetic nucleus in both first and second syllables.

	(3) 	Stress in forms with epenthetic vowels in both first and second syllables
	a. 		2	/tkt/	[image: U+2192]	t[image: ].k[image: U+0268]t	‘chair’
		/nmprm/	[image: U+2192]	n[image: ]m.pr[image: U+0268]m	‘leaf’




	b. 		3	/klwa/	[image: U+2192]	k[image: ].l[image: U+0268].wa	‘flower’
		/krmkna[image: U+028A]t/	[image: U+2192]	kr[image: ]m.k[image: U+0268].na[image: U+028A]t	‘wasp’




	c. 		4	/tmpna[image: U+028A]kwan/	[image: U+2192]	t[image: ]m.p[image: U+0268].nà[image: U+028A]k.wan	‘sago palm (sp)’







The monosyllabic form with the epenthetic [image: U+0268] in (4) differs from (2) in that stress is not placed on the second syllable. It does not have two epenthetic [image: U+0268] syllables, unlike (3). For these reasons, it is presented separately.

	(4) 		1	/tr[image: U+014B]/	[image: U+2192]	tr[image: ][image: U+014B]	‘tooth’




Examine stress placement in these forms before proceeding to section 3. Attempt, at least, to describe and analyze the patterns of stress in (1). Use these questions as a guide. First, try to ascertain whether stress is assigned from the left or right, whether feet are trochaic or iambic, whether they count syllables or moras, and whether final syllables are stressed. Develop a metrical and optimal-theoretic analysis of stress in (1). With the background provided by Chapters 17 and 18, you should be able to analyze Yimas stress.
Once you understand Yimas stress, examine the forms in (2), (3), and (4) and compare them with (1). Identify the similarities or differences in stress and metrical structures (i.e. directionality, foot type, or final-syllable stress). How does stress in (2) through (4) compare with that in (1)? What are the similarities and differences? Then consider how stress in forms with epenthetic vowels can be accounted for in both theories. Note that with respect to this problem, it is not crucial for you to identify the conditions under which epenthesis takes place. The focus should be stress assignment and stress–epenthesis interactions. Determine how MT and OT explain why the initial epenthetic [image: U+0268] syllable is both stressed and not stressed. Specifically, how must the metrical rules of stress interact with epenthesis to produce stress in (2) through (4)? How does OT account for epenthesis and how do epenthetic vowels differ from non-epenthetic vowels? Explore how this difference can be used to express the preference for stress to land on syllables with underlying vowels. It might be helpful to review Unit 3, especially the chapter on epenthesis in Unit 3. We know that these are a lot of questions to ponder. You may not develop a full analysis, even if you try. Nevertheless, it is important to try, because it can develop your ability to analyze stress and help you anticipate the analyses to come.
3. Yimas stress
To understand stress–epenthesis interactions, it is important to first understand the pattern of stress in Yimas. For this reason, we start the analysis by focusing on stress assignment in non-epenthetic forms in (1). Two analyses are juxtaposed here: metrical (section 3.1) and optimal-theoretic (section 3.2). Key differences are highlighted at the end.
3.1 The metrical analysis
Stress is assigned from the left in Yimas. This is evident from á.wak ‘star’ and wár.kap.wi ‘wallaby.’ In both, primary stress falls on the first syllable. Examination of longer forms such as wú.ra.tà.kay ‘turtle’ and yám.pu.kà.[image: U+0272]um.puk ‘caterpillar’ supports this conclusion. In addition, they show that secondary stress can appear on the third syllable from the left edge, if it is not final. Note that the underlined odd-numbered syllables of wár.kap.wi and yám.pu.kà.[image: U+0272]um.puk are not stressed because they are final. Together, these forms reveal that stress is assigned to the odd-numbered syllables (1, 3), a clear sign of left-to-right stress assignment. If stress assignment took place from the right, we would have to conclude that stress is placed sometimes on the second syllable in á.wak and sometimes on the third in wár.kap.wi. Such a conclusion is undesirable because it essentially claims that there is no uniform pattern of stress.
On account of the fact that stress appears on the odd-numbered syllables from the left, feet are left-headed and trochaic, meaning that Yimas forms like wár.kap.wi are parsed as [(wár.kap).wi]. Moreover, it appears that Yimas feet count syllables rather than moras. Evidence for syllabic trochees comes from the fact that VC or VV rimes pattern like V rimes in stress assignment. For example, compare á.wak and wár.kap.wi. The initial syllable of both forms is stressed, though one has an initial V rime while the other has a VC rime. Further evidence is provided by wár.kap.wi and kú.la.na[image: U+014B] in (1c). Neither of their final syllables is stressed despite the difference in their rime structure. These similarities suggest that stress does not care about the internal makeup of syllables. In Yimas, stress is assigned to syllables, depending on their location in a word. In (5), we present the metrical rules for stress assignment.

	(5) 		a. 	Mark the final syllable extrametrical if the form is not mono-syllabic.



	b. 	Build syllabic trochees from left to right.



	c. 	Foot a mono-syllable, if only one syllable is left.



	d. 	End Rule Left






To avoid stressing the final syllable, we appeal to extrametricality in (5a), which renders the last syllable invisible to stress assignment. There is one exception to the extrametricality rule. Mono-syllabic forms such as túk ‘kill’ are stressed; making their final or only syllable extrametrical would prevent them from being stressed. Hence, (5a) is subject to “if the form is not mono-syllabic.” (5b) takes the output of extrametricality and parses each pair of syllables into left-headed syllabic trochees. This rule can leave one syllable unparsed. As a result, we need (5c), which parses a remaining syllable into a mono-syllabic foot. Primary stress appears to the left of secondary stress; thus Yimas calls for End Rule Left. In (6), we show how this analysis works. To save space, we start the derivations with the application of the extrametricality rule. As (6a) shows, extrametricality (marked by <>) renders the final syllable of every form except for túk invisible to foot construction and stress assignment.

	(6) 		a. 	Mark the final syllable extrametrical
		tuk	a.<wak>	war.kap.<wi>	wu.ra.ta.<kay>	yam.pu.ka.[image: U+0272]um.<puk>






	b. 	Build binary syllabic trochees from left to right
				( x    · )	( x    ·)	(x     ·) (x     ·)
		tuk	a.<wak>	war.kap.<wi>	wu.ra.ta.<kay>	yam.pu.ka.[image: U+0272]um.<puk>






	c. 	Foot a mono-syllable
		(x)	(x)	( x     · )	( x    ·)(x)	(x     ·) (x     ·)
		tuk	a.<wak>	war.kap.<wi>	wu.ra.ta.<kay>	yam.pu.ka.[image: U+0272]um.<puk>






	d. 	End Rule Left
		(x)	(x)	( x     )	( x     )	(x         )
		(x)	(x)	( x     · )	( x    ·)(x)	(x     ·) (x     ·)
		tuk	a.<wak>	war.kap.<wi>	wu.ra.ta.<kay>	yam.pu.ka.[image: U+0272]um.<puk>



	e.	túk	á.wak	wár.kap.wi	wú.ra.tá.kay	yám.pu.ká.[image: U+0272]um.puk









In (6b), we see that the rule in (5b) parses each pair of syllables into syllabic trochees from left to right. This rule cannot apply to tuk and a.<wak> because neither has two syllables after extrametricality. This rule also leaves wu.ra.ta.<kay>’s third syllable unfooted. (5c) applies next, constructing a mono-syllabic foot on the remaining syllable in (6c). Finally, End Rule Left places an x on the head of the leftmost foot. As (6e) shows, this analysis predicts where primary and secondary stress are placed in the five forms.
Two issues are worth pointing out with this metrical analysis. First, mono-syllabic forms must be exempt from extrametricality. Second, though syllabic trochees require two syllables, a mono-syllabic foot must be allowed. These exceptions indicate that the requirements of (5a) and (5b) are not always enforced. They can be outweighed by other concerns (i.e. if a form has one syllable or if one syllable remains). Put simply, rules are not inviolable. MT does not have a neat way of handling such exceptions. We show that these exceptions are exactly what OT predicts, because constraints are violable.
3.2 The optimal-theoretic analysis
We use wú.ra.tà.kay and túk to illustrate this analysis. The optimal parses for these forms are [(wú.ra).(tà).kay] and [(túk)]. They are similar to the foot structures predicted by the metrical analysis, except for final syllable extrametricality. In OT, final-syllable extrametricality is explained by leaving the last syllable unfooted. This is why [(wú.ra).(tà).kay] is the best parse, in spite of a mono-syllabic foot and an unparsed final syllable. The objective of this analysis is to determine the constraints and ranking that select [(wú.ra).(tà).kay] and [(túk)] as optimal.
To accomplish this goal, we start by comparing the optimal candidate with a minimally different sub-optimal candidate. Consider wú.ra.tà.kay first. In (7), we compare [(wú.ra).(tà).kay] with [(wú.ra).ta.ka[image: U+026A]]. As (7i), (7iii), and (7v) show, PAR-SY must dominate FT-BIN, ALL-FT-L, and ALL-FT-R.

	(7) 	Pairwise comparisons for wú.ra.tà.kay

	i.	/wurataka[image: U+026A]/	PAR-SY	FT-BIN		ii.	/wurataka[image: U+026A]/	FT-BIN	PAR-SY
	[image: U+261E]	a.(wú.ra).(tà).ka[image: U+026A]	*	*			a.(wú.ra).(tà).ka[image: U+026A]	*!	*
		b.(wú.ra).ta.ka[image: U+026A]	**!			[image: ]	b.(wú.ra).ta.ka[image: U+026A]		**



	iii.	/wurataka[image: U+026A]/	PAR-SY	ALL-FT-L		iv.	/wurataka[image: U+026A]/	ALL-FT-L	PAR-SY
	[image: U+261E]	a.(wú.ra).(tà).ka[image: U+026A]	*	**			a.(wú.ra).(tà).ka[image: U+026A]	*!*	*
		b.(wú.ra).ta.ka[image: U+026A]	**!			[image: ]	b.(wú.ra).ta.ka[image: U+026A]		**



	v.	/wurataka[image: U+026A]/	PAR-SY	ALL-FT-R		vi.	/wurataka[image: U+026A]/	ALL-FT-R	PAR-SY
	[image: U+261E]	a.(wú.ra).(tà).ka[image: U+026A]	*	***			a.(wú.ra).(tà).ka[image: U+026A]	***!	*
		b.(wú.ra).ta.ka[image: U+026A]	**!	**		[image: ]	b.(wú.ra).ta.ka[image: U+026A]	**	**






Note that the ranking of PAR-SY above FT-BIN makes possible a mono-syllabic foot such as (tà). These tableaux establish the ranking in (8).

	(8) 	PAR-SY>>FT-BIN, ALL-FT-L, ALL-FT-R



Next, compare [(wú.ra).(tà).kay] with [(wú.ra).(tà.ka[image: U+026A])]. They differ with respect to NON-F and PAR-SY.

	(9) 	Pairwise comparisons for wú.ra.tà.kay

	i.	/wurataka[image: U+026A]/	NON-F	PAR-SY		ii.	/wurataka[image: U+026A]/	PAR-SY	NON-F
	[image: U+261E]	a.(wú.ra).(tà).ka[image: U+026A]		*			a.(wú.ra).(tà).ka[image: U+026A]	*!	
		b.(wú.ra).(tà.ka[image: U+026A])	*!			[image: ]	b.(wú.ra).(tà.ka[image: U+026A])		*






Ranking NON-F above PAR-SY eliminates [(wú.ra).(tà.ka[image: U+026A])]. This ranking ensures that the final syllable is unparsed and hence unstressed. NON-F>>PAR-SY accomplishes in OT what extrametricality does in MT. We now arrive at the ranking in (10).

	(10) 	NON-F>>PAR-SY>>FT-BIN, ALL-FT-L, ALL-FT-R



Continuing on, let’s consider [(wú).(rà.ta).ka[image: U+026A]], which is equivalent to [(wú.ra).(tà).ka[image: U+026A]] in NON-F, PAR-SY, and FT-BIN. As (11b) shows, [(wú).(rà.ta).ka[image: U+026A]] violates *CLASH, because adjacent syllables are stressed.

	(11) 	Pairwise comparisons for wú.ra.tà.kay

	i.	/wurataka[image: U+026A]/	*CLASH	ALL-FT-L		ii.	/wurataka[image: U+026A]/	ALL-FT-L	*CLASH
	[image: U+261E]	a.(wú.ra).(tà).ka[image: U+026A]		**			a. (wú.ra).(tà).ka[image: U+026A]	**!	
		b.(wú).(rà.ta).ka[image: U+026A]	*!	*		[image: ]	b.(wú).(rà.ta).ka[image: U+026A]	*	*






Ranking *CLASH above ALL-FT-L eliminates [(wú).(rà.ta).ka[image: U+026A]]. In (12), *CLASH is assigned the same ranking as NON-F. The other option is to rank *CLASH on a par with PAR-SY. We reject this option for the following reason. *CLASH is never violated because no attested form has stress on adjacent syllables in Yimas. This fact suggests that *CLASH is undominated.

	(12) 	*CLASH, NON-F>>PAR-SY>>FT-BIN, ALL-FT-L, ALL-FT-R



Finally, let’s evaluate [(wú.ra).(tà).ka[image: U+026A]] against [(wú.ra.ta).ka[image: U+026A]]. These candidates are identical with respect to *CLASH, NON-F, PAR-SY, and FT-BIN. Neither violates *CLASH or NON-F; both violate PAR-SY and FT-BIN. Note that FT-BIN cannot distinguish [(wú.ra).(tà).ka[image: U+026A]] from [(wú.ra.ta).ka[image: U+026A]]; both have a non-binary foot: (tà) and (wú.ra.ta). The choice is left to ALL-FT-L and ALL-FT-R, both of which prefer [(wú.ra.ta).ka[image: U+026A]]. Other constraints introduced in Chapter 18 are of no help, either. We need a new constraint. As [(wú.ra.ta).ka[image: U+026A]] has a foot with more than two syllables, it can be eliminated by *(σσσ).

	(13) 	*(σσσ): No foot is more than two syllables.



*(σσσ) restricts the number of syllables a foot can have. It is violated if a foot has three or more syllables. *(σσσ) is not violated by [(wú.ra).(tà).ka[image: U+026A]], because neither of its feet has more than two syllables. It is violated by [(wú.ra.ta).ka[image: U+026A]]. Thus, we can rule [(wú.ra.ta).ka[image: U+026A]] out with *(σσσ)>>ALL-FT-L.

	(14) 	Pairwise comparisons for wú.ra.tà.kay

	i.	/wurataka[image: U+026A]/	*(σσσ)	ALL-FT-L		ii.	/wurataka[image: U+026A]/	ALL-FT-L	*(σσσ)
	[image: U+261E]	a.(wú.ra).(tà).ka[image: U+026A]		**			a.(wú.ra).(tà).ka[image: U+026A]	*!*	
		b.(wú.ra.ta).ka[image: U+026A]	*!			[image: ]	b.(wú.ra.ta).ka[image: U+026A]		*






In (15), *(σσσ) is ranked equally with other undominated constraints as it is never violated in Yimas.

	(15) 	*CLASH, *(σσσ), NON-F>>PAR-SY>>FT-BIN, ALL-FT-L, ALL-FT-R



NON-F is undominated in (15). This ranking is not correct. Recall that mono-syllabic forms like túk ‘kill’ are stressed. If túk is to receive stress, it must be footed as [(túk)]. [(túk)] violates NON-F. Its competitor is [tuk], which is unfooted and hence in compliance with NON-F. But as (16) illustrates, [tuk] can be ruled out by GW=PW, which requires each form to have at least one foot.

	(16) 	Pairwise comparisons for túk

	i.	/tuk/	GW=PW	NON-F		ii.	/tuk/	NON-F	GW=PW
	[image: U+261E]	a. (túk)		*			a. (túk)	*!	
		b. tuk	*!			[image: ]	b. tuk		*






Clearly, NON-F cannot be undominated. In Yimas, the attested forms all have stress, hence, at least one foot. This means that GW=PW is not violated at all. For this reason, we rank GW=PW equally with the highest-ranked constraints in (17). As NON-F must rank lower than GW=PW and higher than PAR-SY, we sandwich it between GW=PW and PAR-SY.

	(17) 	*CLASH, *(σσσ), GW=PW >>NON-F>>PAR-SY>>FT-BIN, ALL-FT-L, ALL-FT-R



There are constraints not mentioned in (17). Some are RHTY=T and LEFTMOST. They are always obeyed and undominated because feet are left-headed and primary stress appears in the leftmost foot. Some are RHTY=I, WSP and LEFTMOST. They are always violated because feet are not right-headed, stress assignment is not dependent on syllable weight, and primary stress is not assigned to the head of the rightmost foot. Adding these constraints yields the ranking below.

	(18) 	RHTY=T, LEFTMOST, *CLASH, *(σσσ), GW=PW >>NON-F>>PAR-SY>>FT-BIN, ALL-FT-L, ALL-FT-R, RHTY=I, WSP, RIGHTMOST



Then there are constraints whose ranking cannot be established. They are constraints on the forms of iambs such as UN-IB1/2, because feet are not iambic in Yimas.
Now that the constraint ranking is determined, let’s see if it correctly predicts Yimas stress. For space reasons, only the constraints in (17) are included in the tableaux. In (19), we provide the tableau for wú.ra.tà.kay, which evaluates [(wú.ra).(tà).kay] against five candidates. Apart from the four we examined before, [wu.ra.ta.ka[image: U+026A]] is added to highlight the role of GW=PW.

	(19) 	Tableau for wú.ra.tà.kay

		/wurataka[image: U+026A]/	*CLASH	*(σσσ)	GW=PW	NON-F	PAR-SY	FT-BIN	ALL-FT-L	ALL-FT-R
		a. (wú).(rà.ta).ka[image: U+026A]	*!				*	*	*	****
		b. (wú.ra.ta).ka[image: U+026A]		*!			*	*		*
		c. wu.ra.ta.ka[image: U+026A]			*!		****			
		d. (wú.ra).(tà.ka[image: U+026A])				*!			**	**
		e. (wú.ra).ta.ka[image: U+026A]					**!			**
	[image: U+261E]	f. (wú.ra).(tà).ka[image: U+026A]					*	*	**	***






The candidates in (19a) through (19e) are eliminated by *CLASH, *(σσσ), GW=PW, NON-F and PAR-SY. (19f) emerges as the winner, in spite of having a mono-syllabic foot. The tableau for túk appears in (20).

	(20) 	Tableau for túk

		/tuk/	*CLASH	*(σσσ)	GW=PW	NON-F	PAR-SY	FT-BIN	ALL-FT-L	ALL-FT-R
		a. tuk			*!		*			
	[image: U+261E]	b. (túk)				*		*		






As (20) shows, it is crucial that GW=PW dominates NON-F. This ranking ensures that a mono-syllabic form is parsed and stressed.
This OT analysis is exemplified with only two examples. It is important that you test the ranking against other forms both to see if it makes the right predictions and to reinforce your understanding. For this reason, we encourage you to pause a moment and construct tableaux for other forms. For your information, the optimal parses for (1b), (1c), and (1e) are [(á).wak], [(wár.kap).wi], and [(yám.pu).(kà.[image: U+0272]um).puk].
It is clear that MT and OT can handle the data in (1). But are they equivalent? We stated earlier that the metrical analysis must entertain two types of exceptions. First, mono-syllabic forms must be exempt from final syllable extrametricality in (5a). Second, mono-syllabic trochees must be permitted. Allowing these exemptions can account for the data. But they are not desirable because they amount to additional stipulations to rules that cannot otherwise be violated. In contrast, OT expects and predicts these “exceptions.” In an approach that relies on constraint ranking, the requirements expressed by individual constraints are not inviolable. Constraints are ranked and weighed against other constraints. Whether they are obeyed hinges on how they are ranked. Under this view, the exemption of mono-syllabic forms from NON-F is accounted for by ranking it below GW=PW. Similarly, OT expects some feet to be non-binary even while it prefers binary feet. For example, compare the attested [(wú.ra).(tà).ka[image: U+026A]] with the unattested [(wú).(rà).(tà).ka[image: U+026A]] or [(wú).ra.(tà).ka[image: U+026A]]. With three mono-syllabic feet, [(wú).(rà).(tà).ka[image: U+026A]] can never be optimal, because it violates *CLASH. But even without *CLASH, it cannot compete with [(wú.ra).(tà).ka[image: U+026A]]. As [(wú.ra).(tà).ka[image: U+026A]] and [(wú).(rà).(tà).ka[image: U+026A]] are equal with respect to *(σσσ), GW=PW, NON-F, and PAR-SY, the decision resides in FT-BIN, ALL-FT-L, and ALL-FT-R. All three prefer [(wú.ra).(tà).ka[image: U+026A]] to [(wú).(rà).(tà).ka[image: U+026A]]. We can leave the second syllable of [(wú).ra.(tà).ka[image: U+026A]] unparsed to avoid *CLASH, but such a form runs afoul of PAR-SY. The point is this. OT can push feet to be binary while allowing non-binary feet. In MT, allowing a non-binary foot requires an additional rule in (5c). This comparison highlights the consequence of the difference between inviolable rules and violable constraints. We see that OT, with its violable constraints, is superior in handling these seeming exceptions to metrical rules.
This advantage, however, comes at a cost to OT. We pointed out earlier that FT-BIN cannot guarantee binary feet by itself. It cannot eliminate [(wú.ra.ta).ka[image: U+026A]] without *(σσσ). The addition of yet another constraint raises the issue of simplicity vs. complexity, the third area of difference between MT and OT. We demonstrate next how these two differences as well as the derivational vs. non-derivational design difference play out in the analyses of stress–epenthesis interactions.
4. To stress or not to stress: stress–epenthesis interactions
We analyze the stress–epenthesis forms in (2), (3), and (4) here. In section 4.1, we examine the data to gain an understanding of the patterns of stress and epenthesis. A key characteristic of Yimas stress–epenthesis interactions is that syllables with epenthetic nuclei are sometimes stressed and sometimes not. This property – to stress or not to stress epenthetic nuclei – is analyzed. The analyses presented below are based mostly on Alderete (1999), though there are differences in the details of the analyses. Section 4.2 outlines a derivational account, while section 4.3 provides an optimal-theoretic treatment.
4.1 Understanding stress–epenthesis interactions
Consider /tmi/ [image: U+2192] t[image: U+0268].m[image: ] ‘say’, /tparpu[image: U+014B]/ [image: U+2192] t[image: U+0268].pár.pu[image: U+014B] ‘fish (sp)’ and /nmpanmara/ [image: U+2192] n[image: U+0268]m.pán.ma.ra ‘stomach’ from (2). These forms reveal two distinctive patterns. First, they show the epenthesis of [image: U+0268] between the two initial consonants. This epenthesis breaks up initial clusters such as tm, tp, and nmp. According to Foley (1991: 44), Yimas allows complex onsets composed of two consonants. But the attested complex onsets are limited to a stop followed by r. Without epenthesis, initial clusters such as tm, tp, and nmp cannot be syllabified. It appears that [image: U+0268] is inserted to syllabify consonants that cannot otherwise be syllabified. The motivation for epenthesis may be straightforward, but the conditions are not. They are more complex than what these forms reveal. As our focus is not epenthesis but its impact on stress, it suffices to say that Yimas has an epenthesis rule in (21).

	(21) 	[image: U+0268]-Epenthesis: Ø [image: U+2192] [image: U+0268]



Readers interested in the conditions on epenthesis are referred to Foley (1991).
The second pattern highlighted by (2) concerns stress. In t[image: U+0268].m[image: ], t[image: U+0268].pár.pu[image: U+014B], and n[image: U+0268]m.pán.ma.ra, primary stress appears on the second syllable, unlike á.wak ‘star,’ wár.kap.wi ‘wallaby,’ and wú.ra.tà.ka[image: U+026A] ‘turtle’ in (1). Secondary stress placement differs as well. While n[image: U+0268]m.pán.ma.ra and wú.ra.tà.ka[image: U+026A] are both tetra-syllabic, n[image: U+0268]m.pán.ma.ra does not have secondary stress. As only the initial syllable of t[image: U+0268].m[image: ], t[image: U+0268].pár.pu[image: U+014B] and n[image: U+0268]m.pán.ma.ra has the epenthetic vowel, we can conclude that Yimas stress avoids syllables with epenthetic nuclei and prefers syllables with underlying vowels.
Let’s see if these patterns – [image: U+0268] epenthesis and second syllable stress – are found in (3). Representative examples from (3) are /nmprm/ [image: U+2192] n[image: U+0268][image: U+3953]m.pr[image: U+0268]m ‘leaf,’ /klwa/ [image: U+2192] k[image: U+0268][image: U+3953].l[image: U+0268].wa ‘flower,’ and /tmpna[image: U+028A]kwan/ [image: U+2192] t[image: U+0268][image: U+3953]m.p[image: U+0268].nà[image: U+028A]k.wan ‘sago palm (sp).’ They have in common underlying clusters consisting of three to five consonants. They show epenthesis as well. As a matter of fact, they have the epenthetic [image: U+0268] in both the first and the second syllable. Epenthesis in (3) appears to be motivated by the same phonotactic considerations as epenthesis in (2). Both split initial clusters such as nmprm, klw, and tmpn, with epenthesis providing the means to syllabify them. What distinguishes (3) is that they involve longer strings of consonants, which causes the insertion of two [image: U+0268]’s. This difference impacts stress placement. In n[image: U+0268][image: U+3953]m.pr[image: U+0268]m, k[image: U+0268][image: U+3953].l[image: U+0268].wa, and t[image: U+0268][image: U+3953]m.p[image: U+0268].nà[image: U+028A]k.wan, primary stress falls on the first syllable. Secondary stress appears on the third, non-final syllable: e.g. t[image: U+0268][image: U+3953]m.p[image: U+0268].nà[image: U+028A]k.wan. These patterns of stress are identical to (1), but different from (2). It seems that Yimas avoids stressing the initial syllable only if the first syllable has an epenthetic [image: U+0268]. If both the first and the second syllables have an epenthetic [image: U+0268], stress reverts back to the pattern in (1).
There is one final form to consider, that is, /tr[image: U+014B]/ [image: U+2192] tr[image: U+0268][image: U+3953][image: U+014B] ‘tooth’ in (4). This mono-syllabic form has an epenthetic nucleus. If stress assignment in (2) provides any indication, it should not be stressed. But it is stressed just like forms with an underlying vowel: cf. túk ‘kill.’ We have now examined all of the data in (2) through (4). This examination uncovers these patterns of stress.

	(22) 	Stress assignment in forms with epenthesis
	a. 	In multi-syllabic forms with the epenthetic [image: U+0268] in the first syllable, assign primary stress to the second syllable from the left.



	b. 	In multi-syllabic forms with the epenthetic [image: U+0268] in the first and second syllables, assign primary stress to the first syllable and secondary stress to the third syllable from the left, if it is not final.



	c. 	In mono-syllabic forms with the epenthetic [image: U+0268], assign primary stress to the syllable with [image: U+0268].






To summarize, the forms in (1) and those in (2) through (4) show two similarities in stress. First, mono-syllabic forms with or without epenthesis are stressed. Second, multi-syllabic forms with the epenthetic [image: U+0268] in both the first and the second syllables are stressed like those in (1): primary stress on the first syllable and secondary stress on the third, non-final syllable. The data in (2) highlight two differences. In (2), primary stress appears on the second syllable. Moreover, the final syllable is not stressed in multi-syllabic forms of (1). This pattern is violated by bi-syllabic forms in (2): cf. á.wak in (1b) vs. t[image: U+0268].mí in (2a).
4.2 The derivational analysis
In Chapter 17, we stated that MT is in essence a derivational theory. In a derivational theory, the attested forms result from the application of phonological rules. A rule-based theory relies on rule ordering to express pattern interactions. Yimas stress–epenthesis interactions are an example of pattern interactions. In what follows, we explain how Yimas stress–epenthesis interactions can be accounted for by rule ordering and discuss the problems the derivational analysis faces.
Consider the examples such as /tparpu[image: U+014B]/ [image: U+2192] t[image: U+0268].pár.pu[image: U+014B] in (2). In these forms, primary stress avoids the initial epenthetic [image: U+0268] syllable, surfacing on the second syllable instead. This interaction can be explained by asserting that at the time of stress assignment, [image: U+0268] is not inserted. If [image: U+0268] is not present, there is no [image: U+0268] syllable and it cannot be stressed. That is, the metrical rules that assign stress in (5) apply before [image: U+0268]-Epenthesis. This rule ordering means that the stress rules apply to /tparpu[image: U+014B]/, yielding {tpár.pu[image: U+014B]}. Then [image: U+0268]-Epenthesis applies and derives [t[image: U+0268].pár.pu[image: U+014B]]. By strategically applying the metrical rules first, this analysis explains the absence of stress on the initial epenthetic [image: U+0268] syllable in (2).
Though (2) can be explicated by applying stress assignment first, the data such as /klwa/ [image: U+2192] k[image: U+0268][image: U+3953].l[image: U+0268].wa in (3) cannot. If stress is assigned before epenthesis, the initial [image: U+0268] syllable cannot be stressed. As Alderete (1999) points out, the way to account for both (2) and (3) is to posit two epenthesis rules. One applies before and another after stress assignment. In (23), we illustrate how this might work hypothetically.

	(23) 	Account of stress–epenthesis interactions in a derivational model
	a. 		Underlying representations	/tparpu[image: U+014B]/	/klwa/




	b. 		[image: U+0268]-Epenthesis 1	NA	k[image: U+0268].lwa




	c. 		Metrical rules in (5)	tpár.pu[image: U+014B]	k[image: ].lwa




	d. 		[image: U+0268]-Epenthesis 2	t[image: U+0268].pár.pu[image: U+014B]	k[image: ].l[image: U+0268].wa




	e. 		Surface representations	t[image: U+0268].pár.pu[image: U+014B]	k[image: ].l[image: U+0268].wa







Note that [image: U+0268]-Epenthesis 1 occurs first. It applies to /klwa/, but not /tparpu[image: U+014B]/. Then the stress rules apply, assigning stress to the initial syllable in both forms in (23c). Finally, [image: U+0268]-Epenthesis 2 applies, inserting an [image: U+0268] in both forms in (23d).
As we said, this is, hypothetically, how Yimas stress–epenthesis interactions can be accounted for by rule ordering. In practice, this account faces three challenges. First, it is not clear how to specify the conditions on [image: U+0268]-Epenthesis 1 such that it applies only to the forms in (3). As neither tp nor kl is a allowed, it is difficult, if not impossible, to formulate [image: U+0268]-Epenthesis 1 in order to confine its application to (3). Second, metrical rules construct feet on syllables, implying that syllabification must occur before metrical rules. Under this rule ordering, ill-formed syllables such as tpar must first be allowed. This is undesirable because Yimas provides no evidence of such syllables. The third problem, as Alderete (1999) points out, lies in the treatment of epenthesis. In positing two epenthesis rules, this analysis claims implicitly that one epenthesis is unrelated to the other. There is, of course, no evidence for such a claim. Both insert [image: U+0268]; both are triggered by consonant clusters. In short, they are motivated by identical phonotactic constraints on syllable structures. Yet in order for the derivational analysis to work, it must split epenthesis into two. These rules duplicate phonotactic conditions and result in loss of generalization.
These problems stem from the derivational view. In a derivational approach, syllabification, stress assignment, and epenthesis can only take place sequentially. As syllabification applies before [image: U+0268]-Epenthesis 2, unattested syllables such as tpar must be generated. Moreover, there must be two epenthesis rules to explain the key property of Yimas stress: to stress or not to stress syllables with epenthetic nuclei. OT, which compares competing outcomes together, does not face these challenges, as we demonstrate next.
4.3 The optimal-theoretic analysis
In (1), stress falls on the first syllable: e.g. wár.kap.wi. In forms such as /tparpu[image: U+014B]/ [image: U+2192] t[image: U+0268].pár.pu[image: U+014B] in (2), stress bypasses the initial syllable. This difference depends on whether this syllable has an underlying or epenthetic vowel. In OT, this difference boils down to this: an underlying vowel has a correspondent in the input while an epenthetic vowel does not, as (24) highlights.

	(24) 	Distinction between underlying and epenthetic vowels
[image: ]



Note that the non-epenthetic a in (24a) has a correspondent in the input. The epenthetic [image: U+0268] in (24b) does not. OT optimizes the input–output relation in (24a) via the anti-insertion DEP-IO.

	(25) 	DEPENDENCE-IO (DEP-IO): Output segments must have input correspondents.



DEP-IO prefers (24a) and penalizes (24b). As an epenthetic vowel, [image: U+0268] violates DEP-IO as it lacks a correspondent. As stress appears on war, not t[image: U+0268], it seems to prefer a syllable whose nucleus has a correspondent and shuns a syllable whose nucleus lacks a correspondent. The stressed syllable corresponds to the head of a foot. This led Alderete (1995) to propose a constraint on the head of a foot. We can refer to this constraint as HD-DEP (short for HEAD-DEPENDENCE-IO) and define it as in (26). This definition makes its effect more transparent. For a more formal definition, see Alderete (1995).

	(26) 	HEAD-DEPENDENCE-IO(HD-DEP): Output segments of the head unit must have input correspondents.



HD-DEP demands correspondence between input and output segments and penalizes epenthesis as it causes input–output disparities. In this regard, HD-DEP is similar to DEP-IO; both are anti-insertion faithfulness constraints. HD-DEP does not target just any output segment, unlike DEP-IO. It targets only segments of prosodic heads. Thus, HD-DEP is a more specific type of faithfulness constraint, similar to positional faithfulness constraints that require input–output correspondence between onset segments (Beckman 1998, Lombardi 1999, Peng and Ann 2004, etc.). Alderete (1999) provides a number of arguments for HD-DEP. Readers interested in these arguments should consult Alderete (1999).
To show how HD-DEP blocks stress on syllables with epenthetic nuclei, consider wár.kap.wi and t[image: U+0268].pár.pu[image: U+014B]. According to the constraint hierarchy in (18), the optimal parse of wár.kap.wi is [(wár.kap).wi]. This parse predicts primary stress on the first syllable and no secondary stress on the third or final syllable. If t[image: U+0268].pár.pu[image: U+014B] were parsed like wár.kap.wi, we would expect it to be [(t[image: ].par).pu[image: U+014B]]. This parse incorrectly assigns stress to the initial epenthetic [image: U+0268] syllable. You might ask what constraint prevents this parse or blocks [(t[image: ].par).pu[image: U+014B]]. The answer is HD-DEP. The head syllable t[image: ] of [(t[image: ].par).pu[image: U+014B]] has an epenthetic [image: U+0268] in violation of HD-DEP. As long as HD-DEP ranks high, [(t[image: ].par).pu[image: U+014B]] cannot be optimal.
To determine the ranking of HD-DEP, we need to compare [(t[image: ].par).pu[image: U+014B]] with the optimal [t[image: U+0268].(pár).pu[image: U+014B]]. In the optimal form, only the middle syllable is parsed. The exclusion of t[image: U+0268] from the foot explains why it is not stressed. Its final syllable is unparsed due to NON-F. [t[image: U+0268].(pár).pu[image: U+014B]] and [(t[image: ].par).pu[image: U+014B]] are identical with respect to the six highest-ranked constraints in (18): RHTY=T, LEFTMOST, *CLASH, *(σσσ), GW=PW, and NON-F. Neither violates these constraints. They differ in PAR-SY. [t[image: U+0268].(pár).pu[image: U+014B]] incurs two PAR-SY violations; [(t[image: ].par).pu[image: U+014B]] has one. Ranking HD-DEP above PAR-SY eliminates [(t[image: ].par).pu[image: U+014B]].

	(27) 	Pairwise comparisons for t[image: U+0268].pár.pu[image: U+014B]

	i.	/tparpu[image: U+014B]/	HD-DEP	PAR-SY		ii.	/tparpu[image: U+014B]/	PAR-SY	HD-DEP
	[image: U+261E]	a. t[image: U+0268].(pár).pu[image: U+014B]		**			a. t[image: U+0268].(pár).pu[image: U+014B]	**!	
		b. (t[image: U+0268][image: U+3953].par).pu[image: U+014B]	*!	*		[image: ]	b. (t[image: U+0268][image: U+3953].par).pu[image: U+014B]	*	*






This ranking explains how HD-DEP blocks stress on the initial epenthetic [image: U+0268] syllable. The advantage of a theory that employs violable constraints is that it can also explain why stress is not blocked by the epenthetic [image: U+0268] in forms such as /klwa/ [image: U+2192] k[image: U+0268][image: U+3953].l[image: U+0268].wa in (3). Although it must dominate PAR-SY, HD-DEP itself can be dominated. As a result, it can be violated, which can explain the stressing of the initial syllable in k[image: ].l[image: U+0268].wa. To see how, consider /klwa/ [image: U+2192] k[image: U+0268][image: U+3953].l[image: U+0268].wa. In order to stress its first syllable, it must be the head of a trochaic foot. In other words, the optimal parse for k[image: U+0268][image: U+3953].l[image: U+0268].wa is [(k[image: U+0268][image: U+3953].l[image: U+0268]).wa], with its first and second syllable parsed into a left-headed foot. This candidate obviously violates HD-DEP because the head syllable has an epenthetic [image: U+0268]. The competitor that satisfies HD-DEP is [k[image: U+0268].l[image: U+0268].(wá)]. Only the syllable with the underlying vowel a is parsed (note that [k[image: U+0268].(l[image: U+0268][image: U+3953]).wa] and [k[image: U+0268].(l[image: U+0268][image: U+3953].wa)] still violate HD-DEP). The question is: What makes [(k[image: U+0268][image: U+3953].l[image: U+0268]).wa] better than [k[image: U+0268].l[image: U+0268].(wá)]? They are equal in the five highest-ranked constraints. They differ with respect to NON-F. But we show in (32) that NON-F cannot eliminate [k[image: U+0268].l[image: U+0268].(wá)]. This leaves the decision to HD-DEP>>PAR-SY. This ranking actually prefers the unattested [k[image: U+0268].l[image: U+0268].(wá)], as (28) shows.

	(28) 	A pairwise comparison for k[image: U+0268][image: U+3953].l[image: U+0268].wa

		/klwa/	HD-DEP	PAR-SY
		a.(k[image: U+0268][image: U+3953].l[image: U+0268]).wa	*!	*
	[image: ]	b.k[image: U+0268].l[image: U+0268].(wá)		**






As the HD-DEP>>PAR-SY ranking is needed, there must be a constraint that ranks higher than HD-DEP and prefers [(k[image: U+0268][image: U+3953].l[image: U+0268]).wa]. This constraint, according to Alderete (1999), is PAR-SY2 (Kager 1994; Alderete 1995).

	(29) 	PARSE-SYLLABLE-2 (PAR-SY2): In adjacent syllables, avoid more than one unfooted syllable.



PAR-SY2 is violated if a form has two or more adjacent syllables that are not footed. This constraint can be justified by the rhythmic property of stress. As stress tends to appear on every other syllable, to have consecutive unparsed syllables violates the rhythmic pattern. By prohibiting adjacent unfooted syllables, PAR-SY2 asserts the preference for rhythm. PAR-SY2 can eliminate [k[image: U+0268].l[image: U+0268].(wá)] if we rank it above HD-DEP.

	(30) 	A pairwise comparison for k[image: U+0268][image: U+3953].l[image: U+0268].wa

		/klwa/	PAR-SY2	HD-DEP	PAR-SY
	[image: U+261E]	a (k[image: U+0268][image: U+3953].l[image: U+0268]).wa		*	*
		b.k[image: U+0268].l[image: U+0268].(wá)	*!		**






Now consider how to incorporate PAR-SY2 and HD-DEP into the ranking in (18). In Yimas, no attested form has a metrical structure with consecutive unparsed syllables. The words that appear to have such a structure are those with an odd number of syllables such as wár.kap.wi and yám.pu.kà.[image: U+0272]um.puk ‘caterpillar.’ These forms’ last two syllables may appear to be unparsed, but they are actually parsed as [(wár.kap).wi] and [(yám.pu).(kà.[image: U+0272]um).puk], with only one unparsed syllable. This fact suggests that PAR-SY2 is undominated and should have the same ranking as other undominated constraints in (18). As for HD-DEP, we know that it must be ranked below PAR-SY2 but above PAR-SY. These considerations place HD-DEP between the undominated constraints and PAR-SY in (18). As we show in (32), HD-DEP must dominate Non-F, yielding the ranking in (31).

	(31) 	RHTY=T, LEFTMOST, *CLASH, *(σσσ), GW=PW, PAR-SY2 >>HD-DEP>>NON-F>>PAR-SY>>FT-BIN, ALL-FT-L, ALL-FT-R, RHTY=I, WSP, RIGHTMOST



Evidence for ranking HD-DEP above NON-F comes from /tmi/ [image: U+2192] t[image: U+0268].m[image: ] ‘say.’ This form is parsed as [t[image: U+0268].(mí)], to derive the final syllable stress. Its competitor is [(t[image: U+0268][image: U+3953]).mi]. These candidates differ crucially with HD-DEP and NON-F. As (32i) illustrates, the HD-DEP>>NON-F ranking correctly picks [t[image: U+0268].(mí)].

	(32) 	Pairwise comparisons for t[image: U+0268].mí

	i.	/tmi/	HD-DEP	NON-F		ii.	/tmi/	NON-F	HD-DEP
	[image: U+261E]	a. t[image: U+0268].(mí)		*			a. t[image: U+0268].(mí)	*!	
		b. (t[image: U+0268][image: U+3953]).mi	*!			[image: ]	b. (t[image: U+0268][image: U+3953]).mi		*






We demonstrate below how the ranking in (31) explains why the initial [image: U+0268] syllable is not stressed in t[image: U+0268].mí and t[image: U+0268].pár.pu[image: U+014B] but stressed in k[image: U+0268][image: U+3953].l[image: U+0268].wa. New candidates are included in the three tableaux to highlight the role of some constraints; non-essential constraints are omitted for reasons space. Consider the tableau for t[image: U+0268].mí. This form is of interest, because of its unstressed initial syllable and stressed final syllable.

	(33) 	Tableau for t[image: U+0268].mí

		/tmi/	RHTY=T	*CLASH	GW=PW	PAR-SY2	HD-DEP	NON-F	PAR-SY	FT-BIN
		a. (t[image: U+0268].mí)	*!					*		
		b. (t[image: U+0268][image: U+3953]).(mì)		*!			*	*		**
		c. t[image: U+0268].mi			*!	*			**	
		d. (t[image: U+0268][image: U+3953].mi)					*!	*		
		e. (t[image: U+0268][image: U+3953]).mi					*!		*	*
	[image: U+261E]	f. t[image: U+0268].(mí)						*	*	*






As (33) shows, the ranking correctly predicts final-syllable stress. The tableau for t[image: U+0268].pár.pu[image: U+014B] in (34) provides justification for ranking HD-DEP above PAR-SY. The candidates worthy of note are [(t[image: U+0268][image: U+3953].par).pu[image: U+014B]] in (34e) and [t[image: U+0268].(pár).pu[image: U+014B]] in (34g). The ranking picks (34g) rightly.

	(34) 	Tableau for t[image: U+0268].pár.pu[image: U+014B]

		/tparpu[image: U+014B]/	RHTY=T	*CLASH	GW=PW	PAR-SY2	HD-DEP	NON-F	PAR-SY	FT-BIN
		a. (t[image: U+0268].pár).pu[image: U+014B]	*!						*	
		b. (t[image: U+0268][image: U+3953]).(pàr).pu[image: U+014B]		*!			*		*	**
		c. t[image: U+0268].par.pu[image: U+014B]			*!	*			***	
		d. t[image: U+0268].par.(pú[image: U+014B])				*!		*	**	*
		e. (t[image: U+0268][image: U+3953].par).pu[image: U+014B]					*!		*	
		f. t[image: U+0268].(pár.pu[image: U+014B])						*!	*	
	[image: U+261E]	g. t[image: U+0268].(pár).pu[image: U+014B]							**	*






Note that though [(t[image: U+0268].pár).pu[image: U+014B]] in (34a) and [t[image: U+0268].(pár.pu[image: U+014B])] in (34f) show identical stress as [t[image: U+0268].(pár).pu[image: U+014B]], they are not optimal because of RHTY=T and NON-F. These comparisons provide additional evidence for NON-F>>PAR-SY and explain why the optimal form has only the middle syllable parsed.
We see how OT accounts for the lack of stress on the initial epenthetic [image: U+0268] syllable. Now examine the tableau for k[image: U+0268][image: U+3953].l[image: U+0268].wa, which shows how OT explains the stressing of the epenthetic [image: U+0268] syllable. The candidates to note are [k[image: U+0268].l[image: U+0268].(wá)] in (35d) and [(k[image: U+0268][image: U+3953].l[image: U+0268]).wa] in (35g). This pair provides the evidence for PAR-SY2>>HD-DEP.

	(35) 	Tableau for k[image: U+0268][image: U+3953].l[image: U+0268].wa

		/klwa/	RHTY=T	*CLASH	GW=PW	PAR-SY2	HD-DEP	NON-F	PAR-SY	FT-BIN
		a. k[image: U+0268].(l[image: U+0268].wá)	*!					*	*	
		b. k[image: U+0268].(l[image: U+0268][image: U+3953]).(wà)		*!			*	*	*	**
		c. k[image: U+0268].l[image: U+0268].wa			*!	*			***	
		d. k[image: U+0268].l[image: U+0268].(wá)				*!		*	**	*
		e. k[image: U+0268].(l[image: U+0268][image: U+3953].wa)					*	*!	*	
		f. k[image: U+0268].(l[image: U+0268][image: U+3953]).wa					*		**!	*
	[image: U+261E]	g. (k[image: U+0268][image: U+3953].l[image: U+0268]).wa					*		*	






Another candidate worth noting is [k[image: U+0268].(l[image: U+0268][image: U+3953]).wa] in (35f). This candidate has the same foot parsing as the optimal [t[image: U+0268].(pár).pu[image: U+014B]] in (34g). Note that it is ruled out by PAR-SY.
The central property of Yimas stress–epenthesis interactions – to stress or not to stress syllables with epenthetic nuclei – emerges from PAR-SY2>>HD-DEP>>PAR-SY. Ranking PAR-SY2 above HD-DEP accounts for the stressing of the initial [image: U+0268] syllable, while HD-DEP>>PAR-SY explains why it is not stressed. This analysis is exemplified with two examples. You should test the ranking by constructing tableaux for other forms in (1) through (4).
5. Comparison and evaluation
At the start of this chapter, we identified three aspects that distinguish MT from OT: (a) the derivational vs. non-derivational design; (b) inviolability of rules vs. violability of constraints; and (c) simplicity vs. complexity. This section evaluates MT and OT to see how they compare. We show that OT is superior because of (a) and (b), while the need for more constraints remains a challenge for OT with respect to (c).
The challenge of Yimas stress–epenthesis interactions is that the initial epenthetic [image: U+0268] syllable is both stressed and unstressed. As MT is derivational by design, a derivational analysis of these interactions relies naturally on rules and rule ordering to express patterns and pattern interactions. We showed in section 4.2 that a derivational account calls for two epenthesis rules and the strategic ordering of epenthesis rules with the metrical rules. We pointed out that this account is problematic for three reasons. First, it may be not possible to restrict one epenthesis rule to the forms in (3). Second, it allows unattested syllables. Third, stating epenthesis twice leads to duplication of conditions and loss of generalizations. These problems are caused by a theory that derives phonological outputs through ordered rules. The advantage of OT is that it is non-derivational. It evaluates competing candidates simultaneously as opposed to deriving them sequentially. The candidates with stress on the initial [image: U+0268] syllable – [(t[image: U+0268][image: U+3953].par).pu[image: U+014B]] and [(k[image: U+0268][image: U+3953].l[image: U+0268]).wa] – are directly compared with those without stress on this syllable: [t[image: U+0268].(pár).pu[image: U+014B]] and [k[image: U+0268].l[image: U+0268].(wá)]. The winner is determined by the ranking, specifically, PAR-SY2>>HD-DEP>>PAR-SY. This ranking picks [(k[image: U+0268][image: U+3953].l[image: U+0268]).wa], the candidate with a stressed [image: U+0268] syllable, in one case and [t[image: U+0268].(pár).pu[image: U+014B]], the form without stress on the [image: U+0268] syllable, in another. There is no need for two rules and rule ordering to explain why the [image: U+0268] syllable is both stressed and not stressed. Consequently, it does not suffer from the problems that beset the derivational analysis.
In a derivational theory, phonological rules including the metrical rules of MT are inviolable. They apply only if their structural conditions are met. In this theory, mismatches between what is predicted by rules and what is attested arise from rule ordering. This happens when the outcomes produced by earlier rules are altered by rules that apply after them. In OT, constraints are violable by design. Whether constraints are violated or not depends on their ranking. This difference – inviolability of rules vs. violability of constraints – offers OT an advantage in the analysis of Yimas stress and stress–epenthesis interactions. We stated in section 3 that Yimas stress exhibits two types of seemingly exceptional behaviors. First, mono-syllabic feet must be allowed, even though feet are preferably binary. Second, the only or final syllable of mono-syllabic forms must be stressed, even though final-syllable stress is avoided. These seemingly exceptional behaviors to metrical rules are further bolstered by bi-syllabic forms like t[image: U+0268].mí in (2), which show final-syllable stress. The parse for this form is [t[image: U+0268].(mí)] in violation of the binary and non-final conditions on foot parsing. In addition, the stress–epenthesis interactions provide further evidence for such “exceptional” behaviors. We see that the initial epenthetic [image: U+0268] syllable is not stressed, unless a form has the epenthetic [image: U+0268] in both the first and second syllable, in which case it is stressed. These seemingly contradictory behaviors are particularly challenging for a theory that relies on inviolable rules. They can be accounted for only by attaching additional stipulations to rules or by rule ordering, which brings with it the problems discussed earlier.
In OT, these “exceptional” behaviors are precisely what violable constraints predict. Under OT, the fact that feet are both binary and non-binary arises mainly from *CLASH>>FT-BIN; the fact that the final syllable is both stressed and unstressed results from GW=PW>>HD-DEP>>NON-F; the fact that the initial [image: U+0268] syllable is both stressed and unstressed emerges from PAR-SY2>>HD-DEP>>PAR-SY. What these “exceptional” behaviors share are violable constraints. The claim that FT-BIN, NON-F, and HD-DEP are dominated and violable accounts for non-binary feet, final-syllable stress, and stressed [image: U+0268] syllables in Yimas. OT predicts these seemingly contradictory behaviors, because it utilizes violable constraints.
While OT’s non-derivational design and violable constraints provide clear advantages in the analysis of stress and stress–epenthesis interactions, this OT analysis is achieved at the expense of additional constraints. In Chapter 18, we showed through Choctaw stress that one constraint on the form of iambs is not sufficient. We see here that FT-BIN cannot guarantee bi-syllabic footing. We need *(σσσ). One PAR-SY constraint is not enough. We need PAR-SY2. Moreover, there is a need for more specialized correspondence constraints such as HD-DEP. Whether these additional constraints are justified independently of Yimas, they raise the following question: To what extent does OT offer a constrained theory of phonological patterns? As OT purports to predict the limits to crosslinguistic variations, the necessity for ever more constraints poses a significant challenge for this ambition.
To summarize, this comparison shows that OT has advantages in the treatment of stress and stress–epenthesis interactions and the handling of seemingly exceptional behaviors to metrical rules. While the overall evidence appears in favor of OT, it is not without challenges. Crucially, it must wrestle with the challenge of how to rein in the demand for ever more constraints.
6. Conclusion
This chapter examines stress–epenthesis interactions in Yimas, a pattern interaction problem that shows that stress is both impacted and not impacted by vowel epenthesis. Specifically, the presence of an epenthetic [image: U+0268] can cause stress to shift away from the initial syllable, though stress normally falls on this syllable. At the same time, stress reverts back to the first syllable, if both the first and second syllables of a form have an epenthetic nucleus. A central challenge posed by Yimas is how to explain stress and stress avoidance in forms with epenthetic nuclei. Two analyses are compared here: a derivational analysis consistent with MT’s derivational architecture and an OT analysis. We demonstrate that the derivational analysis calls for two epenthesis rules and the epenthesis [image: U+2192] stress [image: U+2192] epenthesis ordering. One key problem confronting the derivational approach is that a unitary process of epenthesis must be split into two, resulting in duplication and loss of generalizations. This is not a problem for OT, because of its parallel design and violable constraints. In OT, HD-DEP, the constraint responsible for blocking stress on epenthetic nuclei, is crucially sandwiched between PAR-SY2 and PAR-SY. This ranking explains both stress and stress avoidance involving the initial epenthetic [image: U+0268] syllable. This chapter highlights the consequences of MT and OT’s two design features (derivational/non-derivational and inviolable rules/violable constraints) for the analyses of stress–epenthesis interactions.
The central goals of this chapter are to expose you to new stress-related problems and to develop your capability to analyze them. This puzzle from Yimas introduces you to a different problem from those seen in Chapters 17 and 18 and demonstrates how it can be analyzed. The exercises at the end of this chapter provide additional opportunities for you to test the analyses, to reinforce your understanding, and strengthen your abilities to analyze stress. We urge you to take advantage of them to check and advance your understanding and to solidify your analytic and evaluative abilities.

Exercises
Discussion/Reading response questions
Question 1: This chapter analyzes a problem of pattern interactions. Discuss what pattern interacts with what other pattern and illustrate the pattern interactions with Yimas examples. In addition, explain how the rule-based Derivational Theory handles this problem and what problem the Yimas data pose for DT.


Question 2: Discuss how OT accounts for the pattern interactions in Yimas. In your discussion, explain what features of OT lend themselves to pattern interactions of the type seen in Yimas and what challenge it presents for OT.



Multiple-choice/Fill-in-the-blank questions
(1) Section 3.2 presented an optimal-theoretic account of Yimas stress. Let’s see whether this account correctly predicts stress for [(wár.kap).wi] ‘wallaby.’ Which ranking optimizes [(wár.kap).wi] over [(wár.kap).(wì)]? Hint: Use tableaux such as the following to determine the constraint ranking before selecting your choice.


[image: ]



a. NON-F>>PAR-SY

b. GW=PW>>Rightmost

c. NON-F>>ALL-FT-R

d. ALL-FT-R>>ALL-FT-L


(2) Which ranking optimizes [(wár.kap).wi] over [(war.káp).wi]?

a. PAR SY>>ALL

b. Leftmost>>FT BIN

c. RHTY=T>>Rightmost

d. RHTY=T>>RHTY=I


(3) Which ranking/rankings optimizes/optimize [(wár.kap).wi] over [(wár.kap.wi)]?

a. *(σσσ)>>PAR SY

b. *(σσσ)>>ALL FT

c. *(σσσ)>>NON F

d. Both (a) and (b)

e. Both (b) and (c)

f. All three


(4) Complete this tableau for [(wár.kap).wi]. Note that three new candidates – (a), (c), and (e) – are added to highlight some constraints. The sub-optimal [(war.káp).wi] is omitted for space reasons.
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(5) With respect to [(á).wak] ‘star’, which ranking optimizes [(á).wak] over [(á.wak)]?

a. NON-F>>PAR-SY

b. Leftmost>>Rightmost

c. PAR-SY>>FT-BIN

d. RHTY=T>>RHTY=I


(6) Complete this tableau for [(á).wak]. You need to supply the input as well as the candidates that violate *CLASH and GW=PW. Place these two candidates in (a) and (b), respectively.


[image: ]




(7) In analyzing Yimas stress–epenthesis interactions, we showed that the PAR-SY2>>HD-DEP>>PAR-SY ranking is responsible for stressing and failing to stress syllables with epenthetic vowels. Consider /nmpanmara/ [image: U+2192] [n[image: U+0268]m.pán.ma.ra] ‘stomach.’ Which is the optimal candidate, the one with the best metrical parse according to the analysis in section 4.3?

a. (n[image: U+0268]m.pán).ma.ra

b. n[image: U+0268]m.(pán.ma).ra

c. n[image: U+0268]m.(pán).ma.ra

d. (n[image: ]m.pan).(mà).ra


(8) Which pair of candidates shows that HD-DEP must dominate PAR-SY?

a. (n[image: U+0268]m.pán).ma.ra; n[image: U+0268]m.(pán.ma).ra

b. n[image: U+0268]m.(pán).ma.ra; (n[image: ]m.pan).(mà).ra

c. n[image: U+0268]m.(pán.ma).ra; (n[image: ]m.pan).(mà).ra

d. n[image: U+0268]m.(pán).ma.ra; n[image: U+0268]m.(pán.ma.ra)


(9) Consider /tmpna[image: U+028A]kwan/ [image: U+2192] [t[image: ]m.p[image: U+0268].nà[image: U+028A]k.wan] ‘sago palm (sp).’ Which is the optimal candidate, the one with the best metrical parse according to the analysis in section 4.3?

a. t[image: U+0268]m.p[image: U+0268].(ná[image: U+028A]k).wan

b. (t[image: ]m).p[image: U+0268].(nà[image: U+028A]k).wan

c. (t[image: ]m.p[image: U+0268]).(nà[image: U+028A]k.wan)

d. (t[image: ]m.p[image: U+0268]).(nà[image: U+028A]k).wan


(10) Which pair of candidates shows that HD-DEP must be dominated by PAR-SY2?

a. (t[image: ]m.p[image: U+0268]).(nà[image: U+028A]k).wan; t[image: U+0268]m.p[image: U+0268].(nà[image: U+028A]k).wan

b. (t[image: ]m).p[image: U+0268].(nà[image: U+028A]k).wan; (t[image: ]m.p[image: U+0268]).(nà[image: U+028A]k).wan

c. (t[image: ]m.p[image: U+0268]).(nà[image: U+028A]k).wan; t[image: U+0268]m.p[image: U+0268].na[image: U+028A]k.wan

d. t[image: U+0268]m.p[image: U+0268].(nà[image: U+028A]k).wan; (t[image: ]m.p[image: U+0268]).na[image: U+028A]k.wan



Problems for analysis
(11) Problem 1: Additional data of stress–epenthesis interactions in Yimas
We present here additional forms that illustrate how epenthesis impacts stress assignment in Yimas. Shown in (I) are the forms with an epenthetic nucleus in the initial syllable, while those in (II) have an epenthetic vowel in at least the first two syllables.

	I. 		a.	2	/tka[image: U+026A]/	[image: U+2192]	t[image: U+0268].ká[image: U+026A]	‘nose’
	b.	3	/tmarma[image: U+014B]/	[image: U+2192]	t[image: U+0268].már.ma[image: U+014B]	‘possum’




	II. 		a.	2	/m[image: U+0272][image: U+014B]/	[image: U+2192]	m[image: ].[image: U+0272][image: U+0268][image: U+014B]	‘tongue’
	b.	3	/kl[image: U+014B]pa[image: U+014B]/	[image: U+2192]	k[image: ].l[image: U+0268][image: U+014B].pa[image: U+014B]	‘worm’
	c.	4	/t[image: U+014B]kntkn/	[image: U+2192]	t[image: ][image: U+014B].k[image: U+0268]n.t[image: U+0268].k[image: U+0268]n	‘heavy’
	d.	5	/kntkcki/	[image: U+2192]	k[image: ]n.t[image: U+0268].k[image: U+0268].c[image: ].ki	‘bird (sp)’
			/t[image: U+014B]kmp[image: U+0272]awa/	[image: U+2192]	t[image: ][image: U+014B].k[image: U+0268]m.p[image: U+0268].[image: U+0272]à.wa	‘wild fowl’





Examine these forms and consider if the analysis in this chapter can account for them and, if not, what needs to be changed. Address the following points in your analysis.

a. Compare the forms in (I) and (II) with those in (2) and (3) of this chapter. Identify the differences in stress assignment, if any exists, and determine what causes the differences.

b. Determine if the ranking in (31) can account for the forms in (I) and (II). What problem, if any, do (I) and (II) pose?

c. Propose a modified analysis, if modifications are necessary. Demonstrate how this modified analysis accounts for (I) and (II) as well as (2) and (3).


(12) Problem 2: Stress of English nouns
The patterns of English stress are quite complex. The data presented here illustrate primary stress assignment in selected English nouns only.
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Construct two analyses of primary stress assignment in these English nouns. Consider these points.

a. These forms partition into two sets with respect to stress. Sort them into two sets. Determine the causes for different stress placements and state the patterns of stress.

b. Identify the properties of English stress with respect to directionality, quantity-sensitivity, rhythm type, extrametricality, etc.

c. Develop an account of stress in these English nouns using Metrical Theory. State the rules for stress assignment and demonstrate the analysis with derivations.

d. Develop an account of stress in English nouns using Optimality Theory. Identify the constraints and determine the constraint ranking. Demonstrate the analysis with tableaux.

e. Compare the two analyses and determine whether there is any evidence for or against either analysis.


(13) Problem 3: Hungarian stress
Problem 4 in Chapter 17 introduced some stress data from Hungarian. Re-examine these forms and propose an optimal-theoretic analysis. Address these points in your analysis.

a. Hungarian has four levels of stress: primary, secondary, tertiary, and unstressed. The languages analyzed in Chapters 18 and 19 have three levels of stress: primary, secondary, and unstressed. The interaction of LEFTMOST and RIGHTMOST accounts for primary stress assignment, while constraints such as PAR-SY, FT-BIN, and WSP are responsible for secondary stress assignment. Determine if these constraints are sufficient to account for four levels of stress in Hungarian and if not, what additional constraints are needed.

b. Construct an OT analysis of Hungarian stress. Demonstrate your analysis with examples.

c. Compare your OT analysis with the metrical analysis you developed in response to Problem 4 in Chapter 17. Determine if there is any advantage to either analysis.


(14) Problem 4: Stress–tone interactions in Ayutla
The data in (I) through (IV) come from Ayutla, a Mixtec language. They illustrate another type of interaction between stress and other phenomena, tone in this case. Ayutla has H, M, and L tones, marked here by [image: ], ¯, and `, respectively. According to de Lacy (2002: 2), from which the Ayutla data are taken, stress is assigned in accordance with the four principles in (I):

a. Stress the leftmost H-toned syllable immediately followed by a L-toned syllable;
b. Else stress the leftmost H-toned syllable;
c. Else stress the leftmost M-toned syllable immediately followed by a L-toned syllable;
d. Else stress the leftmost syllable.


These four principles are exemplified with the data in (I), (II), (III), and (IV), respectively. In what follows, stress is marked by [image: U+02C8], which is inserted before the syllable that is stressed. In addition, the stressed syllable is highlighted in bold.

	I 		lú.[image: U+02C8]lú.rà	‘he is small’	lù.l[image: U+016B].[image: U+02C8]ú.rá	‘he is not small’




	II 		[image: U+02C8][image: U+0283][image: ].n[image: ].rá	‘he understands’	k[image: U+016B].nù.[image: U+02C8]rá	‘his tobacco’




	III 		t[image: ].[image: U+02C8]k[image: U+0101].t[image: U+0283] [image: ][image: ]	‘whirlwind’	l[image: U+0101].[image: U+02C8][image: U+0283][image: U+0101].rà	‘his orange’




	IV 		[image: U+02C8][image: U+0283]à.tù.[image: ]	‘my trousers’	[image: U+02C8][image: U+0283][image: ].[image: U+0272][image: U+016B].r[image: U+0101]	‘his pineapple’






Examine these Ayutla data and provide two analyses. Consider these points in your analysis.

a. Discuss the properties of stress assignment such as directionality, rhythm type, etc.

b. Develop a metrical analysis of stress assignment in Ayutla. For this analysis, assume that tone is either present or assigned by rules before stress assignment takes place. State the rules for stress assignment and demonstrate the analysis with derivations.

c. Develop an optimal-theoretic analysis of stress–tone interactions in Ayutla. In accounting for the attraction of stress by heavy syllables, we appeal to WSP. In explaining the avoidance of stress on syllables with epenthetic nuclei, we appeal to HD-DEP. It is evident from these forms that certain tones attract stress and others shun stress. Consider what constraints might be needed to explain these tone-sensitive properties of Ayutla stress.

d. Compare the analyses and discuss the pros and cons of either analysis.





Unit 6 Prosodic morphology

In this last unit, we move the investigation from phonological problems to problems of word formation, the domain of morphology. One area of morphological studies, known as prosodic morphology, is concerned with the prosodic shapes of morphological units and how they come about from the ways words themselves are formed. This unit introduces three distinct problems of prosodic morphology and shows how they are analyzed. There are three chapters in this unit. We open with Chapter 20, which introduces a problem from Arabic. In Arabic, the plural forms of nouns referred to as broken plurals surface with a consistent initial shape. In addition, part of broken plurals appears to be correlated to singular stems. This chapter evaluates two analyses of these properties of Arabic broken plurals: the template-and-circumscription account of McCarthy and Prince (1990) and the parafixation-and-transfer account of Hammond (1988). As we show, they present two drastically different views of how Arabic broken plurals are constructed. Then in Chapter 21, we analyze a common word-formation process, that is, reduplication. Reduplication refers to a word-formation process, which constructs new forms of words by copying or duplicating an existing word or part of it and then concatenating it to this word. A crosslinguistic property of reduplication is that the reduplicant, that is, the copy, tends to have a fixed phonological form similar to that of Arabic broken plurals. Using Swati reduplication as an example, this chapter presents the templatic and optimal-theoretic explanations of this invariant property of reduplication. Finally, Chapter 22 juxtaposes two problems that appear on the surface to be totally unrelated: Swati infixing reduplication versus Luganda glide epenthesis. This chapter demonstrates that these two problems – one morphological and one phonological – are driven partially by one requirement of syllables, that is, syllables must have onsets. As a matter of fact, a key claim of prosodic morphology is that word-formation processes such as Arabic broken plurals and Swati reduplication are governed at least partially by principles of phonology. One main investigative focus of prosodic morphology is to uncover the relations between phonology and morphology. These three chapters, together with the exercises that follow, are designed to familiarize you with the issues and concerns of prosodic morphology and develop your abilities to identify and analyze problems associated with Prosodic Morphology.


20 Templatic morphology and Arabic broken plurals

1. Introduction
Up to this unit, we have focused on phonological problems such as distributional restrictions and morphophonemic puzzles such as alternation. Although alternation impacts the phonological forms of words and their internal constituents, the studies of alternation concern the phonological changes caused by morphological processes such as affixation. These phonological changes, while affecting the surface forms of morphological units, generally do not determine how words are formed. Starting from this chapter, we shift our focus away from phonological issues to consider problems of word formation, the central concern of morphology. There is an area of study within morphology that investigates how morphological units take the phonological or prosodic forms they do. This area of morphology is known as prosodic morphology. Prosodic morphology seeks to identify and explain the patterns in how the prosodic shapes of morphological units come about from the ways they are constructed. To illustrate some of the prosodic morphology concerns, we introduce a puzzle from Arabic, in which the plural forms of nouns are built not from concatenating phonological materials to the left or right of the base such as suffixation in English. They appear to be constructed through modifying the base internally, giving rise to the description of this area of study as nonconcatenative morphology. In addition, these broken plurals exhibit a fixed shape, regardless of the base forms from which they are formed. We present two analyses: the template-and-circumscription account of McCarthy and Prince (1990) and the parafixation-and-transfer account in Hammond (1988). Even though both proposals use templates to explain the fixed shape of broken plurals (which leads linguists to describe it as templatic morphology as well), they differ radically in their views of how broken plurals are constructed. Thus, these analyses highlight many of the issues posed by problems of templatic morphology.
This chapter has three objectives. First, it introduces a new type of problem that concerns phonologists and familiarizes you with the issues raised by this type of problem. Second, this chapter showcases two treatments of Arabic broken plurals before the emergence of Optimality Theory (OT). This showcase develops your understanding of some of the history in the analyses of nonconcatenative or templatic morphological problems. This history is crucial to understanding the more recent analyses of similar phenomena via OT. Finally, this chapter develops your ability to analyse problems of templatic morphology. The detailed presentation of the proposals is designed to provide the analytical tools you need to construct your own analyses of similar problems of word formation.
2. The puzzle
This puzzle comes from Arabic, a Semitic language spoken by more than 340 million people in the Middle East and North Africa. The data that form this puzzle are taken mainly from McCarthy and Prince (1990), cross-checked and supplemented with the data from Hammond (1988), McCarthy (1979, 1983), McCarthy and Prince (1986, 1987, and 1995a), and Wright (1971). In Arabic, plural forms are constructed in two ways. One way, referred to as the sound plural, is via the suffixation of the masculine -uun or the feminine -aat. For example, the singular kaatib and kaatib-at ‘writing’ can be pluralized by adding -uun or -aat to form kaatib-uun and kaatib-aat. The second mode of plural formation is described by Arabic grammarians as the broken plurals, which involve internal modification of the singular stems. In spite of its name, the sound plural is not the dominant plural form in Arabic, according to McCarthy and Prince (1990). Most Arabic nouns take broken plurals, including many loans and even some recent ones.
This chapter is concerned with the broken plurals. Broken plurals appear in many different forms. Wright’s (1971) taxonomy lists thirty-one types of broken plurals, which are reclassified into four patterns by McCarthy and Prince (1990). One of the four patterns – and by far the most prevalent – forms the focus of this puzzle. We report below the data illustrating this pattern. In (1), three forms of a noun are presented: the root form and the singular and plural stems. In Arabic and other Semitic languages, consonants often carry the core meaning of a word. They are the only properties that remain unchanged in different forms. Take the word ‘soul’ in (1) as an example. What the singular nafs and plural nufuus share are the consonants in bold. Linguists take this as an indication that the root itself is made up of nfs, which conveys the meaning of ‘soul,’ while the meanings of singularity and plurality are signalled by, among other things, vowels and an additional suffix in some cases such as -at seen in singular stems in (1c) and (1d). Following McCarthy and Prince (1990), we arrange the data according to the prosodic shapes of singular stems. In (1a), for instance, the singular stems are made up of CVCC, while those in (1b) consist of CVCVC. Note that [image: U+045B] and [image: U+0295] represent pharyngeal consonants and [image: ],[image: ], [image: ], and [image: ] denote the emphatic (pharyngealized) consonants.

	(1) 	Arabic broken plurals (McCarthy and Prince 1990: 217)
		Root	Singular	Plural	Gloss
	a.	nfs	nafs	nufuus	‘soul’
		qd[image: U+045B]	qid[image: U+045B]	qidaa[image: U+045B]	‘arrow’
	b.	[image: U+0294]sd	[image: U+0294]asad	[image: U+0294]usuud	‘lion’
		rjl	rajul	rijaal	‘man’
	c.	s[image: U+045B]b	sa[image: U+045B]aab-at	sa[image: U+045B]aa[image: U+0294]ib	‘cloud’
		jzr	jaziir-at	jazaa[image: U+0294]ir	‘island’
	d.	fkh	faakih-at	fawaakih	‘fruit’
		[image: U+0294]ns	[image: U+0294]aanis-at	[image: U+0294]awaanis	‘cheerful’
	e.	xtm	xaatam	xawaatim	‘signet-ring’
		jms	jaamuus	jawaamiis	‘buffalo’
	f.	jndb	jundub	janaadib	‘locust’
		sl[image: ]n	sul[image: ]aan	salaa[image: ]iin	‘sultan’







This unit is concerned with prosodic morphology, an area of morphology that attempts to identify and explain the patterns in word formation, including the prosodic shapes of morphological units. We are concerned here with how Arabic broken plurals are formed. This question entails at least three sub-questions you need to consider: (a) what phonological properties are invariant, that is, shared by the broken plurals in (1); (b) what properties vary; and (c) how the invariant and variant properties of broken plurals are derived. To address the first two questions, you need to examine the broken plurals, in particular, the phonological makeup of broken plurals. To address the third question, you need to consider, among other issues, the question of whether broken plurals are constructed out of roots or singular stems. This requires that the broken plurals be compared with the roots and singular forms to determine what properties remain consistent and what properties vary. These questions are addressed in section 3.
We encourage you, before proceeding there, to inspect the data in (1) yourself and identify the invariant and variant prosodic properties of broken plurals. For this exercise, you can simply list the phonological properties shared by broken plurals or by both broken plurals and corresponding roots or singular stems. The goal is to uncover the properties of broken plurals that need to be explained, not to construct a full-fledged analysis.
3. Patterns of broken plurals
We provide a description of the invariant and variant properties of Arabic broken plurals here. The goals are twofold. First, this description identifies the aspects of broken plurals to be accounted for in an analysis. Second, it addresses the question of whether broken plurals are formed from roots or singular stems.
Let’s first focus on the prosodic shapes of broken plurals in (1) before comparing them with roots and singular stems. Inspection of the forms under the broken plural column reveals one systematic property. This property is highlighted in (2). To save space, we have included only the first form in (1a) through (1f), even though all broken plurals are consistent with the pattern. Now pay attention to the bolded parts of broken plurals to see what they share.

	(2) 		nufuus	‘soul’	sa[image: U+045B]aa[image: U+0294]ib	‘cloud’	xawaatim	‘signet-ring’
	[image: U+0294]usuud	‘lion’	fawaakih	‘fruit’	janaadib	‘locust’





As you can see, they all have the same phonological form, CVCVV. This pattern is all the more remarkable, considering that related roots and singular stems vary in their segmental makeups. For example, the root for the broken plural xawaatim consists of three consonants, xtm, while the root for janaadib has four, jndb. The singular stem corresponding to xawaatim has the CVVCVC form while that of janaadib is made up of CVCCVC. Yet the broken plurals show up invariably with an initial CVCVV.
Now compare the broken plurals with their corresponding roots and singular stems. We stated earlier that one identity between singular and plural stems lies in the consonants, highlighted in bold in (3).

	(3) 			Root	Singular	Plural	Gloss
	a.	nfs	nafs	nufuus	‘soul’
	b.	rjl	rajul	rijaal	‘man’
	c.	xtm	xaatam	xawaatim	‘signet-ring’





This identity has led to the finding that Arabic nominal roots are composed of only consonants, which denote the core meaning of a word, just as Arabic verbal roots comprise only consonants (McCarthy 1981). The meanings of singularity and plurality are signalled by, among other things, vowels in Arabic. In the case of broken plurals, we see that some can have one vowel melody such as u in (3a) or two distinct melodies such as i. . .a or a. . .i in (3b) and (3c). There are broken plurals with other melodies not represented by the data in (1). Even though nufuus and rijaal are both plurals, they take different vowels. There is no particular pattern as to why some show up with one vowel and others with another. For this reason, we can only conclude that plurality can be conveyed by different vowels in different broken plurals. This is clearly a variant property, one to be accounted for only by stipulation. In other words, the plural for each noun must stipulate the vowels it takes.
Apart from the identical consonants, there are other relations that hold of singular and plural stems. One relation is exemplified by (1e) and (1f), each of which includes a pair of data for comparison. We repeat them in (4). Now compare the bolded portions of singular and plural stems to identify the relation.

	(4) 			Root	Singular	Plural	Gloss
	a.	xtm	xaatam	xawaatim	‘signet-ring’
	a’	jms	jaamuus	jawaamiis	‘buffalo’
	b.	jndb	jundub	janaadib	‘locust’
	b’	sl[image: ]n	sul[image: ]aan	salaa[image: ]iin	‘sultan’





One relation lies in the consonants that make up the final syllable. In short, they are identical between singular and plural stems. For example, the final syllable of xaatam has t as the onset and m as the coda. The broken plural xawaatim has the same segments as the onset and the coda of the final syllable. The same identity holds of all of the forms in (4). There is another less obvious relation. Note that the final syllable of singular stems in (4a) and (4b) consists of a short vowel. Their corresponding broken plurals have a short vowel in the final syllable. Now compare these forms with (4a’) and (4b’), which show that if singular stems have a long vowel in the final syllable, their corresponding plurals have a long vowel as well. In other words, the final syllable vowel length of singular stems is retained by broken plurals. Hammond (1988: 253–54) provides other such examples and dubs this and other relations that hold of singular and plural stems as transfer, because it appears that a phonological property of singular stems is carried over or transferred to broken plurals.
A third relation between singular and plural stems is seen in (1c), (1d), and (1e). An example of each is repeated in (5). These forms have an epenthetic consonant, [image: U+0294] in (5a) and w in (5b). According to McCarthy and Prince (1990), [image: U+0294] and w are related, with [image: U+0294] derived from w under certain conditions. Now contrast (5a) and (5b) to see whether you can discover any relation between the epenthesis site and the singular forms.

	(5) 			Root	Singular	Plural	Gloss
	a.	s[image: U+045B]b	sa[image: U+045B]aab-at	sa[image: U+045B]aa[image: U+0294]ib	‘cloud’
		jzr	jaziir-at	jazaa[image: U+0294]ir	‘island’
	b.	fkh	faakih-at	fawaakih	‘fruit’
		xtm	xaatam	xawaatim	‘signet-ring’





We see that the epenthetic consonant appears as the onset of the third syllable in broken plurals if the singular stem has the CVCVVC form in (5a). But if the singular stem has an initial CVVCVC string in (5b), it is inserted in the onset of the second syllable. This relation holds of all the data in (1c) through (1e).
In addition to the vowel length transfer and the correlation between the prosodic shape of singular stems and the epenthesis site in broken plurals, Hammond (1988) and McCarthy and Prince (1990) have identified a number of other relations between singular and plural stems, some of which will be introduced in the exercises. These relations suggest that broken plurals are constructed out of materials supplied by singular stems, not by roots. To see this, consider the transfer of vocalic length in broken plurals in (4). As the roots such as xtm and jms contain no vowel or vowel quantity information, there is no reason why they should determine whether some broken plurals have a short vowel in the final syllable and others a long vowel. Furthermore, without vowels, the roots are essentially of the same makeup, CCC. Consequently, the different epenthesis sites cannot be explained by roots alone. The relations clearly hold of singular and plural stems, a fact that suggests that broken plurals are formed from singular stems.
We raise the issue of whether roots or singular stems are the source of broken plurals in Arabic for the following reason. McCarthy (1981) demonstrates that the different forms of Arabic verbs such as katab-a ‘he wrote’ and kattab-a ‘he caused to write’ are derived from the roots, that is, by mapping the same root consonants ktb directly into different CV templates: CVCVC in the case of katab-a and CVCCVC for kattab-a. This type of phenomenon, referred to in the literature as root-and-pattern or root-and-template morphology, raises the question of whether the different forms of Arabic nouns such as broken plurals are constructed in a similar fashion, that is, out of root consonants. The correspondences identified here between singular and plural stems indicate that broken plurals are generated from singular stems.
To summarize, we have identified four patterns of broken plurals to be accounted for in an analysis. First, they surface consistently with an initial CVCVV string, regardless of the prosodic shapes of corresponding singular stems. Second, the final syllable of singular and plural stems in (4) has the same consonants. Third, the final-syllable vowel length in broken plurals is identical with that of singular stems. Lastly, the epenthesis sites are dependent on the prosodic shapes of singular stems. These are the invariant properties of broken plurals. Apart from these, we have also identified one variant property of broken plurals. We observe that different broken plurals take different vowels or vowel combinations. This suggests that plurality can be marked by different vowels, a fact that must be stipulated for each plural in Arabic.
4. Two analyses of Arabic broken plurals
In this section, we present two pre-OT-based analyses of Arabic broken plurals. One analysis is that presented in McCarthy and Prince (1990), even though parts of this analysis also appeared in McCarthy and Prince (1986, 1987, 1995a). The second analysis comes from Hammond (1988). There are other non-OT-based analyses, that is, McCarthy (1979, 1983). These two analyses are selected for the following reasons. First, they represent two sharply different views of word formation. These analyses contrast not just in how they conceive templates – prosodic vs. CV templates – but also in how broken plurals are formed. Second, these analyses – in particular, McCarthy and Prince (1990) – have a significant impact not only on the treatments of other templatic phenomena such as reduplication, but also on the OT-based analyses to come. Third, these analyses make use of concepts and tools related to those used in the treatments of other phonological phenomena such as syllable, tone, and stress in Unit 3 through Unit 5. Even though problems such as Arabic broken plurals represent significantly different phenomena from those in syllable, tone, and stress, they do not have to be explicated by entirely different theoretical tools. As a matter of fact, close examination of these phenomena reveals a deeper structural connection between prosodic morphology and phonological phenomena. In what follows, we present McCarthy and Prince (1990) first and then Hammond (1988). These two analyses are compared and evaluated in section 4.3.
4.1 The template-and-circumscription analysis
According to McCarthy and Prince (1990), Arabic broken plurals are formed from two parts of a singular stem. To see these parts, consider the relations between corresponding singular and plural stems. These relations are highlighted in (6), which includes an example from (1a) through (1f). Singular stems, shown at the top, are aligned with corresponding plurals at the bottom. The singular and plural stems are each divided into two parts, separated by |. We use connecting lines to draw attention to the parts of singular stems that are identical to those in broken plurals. Note that only the consonants are linked. The vowels, even when they are identical between singular and plural stems, are not. These vowels mark singularity and plurality and happen to be identical, not because they come from the same source.

	(6) 	Relations between singular and broken plural stems
[image: ]




Let’s leave aside for a moment the question of why the stems are partitioned this way. Consider what (6) shows. First, the suffix -at, seen in singular stems in (6c) and (6d), does not appear in corresponding broken plurals. This means that broken plurals are constructed out of melodies supplied by singular stems minus -at. Second, McCarthy and Prince (1990) claim that the invariant CVCVV part of a broken plural is formed out of the materials provided by the portion of a singular stem before |. If so, these singular stem melodies clearly fall short of CVCVV in all cases. Why is it the case that broken plurals show up invariably with CVCVV? This is the result of a template, according to McCarthy and Prince (1990), who show that this template imposes a specific prosodic shape on singular stem melodies, generating the CVCVV string seen in all broken plurals in (1). Third, the second part of a singular stem is identical or nearly identical to that of a broken plural, except for vowels, -at and [image: U+0294]. This identity suggests that broken plurals appear to have retained the melodies of this part of singular stems minus -at as well as the prosodic structure. This, in short, is the gist of the proposal by McCarthy and Prince (1990).
Now consider this analysis in more details, starting with the template. Recall that templates can be characterized in terms of the CV skeleton or in terms of prosodic units such as syllable and foot. McCarthy and Prince (1990) claim that the CVCVV string of broken plurals is essentially an iambic foot or iamb. You might recall from Unit 5 that an iamb is a type of foot that includes a light syllable followed by a heavy syllable. In moraic terms, a light syllable is expressed by one mora μ while a heavy syllable is marked by two μμ. Thus, an iamb can be expressed as [σμ σμμ]IAMB. An iamb is inherently asymmetric in weight, with a light–heavy syllable sequence, which explains why broken plurals start with a light CV syllable followed by a heavy CVV syllable. According to McCarthy and Prince (1990), the plural morpheme is composed of two things: the [σμ σμμ]IAMB template and the vowels. In (7), we provide the representations of the plural morpheme for the six broken plurals in (6). The plural for (6a) and (6b) is shown in (7a); the plural for (6c) through (6f) appears in (7b).

	(7) 	Underlying representations of the plural morpheme
	a.	[σμ σμμ]IAMB	b.	[σμ σμμ]IAMB
		u		a i







According to (7), plurality in broken plurals is marked by the [σμ σμμ]IAMB template, among other things. The template is identical for all broken plurals considered here. The phonological materials supplied by singular stems are mapped to this template. Recall from Chapter 9 that the association to the template is subject to two universal conditions, repeated here in (8).

	(8) 	Conditions on association to a template
	a. 	Template Satisfaction: Satisfaction of templatic constraints is obligatory and is determined by the principles of prosody, both universal and language-specific.



	b. 	Maximization of Association: Associate as many phonological elements as possible.







These conditions insure that the requirements of [σμ σμμ]IAMB are maximally satisfied. These requirements include the mandatory light–heavy syllable sequence – a universal principle – and an obligatory consonant onset for every syllable, which is a language-specific requirement of Arabic. The [σμ σμμ]IAMB template, together with (8), explains why broken plurals surface consistently with the CVCVV form.
Turning now to the part of a singular stem mapped to the template, McCarthy and Prince (1990) claim that this part is not a random string of segments. It corresponds, in all cases, to a prosodically defined constituent. To see this, let’s examine the syllabic structures of the singular stems in (6). Note that the final consonant mora is extrametrical in Arabic, marked by the angle brackets <> in (9).

	(9) 	The syllable structures of the six singular stems in (6)
[image: ]




The bolded parts before |, that is, the melodies mapped to [σμ σμμ]IAMB, correspond to the first two moras. Except for (9c), the melodies selected are quite straightforward. But consider (9c). In this case, the first two moras split the second syllable of the singular stem in the middle, between sa[image: U+045B]a and ab. The initial sa[image: U+045B]a part is what is mapped to the template. The remaining ab, together with its prosodic structure, is retained by the broken plural. Note that ab constitutes a syllable without an onset. The epenthetic [image: U+0294] shows up precisely at this location in this type of broken plural.
Recall from Unit 5 that stress assignment makes use of a foot structure referred to as trochaic feet or trochees. Unlike iambs composed of units of unequal weight, trochees comprise two units of equal weight: either two moras or syllables. In other words, what supplies the melodies to [σμ σμμ]IAMB is identical to a moraic trochee, a foot with two moras. Incidentally, a moraic trochee also corresponds to the minimal word. You might recall that many languages impose a minimal size restriction on content words such as noun, verb, and adjective. A moraic trochee appears universally to be what is required by a well-formed content word. The point here is that the melodies that are carved out of singular stems or “circumscribed” in McCarthy and Prince’s terms do not form a random string. They correspond to a prosodic unit, a moraic trochee, to be precise.
This is important. If what is mapped to the template is random, then the claim that broken plural formation is patterned is seriously undermined. Such an analysis would predict a wide variety of unattested forms. Consider, for instance, the possibility that only na of nafs is mapped to [σμ σμμ]IAMB. We would wrongly predict nuwuufs with an epenthetic w like (1d) and (1e), rather than the attested nufuus ‘soul.’ For this reason, it is vital that the circumscribed portions of singular stems do not constitute random strings. Evidently, they do not. McCarthy and Prince (1990) refer to this aspect of their proposal as prosodic circumscription, because the strings circumscribed for template mapping are defined by prosodic constituents, in this case by a moraic trochee or a minimal word.
Let’s consider the derivations for the broken plurals in (10). For space reasons, we provide the illustrations for four broken plurals: (6a), (6c), (6e), and (6f). We encourage you to construct the derivations for (6b) and (6d) yourself as practice. The inputs to broken plural formation are provided in (10), which include the melodies supplied by singular stems and the [σμ σμμ]IAMB template and vowel melodies supplied by the plural morpheme. Note that in McCarthy and Prince’s account, the vowels from singular stems are represented on a different tier as they represent a separate morpheme, namely, the singular morpheme. Following McCarthy and Prince (1987), long vowels such as aa of xaa in (10c) are represented by linking the melody a to one mora, which distinguishes it from a short vowel with no mora linked to it.

	(10) 	Inputs to broken plurals
[image: ]




According to McCarthy and Prince (1990), the singular stem melodies are mapped to the template in accordance with the Association Conventions seen in analyses of syllable and tone, whereby the melodies are associated, one at a time from left to right. This results in the outcomes below. Note that new associations are highlighted by dotted lines in (11) and in the derivations that follow.

	(11) 	Associate the singular stem melodies to the template
[image: ]




Note that a short vowel is linked to one mora while a long vowel such as aa of xaa is associated to two.
At this point, the templatic portions of broken plurals are concatenated to the left of what remains out of singular stems, the portion not mapped to the template. In other words, the forms in (11) are prefixed to the second part of a singular stem, yielding the forms in (12).

	(12) 	Prefix the templatic portion to what remains out of a singular stem
[image: ]




Recall that the part of the singular stem to which [σμ σμμ]IAMB is prefixed is not affected by the template. Thus, it retains not only the segmental melodies but also the prosodic structures. This operation gives rise to a final light syllable in (12c) and a heavy syllable in (12d), which accounts for the preservation of vowel length by broken plurals. Note also that an onset is missing in the third syllable in (12b) and the second syllable in (12c). This is precisely where the epenthetic w is inserted. This analysis succeeds in explaining the two transfer effects: vowel length and the relation between the epenthesis site and singular stems.
Clearly, broken plurals show up with their own vowel melodies. To accomplish this, McCarthy and Prince (1990) propose an operation, which links and spreads the first vowel melody of the plural morpheme to the moraic slots of the template. This linking-and-spreading operation takes place from left to right and is feature-changing in that it replaces the original vocalic melodies associated to these moras. In addition, the second vowel from the plural is linked and spread to the moras of the last syllable, resulting in (13).

	(13) 	Melodic overwriting
[image: ]




McCarthy and Prince (1990) call this operation melodic overwriting, because the melodies of singular stems are replaced or overwritten by those from the plural.
Finally, the forms in (13b) and (13c) undergo glide epenthesis, a rule formulated by McCarthy and Prince (1990: 249) as Consonantal Default Rule in (14).

	(14) 	Consonantal Default Rule: [image: U+2205] [image: U+2192] w, when required by syllable well-formedness




This rule inserts w when required by syllable structures. Arabic syllables require an onset. This means that w is inserted in syllables with missing onsets. Consonantal Default Rule generates the outcomes below.

	(15) 	Consonantal Default Rule
[image: ]




We mentioned earlier that the inserted w in the second form of (15) undergoes an additional rule, which turns it into [image: U+0294] under certain conditions. This step of the derivations is not shown in (15).
In short, this analysis correctly predicts the surface forms of broken plurals, shown at the top in (15). On the surface, this view of broken plural formation seems to represent a radical departure from the familiar morphological processes such as affixation and compounding. These word-formation processes involve concatenating one morpheme with another and are thus lumped under the term of concatenative morphology. Clearly, the formation of Arabic broken plurals, as analyzed here, is not completely concatenative, leading to such labels as non-concatenative or templatic morphology. In this analysis, broken plurals involve not just a concatenative operation but also a parsing of singular stems into two parts and a template-mapping operation, which together explains the shape invariance in broken plurals. Despite these formal differences, this analysis reveals deeper structural similarities to other phonological and morphological processes. The parsing of singular stems and the iambic template make use of prosodic units well established in analyses of stress systems. Moreover, as McCarthy and Prince argue, the prosodic circumscription of base forms, template mapping, and melodic overwriting are needed in the analysis of infixation and reduplication (some of these data are introduced in the exercises). To the extent that these mechanisms are independently motivated, it provides a strong argument in support of the template-and-circumscription view.
4.2 The parafixation-and-transfer analysis
Hammond (1988) views the formation of broken plurals as parafixation, which is short for parallel affixation. The key objective of the parafixation account is to explain the transfer of properties dependent on singular stems such as vowel length and the epenthesis site. The theory of parafixation was first developed by Clements (1985) to provide an account of transfer effects in reduplication. Hammond (1988) extends it to broken plurals, arguing that transfer in broken plurals can be explained in a similar fashion. Like McCarthy and Prince (1990), Hammond (1988) proposes that the shape invariance of broken plurals results from a template. But he differs in how he characterizes the template, which takes the form of CVCVVCVVC. In Hammond’s (1988) account, broken plurals are also constructed out of singular stems, not out of root consonants alone. But this is where the two analyses cease to be identical. Unlike prefixation or suffixation, which affixes a morpheme either to the left or right of a base, Hammond (1988) proposes parafixing the plural CVCVVCVVC template to singular stems.
To see this in graphic forms, consider the representations in (16), which, for easy comparison, use the same four broken plurals. The singular stems, together with their CV structures, are shown at the top. The CVCVVCVVC template supplied by the plural is placed in a parallel to each singular stem, appearing underneath singular stems, not to their left or right. In addition, the plural morpheme supplies the vowel melodies placed at the bottom.

	(16) 	Parafixation of the plural template and vowel melodies to singular stems
[image: ]




Association to the template starts at the left edge and proceeds rightward. This association is driven by singular stems, meaning that the singular stem is scanned first. If a singular stem has an initial C, as it is the case for all forms in (16), this C is linked then to the leftmost C of the template. Template mapping then scans the next segment of singular stems, which happens to be a V. This V looks for and links to the first V of the template. Association continues in this manner until all singular C’s and V’s are linked to the plural template. We show in (17) the results of this left-to-right template mapping operation.

	(17) 	Associate singular stem melodies to the plural template
[image: ]




We see here that template mapping results in the skipping of some templatic positions such as the second and third V’s by the final s of nafs. This is caused by the fact that a C is associated only to a C slot of the template and a V to a V slot. In the case of (17c), this results in the skipping of the second C of the template. This C has no melody. Note that this is exactly where w is inserted in some broken plurals.
Following the association of the singular C’s and V’s to the template, the plural vowel melodies are mapped to the template. The first vowel is linked to the first V position of the template and then spreads to the next two V’s, while the second plural vowel is linked to the last two V slots. This aspect of template mapping is identical to that of McCarthy and Prince (1990).

	(18) 	Link and spread the plural vowels to the template
[image: ]




Recall that the broken plural related to xaatam is xawaatim, with a short vowel in the final syllable. The representation in (18c), with i linked to the two V’s, predicts a long ii. To derive the short vowel, Hammond (1988) proposes a V deletion rule.

	(19) 	V Deletion
[image: ]




This rule deletes a V of the plural template under three conditions: (a) it must be the final V marked by _ C], with the right bracket signalling the right edge; (b) it must be preceded by another V to prevent this rule from targeting the V in . . .CVC]; and (c) this V must not be linked to the singular stem, marked by the crossed vertical line. This last condition prevents deletion from erasing the final V in (18d), as it is linked to the singular stem. Applying V Deletion, we see that it removes the final V in the first three forms in (20).

	(20) 	V Deletion
[image: ]




The transfer of singular stem melodies to the plural template takes place at this point. This transfer follows these procedures. First, the plural vowel melodies linked to the template override those from singular stems. This means that even if a template V is linked to a singular stem melody, as is the case in (20a), the surviving melody is that of the plural, u in the case of (20a). Second, if a template position is linked to a particular singular stem melody, then that melody is transferred to the corresponding C or V of the plural template. In other words, the associations between singular stems and the plural template determine what is transferred to the plural template. In (21), we illustrate the results of the transfer, which removes the CV structures of singular stems, retaining only the melodies. As plural vowel melodies override those of singular stems, only singular consonant melodies remain.

	(21) 	Transfer singular stem melodies to the plural template
[image: ]




Now consider (21b). The broken plural of this form shows up as sa[image: U+045B]aa[image: U+0294]ib, with b in the final position and the epenthetic [image: U+0294] in the third C. The representation in (21b) predicts b in the third C. This is incorrect. To remedy this, Hammond (1988) proposes the rule in (22).

	(22) 	Final C Re-association
[image: ]




This rule deletes the association line between the final consonant melody and the plural template and then re-associates it to the final C (marked by the right bracket) of the template. This operation results in (23).

	(23) 	Final C Re-association
[image: ]




To insert the glide, Hammond appeals to the rule in (24), which inserts w into an empty C of the template (marked by the circle around c), that is, a C that has no melody.

	(24) 	Glide epenthesis
[image: ]




The application of Glide Epenthesis produces the results in (25).

	(25) 	Glide Epenthesis
[image: ]




This analysis predicts the correct surface forms for xawaatim and salaa[image: ]iin in (25c) and (25d). Once w undergoes the w [image: U+2192] [image: U+0294] rule in (25b), the desired outcome, sa[image: U+045B]aa[image: U+0294]ib, is also derived.
The problem with the parafixation-and-transfer account lies in (25a). Depending on what we assume to be the vowel or vowel melodies supplied by the plural, this analysis predicts results that do not match the surface outcome, nufuus. If we assume that the plural supplies only one vowel melody, that is, u, then the analysis predicts nufuuws. If we assume that the plural provides two vowel melodies u. . .i, then it predicts nufuuwis. As neither outcome is correct, additional rules are needed to remove the excess segments. This problem is limited not just to (25a), that is, the first form in (1a). It applies to all of the forms in (1a) and (1b). We encourage you to determine what outcomes this account predicts for these forms. The data such as (1a) and (1b) are dismissed by Hammond (1988) as unpredictable. But this is clearly not the case, as McCarthy and Prince (1990) demonstrate.
4.3 Comparison and evaluation
There are clearly differences between McCarthy and Prince’s (1990) template-and-circumscription analysis and Hammond’s (1988) parafixation-and-transfer account. Some of these differences are obvious. One is the characterization of templates in prosodic vs. CV terms. A second difference lies in what is mapped to the template. In the template-and-circumscription account, only a portion of singular stems, the part circumscribed by a moraic trochee, is mapped to the template while the entire singular stem undergoes template mapping in the parafixation-and-transfer account. These differences are formal in nature, necessitated by the different theories. Consequently, they cannot be used to judge whether one analysis is superior to the other. The question is whether there are substantive differences that favor one proposal over the other. The answer is affirmative. We consider three in this section.
One key difference lies in the empirical coverage, the extent to which these proposals account for the broken plurals in (1). We demonstrated earlier that the parafixation-and-transfer account cannot generate the forms in (1a) and (1b) without additional rules. Hammond (1988) dismisses these broken plurals as unpredictable. But they are clearly not. They emerge predictably from the same template mapping and circumscription operations as other broken plurals in (1). As (1a) and (1b) represent more than 741 broken plurals according to McCarthy and Prince (1990: 216), the template-and-circumscription proposal is significantly superior in its ability to handle these cases.
A second difference is related to the handling of transfer effects by the two analyses. In the template-and-circumscription analysis, the two transfer effects result from one mechanism: prosodic circumscription. Prosodic circumscription parses singular stems into two parts: the part that is mapped to the iambic template and the part that is not. Vowel length transfer emerges from the part that is not subjected to template mapping, as it should, because this part’s prosodic structure is unaffected. Prosodic circumscription is also responsible directly for the dependence of the epenthesis site on singular stems, which causes an onsetless syllable in all cases involving epenthesis. The parafixation-and-transfer account, in contrast, derives the transfer effects from two unrelated mechanisms. Consider the transfer of vowel length. The final long vowel of salaa[image: ]iin is derived from the template, the bolded VV of the CVCVVCVVC template. The final short vowel of xawaatim, on the other hand, results not from the template but from V Deletion, illustrated by the derivations in (20). Similarly, the correlation between epenthesis site and singular stems is also explained by two separate mechanisms: template mapping illustrated in (17) and Final C Re-association exemplified in (23). Why does this matter? They matter, because the very transfer effects, which this account is designed to explain, are not explained by parafixation and transfer alone. Some of these effects rely on additional rules. In other words, they depend on stipulations, which not only increase the complexity of the analysis but also weaken the claim that these transfer effects are predictable. Under this account, transfer is an accidental effect of unrelated mechanisms that happen to produce the observed surface effects. Moreover, this account of transfer in broken plurals varies significantly from that of reduplicative transfer in Clements (1985), in whose account parafixation is sufficient by itself.
This problem stems from two claims of the parafixation-and-transfer account. First, the whole of a broken plural has an invariant shape, defined by a uniform CVCVVCVVC template. Second, the template is defined by the CV skeleton. As a result, the template must be of maximal size in order to accommodate all broken plurals. We have shown that as a whole, broken plurals are not invariant; only their initial CVCVV strings are. Moreover, not all broken plurals are of the maximal size. Some broken plurals have only two syllables, while others have three. Imposing a uniform template of the maximal size results in the need for V Deletion in some cases. Furthermore, the availability of the final extra VVC of CVCVVCVVC makes Final C Re-association possible in (23a), which incorrectly predicts glide epenthesis.
The third and final difference concerns the extent to which the two proposals are independently motivated, that is, supported by other phonological and morphological problems. We pointed out at the end of section 4.1 that the template-and-circumscription analysis makes use of ingredients that are indispensable to accounts of stress, infixation, and reduplication (see McCarthy and Prince (1986, 1995a) to see how the template-and-circumscription analysis explains infixation and reduplication). The same, however, cannot be said about the parafixation-and-transfer account of broken plurals. Even though this account is modeled after the proposal for reduplication in Clements (1985), there are substantive differences that separate the two. We have pointed out one difference: transfer in broken plurals is not the result of parafixation alone as is reduplicative transfer in Clements (1985). There are three other differences. First, the parafixation account of reduplication involves linearization, a procedure that places the reduplicated affix to the left or right of the base to explain the final outcomes of reduplicated forms. Hammond’s account of broken plurals does not. Second, the CV structure of the base is not removed in accounts of reduplication. But in the analysis of broken plurals, the removal of the CV structures of singular stems is essential. Finally, the mapping of singular stems to the broken plural template follows a procedure different from that for reduplication, which associate the vowels first and then consonants. As McCarthy and Prince (1990) point out, these differences suggest that the parafixation account of broken plurals is similar more in name than in substance to the parafixation account of reduplicative transfer. Thus the parafixation-and-transfer account of Arabic broken plurals must be judged on its own merits. In short, it is not independently motivated, unlike the template-and-circumscription account.
In short, the template-and-circumscription account is superior because of its empirical coverage, its ability to handle transfer via one mechanism, and its independent motivation. But as McCarthy and Prince (1994, 1995b) point out, the template-and-circumscription account leaves some key questions unanswered. For instance, even though this account can derive the invariant initial CVCVV string, it does not address the question of why the template has the form it does. In other words, what is so desirable about the iambic form? We will address some of these questions when we analyze reduplication in the next chapter. Readers interested in these questions and the answers offered should consult McCarthy and Prince (1994, 1995b).
5. Conclusion
This chapter is concerned with prosodic morphology, a branch of morphology that studies the phonological shapes of words and their internal units. As the focus of this chapter, we examined a templatic morphological problem seen in a dominant sub-type of broken plurals in Arabic. Our examination reveals a number of patterns in broken plurals, including their initial, invariant CVCVV string and dependence on the prosodic properties of singular stems. Two analyses are presented and juxtaposed here, which represent two radically different views of how the prosodic shapes of broken plurals come about. One proposal takes the view that these broken plurals are constructed out of two parts of singular stems: a part that is subject to template mapping and a part that is not. These two parts are then joined to form broken plurals, following template mapping. The second proposal claims that the entire singular stem is associated to a CVCVVCVVC template, which is parafixed to a singular stem. Singular stem melodies are then transferred to this template in accordance with the associations. But to explain the prosodic shapes of some broken plurals, this account has to rely on rules such as V Deletion and Final C Re-association.
We present these pre-OT analyses for a number of reasons. First, this presentation introduces part of the history leading up to the current OT-based accounts of problems like broken plurals. Even though the two proposals have both been abandoned in favor of OT-based treatments, the key insights, especially those of the template-and-circumscription account, continue to influence more recent optimal-theoretic analyses of similar phenomena. These insights include the characterization of shape invariance and domains of circumscription in prosodic units such as iamb and trochee rather than via the CV skeleton. Second, we discussed in Chapter 9 some problems associated with defining syllables in CV forms. This chapter continues the discussion by highlighting some issues in CV-based analyses of templatic problems. This discussion develops your understanding of why current accounts of templatic morphology as well as phonological problems such as syllable and tone have mostly eschewed the CV-based view in favor of the prosodic view. Lastly, this chapter is designed to develop your ability to analyze templatic problems. This ability can only be developed by engaging in direct analyses. It is the intention of this chapter to present some of the models you can follow in constructing your own analyses. We hope that you will use the problems introduced in the exercises to develop your own analyses and consider the issues raised by both models.

Exercises
Discussion/Reading response questions
Question 1: This chapter presents two analyses of Arabic broken plurals, one of which is based on the template-and-circumscription theory. Explain in your own words how Arabic broken plurals are formed according to this theory. In addition, discuss one advantage of this account over the parafixation-and-transfer account.


Question 2: This chapter presents two analyses of Arabic broken plurals, one of which is based on the parafixation-and-transfer theory. Explain in your own words how Arabic broken plurals are formed according to this theory. In addition, discuss one problem with this account.



Multiple-choice/Fill-in-the-blank questions
(1) Section 4.1 presented a template-and-circumscription analysis of Arabic broken plurals. To reinforce your understanding, let’s consider the derivations for [image: U+0294]usuud ‘lions,’ fawaakih ‘fruits,’ jawaamiis ‘buffalos,’ and janaadib ‘locusts,’ which come from [image: U+0294]asad, faakih-at, jaamuus, and jundub. We have provided the inputs for [image: U+0294]usuud and fawaakih. Now complete the inputs for jawaamiis and janaadib, that is, supply the melodies to be mapped to the template in (c) and (d). Hint: Review section 4.1.
[image: ]


(2) Now associate the singular stem melodies to the template. Signal new associations with dotted lines.
[image: ]


(3) Prefix the templatic portion to what remains out of the singular stem.
[image: ]


(4) Apply Melodic Overwriting and Consonant Default Rule. Write the predicted outcomes below.
[image: ]


(5) In section 4.2, we presented a parafixation-and-transfer analysis of broken plurals. To see how this analysis works, consider the derivations for [image: U+0294]usuud, fawaakih, jawaamiis, and janaadib. Now associate singular stem melodies to the plural template. Hint: Review section 4.2.
[image: ]


(6) Link and spread the plural vowels to the template. Then apply V Deletion. To signal deletion, cross out the V.
[image: ]


(7) Transfer singular stem melodies to the plural template. Indicate the deleted V by crossing them out.
[image: ]


(8) Apply Final C Re-association and Glide Epenthesis. Indicate the predicted outcomes below.
[image: ]


(9) Counting from left to right in (8), which form is problematic for the parafixation-and-transfer account?

a. 1st form

b. 2nd form

c. 3rd form

d. 4th form


(10) Consider qidaa[image: U+045B] ‘arrows’ (from qid[image: U+045B]). What does the parafixation-and-transfer account predict?

a. qidaa[image: U+045B]

b. qiwaad[image: U+045B]

c. qidaaw[image: U+045B]

d. None of the three



Problems for analysis
(11) Problem 1: Consonant transfer in Arabic broken plurals
As support for his parafixation-and-transfer account, Hammond (1988: 254) reports that there is a relation between consonants in singular stems and those in corresponding broken plurals, as exemplified by the highlighted consonants in (I) through (III). In addition, he suggests that the broken plurals of reduplicated roots exhibit similar properties of consonant transfer, as the forms in (IV) show.


		Roots	Singular	Plural	Gloss
	I.	/nwr/	nuwwaar	nawaawiir	‘white flowers’
		/fq[image: U+0295]/	fuqqaa[image: U+0295]-at	faqaaqii[image: U+0295]	‘bubble’
	II.	/jlb/	jilbaab	jalaabiib	‘a type of garment’
		/s[image: U+0294]b/	su[image: U+0294]buub	sa[image: U+0294]aabiib	‘shower of rain’
	III.	/tn/	tinniin	tanaaniin	‘sea monster’
	IV.	/zl/	zalzal-at	zalaazil	‘earthquake’
		/jd/	judjud	jadaajid	‘cricket (zool.)’





Determine whether the two analyses of broken plurals in this chapter can account for consonant transfer. In other words, show via derivations whether and how the analyses can account for these forms and, if not, what needs to be modified. Compare them to see if there is evidence in support of either analysis.


(12) Problem 2: Diminutives in Arabic
McCarthy and Prince (1990: 222) present the diminutive forms in (I) through (VI) in support of the template-and-circumscription analysis. They argue that the formation of Arabic diminutive forms provides further proof for the template-and-circumscription view.


[image: ]



Examine the diminutive forms and analyze them in two ways. Address these points in your analyses.

a. Describe how the diminutive forms of nouns are formed. In your description, identify the key properties of diminutive forms, i.e. the invariant and variant properties. Determine if diminutives are constructed out of roots or singular stems. Compare diminutive forms with broken plurals to determine the similarities and differences.

b. Develop two analyses of Arabic diminutives: a template-and-circumscription analysis and a parafixation-and-transfer analysis. In both analyses, spell out the form of the diminutive, that is, what it consists of in terms of the template and melodies. Describe how diminutive forms are constructed. Demonstrate your analysis with an example from (I) through (VI).

c. Compare the two analyses to determine whether there is support for either analysis of Arabic broken plurals in this chapter.


(13) Problem 3: Ulwa possessives
The data in (I) through (IV), reported in McCarthy and Prince (1995a), illustrate possessive forms in Ulwa, a language spoken on the Atlantic coast of Nicaragua. As usual, dashes mark morphemic boundaries while the acute accent marks stress.


		Base	Gloss	Possessive	Gloss
	I.	bás	‘hair’	bás-ka	‘his/her hair’
		k[image: ][image: U+02D0]	‘stone’	k[image: ][image: U+02D0]-ka	‘his/her stone’
	II.	sú[image: U+02D0]lu	‘dog’	sú[image: U+02D0]-ka-lu	‘his dog’
		ásna	‘clothes’	ás-ka-na	‘his/her clothes’
	III.	saná	‘deer’	saná-ka	‘his/her deer’
		amák	‘bee’	amák-ka	‘his/her bee’
	IV.	siwának	‘root’	siwá-ka-nak	‘his/her root’
		aná[image: U+02D0]la[image: U+02D0]ka	‘chin’	aná[image: U+02D0]-ka-la[image: U+02D0]ka	‘his/her chin’
		arákbus	‘gun’	arák-ka-bus	‘his/her gun’





Provide an analysis of Ulwa stress and possessives. Consider these points in your analysis.

a. Examine stress in both base and possessive forms in Ulwa. Identify the properties of Ulwa stress such as directionality, quantity-sensitivity, rhythm-type, etc. Provide a metrical analysis of stress.

b. Explain how possessives are formed in Ulwa. That is, identify the marker for the possessive, the type of morphological processes involved and describe how possessive forms are constructed out of the base in Ulwa.

c. Analyze Ulwa possessives using the template-and-circumscription theory. Consider if it can be used to account for Ulwa possessives. Determine whether your account of Ulwa possessives provides support for the template-and-circumscription view and, if so, which aspect of this view.


(14) Problem 4: Plurals of Samoan verbs
In Samoan, a Polynesian language of the Samoan Islands, verbs can be pluralized. The data in (I) through (III), which are from Broselow and McCarthy (1983–84: 30) and McCarthy and Prince (1995a: 343), show how verbs are pluralized as well as where stress is placed.


		Verb	Plural	Gloss
	I.	táa	tataa	‘strike’
		túu	tutuu	‘stand’
	II.	nófo	nonofo	‘sit’
		móe	momoe	‘sleep’
	III.	alófa	alolofa	‘love’
		[image: U+0294]alága	[image: U+0294]alalaga	‘shout’
		fanáu	fananau	‘be born, give birth’





Provide an analysis of stress and plural formation in Samoan. Address these questions.

a. Where is stress assigned? How can it be accounted for using the Metrical Theory?

b. How are verbs pluralized? How can the plural forms of Samoan verbs be analyzed via the template-and-circumscription theory? In what way is stress related to the formation of plural forms?

c. Do these data provide evidence for the template-and-circumscription theory? If so, which aspects of this view do the Samoan data provide support for?





21 The emergence of the unmarked and Swati verb reduplication

1. Introduction
In this chapter, we continue to explore problems of prosodic morphology. One morphological process used widely by many languages is reduplication, a word-formation process that relies on repeating or copying a form or part of it and concatenating it to this form. Reduplication varies from language to language. But one unifying characteristic is that the copied portion of a reduplicated form tends to take on a specific shape, even though the base – the form upon which the copy is based – varies in its shape. A central challenge posed by reduplication, like that posed by Arabic broken plurals, is how to explain this invariant shape of reduplicated forms. The data we use to illustrate reduplication come from Swati verbs. Swati verb reduplication is selected for three reasons. First, it involves both base reduction and expansion. Second, Swati reduplication shows up with segments not supplied by the base. Finally, Swati reduplication treats syllables with onsets differently from those without onsets. These characteristics are seen in other languages with reduplication. For these reasons, Swati reduplication illustrates some of the key issues in analyses of reduplication. We present two analyses here. One relies on copying and template mapping, similar in key respects to the template-and-circumscription proposal in McCarthy and Prince (1990). The second proposal looks at reduplication from Optimality Theory (OT). We demonstrate how issues not raised by earlier analyses are asked and addressed in OT-based analyses of reduplication.
This chapter has three key objectives. First, it introduces a new problem of prosodic morphology. As a phenomenon, reduplication exhibits properties that are similar to as well as different from other types of word formation such as Arabic broken plurals. This chapter familiarizes you with reduplication as a word-formation process and its prosodic properties. Second, we show how reduplication is analyzed in OT. Previous chapters underscored the importance of input–output correspondence constraints such as MAX-IO, DEP-IO, and ID-IO. This chapter introduces another type of faithfulness constraint, constraints on the relations between the base and the reduplicant (the copied portion of a reduplicated form). We demonstrate how base-reduplicant (BR) constraints interact with markedness constraints on foot structure and input–output constraints to produce the patterns of reduplication. The third, most important objective is to develop your ability to analyze prosodic morphology problems. By showcasing two analyses, this chapter is intended not just to develop your understanding of how and why views of reduplication have evolved but also to provide the tools you need to construct your own analyses.
2. The puzzle
This puzzle comes from Swati or siSwati, a Bantu language of the Nguni group, spoken by roughly 3 million people in Swaziland and South Africa. Like many Bantu languages, Swati verbs can undergo reduplication, which is used to indicate “a little,” “here and there,” or “from time to time.” In (1), we present the reduplication data, which are taken from Ziervogel and Mabuza (1976) and Downing (1995; 1996). In Swati, a verb stem is composed minimally of the root (also known as the radical) plus a final vowel (FV) suffix. The root carries the core meaning of the verb. The FV suffixes, so called because they appear in final position, include the positive indicative -α, the subjunctive -e, and the negative -i. The stem forms in (1) comprise the root and -α. The data are arranged according to root forms. Presented in (1a) through (1c) are c(onsonant)-initial roots: CVCVC, CVC, and C. V(owel)-initial roots are shown in (1d) through (1f), which are VCVCVC, VCVC, and VC. The reduplicants are highlighted in bold; the melodies that do not come from the base are underlined; the morpheme boundary is marked by the hyphen (-).

	(1) 	Verb reduplication in Swati
		Root form	Stem form	Reduplicated form	Gloss
	a.	CVCVC-	khulum-a	khulu-khulum-a	‘play’
			li[image: U+014B]is-a	li[image: U+014B]i-li[image: U+014B]is-a	‘resemble’
			landzel-a	landze-landzel-a	‘follow’
	b.	CVC-	gob-a	goba-gob-a	‘bend’
			[image: U+026E]al-a	[image: U+026E]ala-[image: U+026E]al-a	‘play’
			tsints-a	tsintsa-tsints-a	‘touch’
	c.	C-	[image: U+026E]-a	[image: U+026E]ayi-[image: U+026E]-a	‘eat’
			m-a	mayi-m-a	‘stand’
			lw-a	lwayi-lw-a	‘fight’
	d.	VCVCVC-	etayel-a	e-taye-tayel-a	‘be accustomed to’
			eyamis-a	e-yami-yamis-a	‘cause to lean against’
			onakal-a	o-naka-nakal-a	‘become spoilt’
	e.	VCVC-	elus-a	e-lusa-lus-a	‘herd’
			elaph-a	e-lapha-laph-a	‘cure’
			esul-a	e-sula-sula	‘wipe’
	f.	VC-	os-a	osa-yos-a	‘roast’
			akh-a	akha-yakh-a	‘build’
			ent-a	enta-yent-a	‘do’






Some changes are made to highlight that the consonants in question are single segments. First, ph, th, ch, and kh, rather than ph, th, ch and kh, indicate aspirated sounds. Second, prenasalized consonants are marked by a superscript (i.e.mb, nt) rather than mb and nd. In Swati, ng represents two separate sounds: [image: U+014B]g in stem-initial position and [image: U+014B] elsewhere. We have replaced ng with [image: U+014B]g and [image: U+014B] accordingly. Third, we use ts, dz, tf, and dv to represent affricates instead of ts, dz, tf, and dv. Fourth, [image: U+0283] and [image: U+0292], which replace sh and zh, represent voiceless and voiced palatal fricatives. Finally, Taljaard, Khumalo, and Bosch (1991: 7) describe hl and dl as voiceless and voiced breathy fricatives with a lateral release. They are represented here as [image: U+026C] and [image: U+026E]. The stems in (1) are composed of the root and the FV suffix -α. Swati verb stems can take derivational suffixes such as the benefactive -el and the causative -is. These derivational suffixes, referred to as extensions in the Bantu literature, can participate in reduplication. In addition, the passive suffix -w can also participate in reduplication (see Kiyomi and Davis (1992) and Downing (1995)). Thus the patterns of reduplication are more complex than what appear above. For the purpose of this chapter, we limit the examination to the data in (1). Additional data will be introduced in exercises and in Chapter 22.
You are urged to examine the reduplicated forms in (1) before proceeding to section 3. Try to describe the patterns of reduplication and develop an analysis by using the template-and-circumscription theory of McCarthy and Prince (1990). Consider these questions. First, determine whether Swati reduplication is prefixal, suffixal, or infixal. That is, where is the reduplicant placed? If Swati reduplication displays traits of more than one, identify the conditions that trigger each type of reduplication. Second, consider the shape of the reduplicant. Is there a pattern? If so, how would you describe it? Lastly, consider the melodies the reduplicants are composed of. Where do they come from? Swati roots can consist of as many as six segments (VCVCVC) and as few as one (C). What happens in each type?
3. A templatic analysis of Swati reduplication
There have been a number of attempts at describing and analyzing Swati reduplication. These attempts include the pre-OT template-based analyses in Peng (1991) and Kiyomi and Davis (1992), both of which are based on the data from Ziervogel and Mabuza (1976). OT-based treatments of Swati reduplication are presented in Downing (1995, 1996, and 1999), who bases her analyses on her fieldwork. In addition, Herman (1996) offers a description of Swati prosodic structures including those evidenced in reduplication on the basis of her fieldwork. This templatic analysis is based mostly on Peng (1991) and Kiyomi and Davis (1992). Apart from the templatic and OT-based analyses, Peng (1991) evaluates an analysis of Swati reduplication on the basis of Steriade (1988). Interested readers are referred to Peng (1991) for the issues with this proposal.
The goals of this presentation are twofold. First, it shows how reduplication is treated via prosodic templates and highlights the relations between reduplication and word-formation processes such as Arabic broken plurals. This presentation demonstrates why phonologists attempt to explain reduplication and processes such as broken plurals using the same model. Second, this presentation addresses some of the problems with the templatic approach, setting the stage for the OT-based treatment.
Let’s start with the patterns of reduplication to be accounted for. One pattern and, by far, the most robust pattern of Swati reduplication is highlighted by the c-initial roots in (2).

	(2) 		a. 		CVCVC-	khulum-a	khulu-khulum-a	‘play’




	b. 		CVC-	gob-a	goba-gob-a	‘bend’




	c. 		C-	m-a	mayi-m-a	‘stand’







The stem in (2a) has three syllables, but the reduplicant surfaces with the initial two. The stem in (2c) possesses one syllable; the reduplicant, nonetheless, shows up with two as well. These data show that the reduplicants are two-syllable long, regardless of the stem size. Note that v-initial roots are consistent with this pattern. This property of reduplication, referred to as shape invariance, should remind you of Arabic broken plurals, whose initial string is always CVCVV. Shape invariance is one reason why linguists seek a unified treatment of reduplication and Arabic broken plurals. Peng (1991) describes cases such as (2a) as base reduction in the sense that the copied base is reduced to form the reduplicant. The case in (2c) is the opposite, a case of base expansion. In (2c) the copied base is expanded by y and i, resulting in a bi-syllabic reduplicant. Data such as (2a) suggest that Swati reduplication is partial, as opposed to complete reduplication, because only part of the longer base is reduplicated.
In addition, the c-initial data in (2) indicate that Swati reduplication is prefixal; the reduplicant is placed before the base. Let’s see whether this is true of v-initial roots in (3).

	(3) 		a. 		VCVCVC-	etayel-a	e-taye-tayel-a	‘be accustomed to’




	b. 		VCVC-	elus-a	e-lusa-lus-a	‘herd’




	c. 		VC-	os-a	osa-yos-a	‘roast’







In (3c), the reduplicant does appear as a prefix. But this is not the case with (3a) and (3b), in which the reduplicants are infixed after the initial vowel. What distinguishes the stem in (3c) from that of (3a) and (3b) is that the former has two syllables while the latter has three or more syllables. Thus, the generalization appears to be as follows. Reduplication is prefixal if the stem is c-initial or is v-initial with two syllables; it is infixal when the stem is v-initial and has a minimum of three syllables.
The third property of reduplication concerns the melodies i and y, highlighted in (4).

	(4) 		a. 		VC-	os-a	osa-yos-a	‘roast’




	b. 		C-	m-a	mayi-m-a	‘stand’







These melodies, described here as base-independent, do not come from the original stems. The base-independent i is seen in the reduplicant in mono-syllabic stems in (4b). This vowel appears to be inserted to ensure that the reduplicant includes two syllables. In addition, we see the base-independent glide y in (4a) and (4b). This glide splits a vowel cluster, implying that Swati may not tolerate adjacent vowels. This generalization is confirmed by (1), which shows no evidence of vocalic clusters. In fact, when vowels do come in contact, one of two things occurs. They may undergo deletion: e.g. u-ya-bala ‘you are counting’ vs. u-y-elusa ‘you are herding’ (Downing 1996: 84). Or if the initial vowel is i or u, it may become a glide: e.g. i-na[image: ]sa ‘drink’ vs. y-osa ‘roast’ (Kiyomi and Davis 1992: 116). Glide formation may not be relevant here. But deletion is clearly an option. The question is why reduplication does not choose deletion to eliminate adjacent vowels. The reason, it appears, is that it would reduce the reduplicant to fewer than two syllables. Thus i and y are both present to guarantee that the reduplicant has two syllables.
We have identified three properties of Swati reduplication: (a) the invariant bi-syllabic shape of the reduplicant; (b) the variation between prefixal and infixal reduplication; and (c) the presence of the base-independent melodies. Let’s see how these properties of Swati reduplication are handled in a templatic approach. Consider shape invariance first. Linguists take this property to be an indication that the reduplicant is templatic in character, meaning that it consists of a template. A template, by definition, is a contentless or empty structure, whose content is derived via association. Recall that the association to the template adheres to two conditions – Template Satisfaction and Maximization of Association – which ensure that the template is maximally filled. The template guarantees a fixed shape, as we see in the template-and-circumscription analysis of Arabic broken plurals.
According to McCarthy and Prince (1986, 1990), templates are defined prosodically. So what prosodic unit do two syllables correspond to? The answer, according to Peng (1991) and Kiyomi and Davis (1992), is a foot. Recall that as a prosodic constituent, a foot requires two elements: two moras or syllables. Swati does not tolerate vowel clusters. Heavy syllables of the form CVV are not allowed. Moreover, Swati, like other Bantu languages, does not have coda consonants. These requirements suggest that a foot must include at least two syllables in Swati, because it does not have feet with a heavy syllable, that is, a syllable with two moras. There are two types of feet: iambic or trochaic. An iamb is inherently asymmetric with a light–heavy syllable sequence. As the second syllable of the reduplicant is light in Swati, Downing (1995) concludes that the reduplicant is a trochaic foot or trochee. We can thus express the reduplicative template as [σ σ]Troc, which signals meanings such as ‘a little.’ The surface forms of reduplicants are derived from copying and associating the copied melodies to the [σ σ]Troc template, which we will explain shortly.
Consider the variation between prefixal and infixal reduplication. Recall that reduplicants are prefixed to the stem if it is c-initial or v-initial with two syllables. Reduplication is infixal if the base is v-initial with three or more syllables. This led Kiyomi and Davis (1992: 121) to propose a rule of extraprosodicity.

	(5) 	Initial V Extraprosodicity: A word-initial vowel of a stem is extraprosodic only if the stem consists of at least three syllables.



This rule targets a word-initial vowel in a stem with more than two syllables, making it invisible to reduplication. C-initial and v-initial stems with two syllables are both exempt from this rule. Note that McCarthy and Prince’s (1990) prosodic circumscription is of no help here. This theory does not recognize an onsetless syllable as a unique prosodic unit. It can only target the initial syllable for circumscription, which would render an initial syllable in any stem inaccessible to reduplication and predict infixation across the board.
Finally, consider y and i, which appear in reduplicated forms to ensure that the reduplicant has two syllables. As these melodies are not supplied by the base or reduplicative template, insertion is the only option. Following Kiyomi and Davis (1992: 122–23), we formulate glide and vowel insertion as follows.

	(6) 	[image: ]



Onset Realization supplies an onset to a syllable missing an onset. It inserts y between two vowels. The rule of i-insertion applies to a syllable with a missing nucleus. Both rules target prosodically empty slots. In this regard, i-insertion differs from Melody Overwrite in Arabic broken plurals (McCarthy and Prince 1990), where the plural vowels are mapped to a template, whether the template has melodies or not.
In (7) through (9), we illustrate how the reduplicated forms are derived using khulu-khulum-α ‘play,’ [image: U+026E]ayi-[image: U+026E]-α ‘eat,’ e-lapha-laph-a ‘cure,’ and akha-yakh-a ‘build.’ To save space, we have collapsed three steps into one in (7). The first step of the templatic analysis is to apply Initial V Extraprosodicity, which targets a v-initial stem with three or more syllables. The stem akh-α in (7d), though v-initial, has two syllables. Hence it is exempt from the rule. But elaph-a ‘cure’ in (7c) does meet the condition. Its initial vowel is marked extraprosodic by the angled brackets <>, which renders it invisible to the operations of reduplication. The second step is to prefix the template [σ σ]Troc to the base, which is placed before lapha in (7c), the part of the base accessible to reduplication. The third step depicted in (7) involves copying the base melodies and placing them before the base. Note that the melodies of the entire base are copied.

	(7) 	Initial V Extraprosodicity, prefixing [σ σ]Troc and copying the base melodies
[image: ]



The copying operation distinguishes reduplication from processes such as Arabic broken plurals. Apart from this, the derivations for reduplication proceed in roughly the same way as for broken plurals. To see this, consider the next step of derivations: associate the copied melodies to [σ σ]Troc. Swati reduplication is prefixal; hence the association starts at the left edge and proceeds rightwards. This left-to-right association generates the outcomes in (8). Note that freshly constructed structures are marked by dotted lines.

	(8) 	Association to the [σ σ]Troc template
[image: ]



In (8a), the first four segments – kh, u, l, and u – are mapped to the template. The remaining m and a are not, because Swati does not allow codas or heavy syllables. Once the four segments are mapped to the template, it is maximally satisfied. In (8b), the association fills only the first syllable. The second syllable remains empty. In (8c) and (8d), the copied segments supply just enough segments to fill up the template.
The final steps are i-insertion and Onset Realization. The rule of i-insertion must apply first because it produces the vowel clusters crucial to Onset Realization.

	(9) 	i-insertion followed by Onset Realization
[image: ]



In (9b), i-insertion supplies the missing nucleus. This rule yields a vowel cluster in the reduplicant. In (8d), copying and association produces a vowel cluster between the reduplicant and the base. Onset Realization applies, yielding (9b) and (9d). Eventually, the unassociated melodies – m and a in (9a) – are erased. Moreover, the initial extraprosodic vowel is rendered visible after reduplication.
Let’s recap how this templatic analysis accounts for the three properties of Swati reduplication. Shape invariance results from the [σ σ]Troc template. In a longer base, the template limits the reduplicant to two syllables, creating the appearance of base reduction. In a shorter stem, the unfilled slots of the template trigger the y- and i-insertions, which expand the copied base to two syllables. Infixing reduplication is accounted for by Initial V Extraprosodicity, making the initial vowel invisible to copying and template mapping. Finally, i and y result from insertion to ensure a bi-syllabic reduplicant. Without i-insertion, the reduplicant would not have two syllables. Without glide insertion, one vowel would undergo deletion, which would also reduce the reduplicants to less than the required size.
This analysis can derive the forms of reduplication. But is it problem-free? Let’s consider this question. There are at least three issues this analysis does not address. One concerns Initial V Extraprosodicity in (7). This rule, while capturing the generalization that infixal reduplication is found only in certain v-initial stems, leaves a number of questions unanswered. First, what makes the first vowel of a v-initial stem special? The initial V forms an onsetless syllable. In contrast, the initial syllable of a c-initial stem consists of CV. The question not addressed is what makes a V syllable – as opposed to a CV syllable – special. Second, not all v-initial stems display infixal reduplication; bi-syllabic stems appear with prefixal reduplication. Why do bi-syllabic stems behave differently? Could this be related to the bi-syllabic requirement of the reduplicant? These questions are not addressed by Initial V Extraprosodicity.
The templatic analysis asserts that the reduplicant is a trochaic foot with two syllables. One cannot help but wonder why the reduplicant prefers bi-syllabicity. Why can’t the reduplicant be tri-syllabic? Moreover, why isn’t the base subject to the same constraint? This analysis does not ask or address these questions. In section 4.3, we introduce evidence that the bi-syllabic requirement is seen elsewhere in Swati, which suggests that what we see in reduplication is not an isolated phenomenon. There is something special about bi-syllabicity. The fundamental question that needs to be raised is why the reduplicant is subject to the bi-syllabic requirement while the base is not.
The rule of i-insertion and Onset Realization identify i and y as insertion targets. But why are i and y selected? Why not other vowels or consonants? In section 4.3, we present evidence, which indicates that reduplication is not alone in its choice of insertion targets. This suggests that the choices may not be random. A question that should be asked is: When a reduplicant includes melodies not dependent on the base, why do these melodies tend to be the ones seen elsewhere? There is a second issue with respect to i and y. Their presence is caused by the reduplicant. But the templatic analysis expresses this causal relation as a chronological relation by ordering the insertions after template mapping. The templatic analysis is a derivational analysis. It expresses pattern interactions as rule ordering. Expressing this relation as rule ordering misses the generalization that the insertions are triggered by the reduplicative template.
4. An optimal-theoretic analysis of Swati reduplication
This section examines Swati reduplication, using OT as the analytical framework. We show how OT accounts for the patterns of reduplication and addresses the issues we raised with the templatic analysis. Section 4.1 introduces the constraints on base-reduplicant relations. In section 4.2, we consider the issue of shape invariance and explain how OT exploits existing constraints on prosody to derive shape invariance in reduplication via the Generalized Template Theory. Unlike the templatic analysis, OT attempts to explain why reduplicants take on the shape they do. Its claim is that this shape is unmarked or desirable prosodically. In section 4.3, we explain why prosodically unmarked forms appear in the reduplicant, but not in the base. Moreover, we provide evidence that neither bi-syllabicity nor the choices of i and y are isolated. They are seen elsewhere in Swati. This analysis focuses on reduplication in c-initial stems. Infixal reduplication in v-initial stems is handled by a separate part of OT. For this and space reasons, we leave the treatment of v-initial stems to Chapter 22.
4.1 Constraints on base–reduplicant relations
Recall that OT relies on two types of constraints to express phonological patterns: markedness and faithfulness. Examples of the latter include MAX-IO, DEP-IO, and ID-IO. These constraints, whose names include an IO ending, express relations between input (I) and output (O). IO constraints require input–output correspondence, which, when ranked high, can ban deletion, insertion, and feature change. The question is: What relations hold between the base and the reduplicant? To answer this question, consider how reduplication differs from affixation. In (10), we highlight the difference by using ku-khulum-α ‘to play’ with the infinitive prefix ku- and khulu-khulum-α ‘play a little’ with the reduplicative prefix khulu-.

	(10) 	Input–output relations in affixation vs. reduplication
[image: ]



An affix is composed of fixed melodies, fixed in the sense that they are not dependent on the form the affix attaches to. Take, for instance, the infinitive prefix. It is ku-, whether affixed to khulum-α or li[image: U+014B]is-α ‘resemble’: cf. ku-khulum-α vs. ku-li[image: U+014B]is-α . With affixes like the infinitive, it makes sense to assume that its input is /ku-/, which can then be compared with its output, as shown in (10a). Reduplication differs from affixation in that there is no such input–output relation. Crucially, the reduplicant is not made up of fixed melodies. It varies, depending on the base: cf. khulu-khulum-α but li[image: U+014B]i-li[image: U+014B]is-α. Consequently, the input for the reduplicant khulu- in (10b) cannot be specified as /khulu-/. The most we can say is that it is reduplicative, symbolized as RED. RED has no segmental content, unlike ku-. As such, the same input–output relation seen in affixation does not hold for the input RED and the output [khulu]. As depicted in (10b), the relation between the base [khulum-a] and the reduplicant [khulu-] exists only at the output level. Thus, base–reduplicant (BR) relations cannot be governed by IO constraints.
To express BR relations, McCarthy and Prince (1994, 1995b) propose a series of reduplicative identity constraints, three of which appear in (11).

	(11) 	Three types of BR correspondence constraints
	a. 		MAX-BR:	Every element of the base has a correspondent in the reduplicant.




	b. 		DEP-BR:	Every element of the reduplicant has a correspondent in the base.




	c. 		ID-BR (F):	Corresponding segments in the base and reduplicant are identical in F.







These constraints are similar to MAX-IO, DEP-IO, and ID-IO, except that they control base–reduplicant relations. Consider MAX-BR, which prefers complete to partial reduplication. (12a) illustrates a hypothetical case of complete reduplication: khuluma-khulum-α. To highlight the BR relations, we align the reduplicant under the base. In complete reduplication, every base segment has a correspondent in the reduplicant, underscored by the lines. But this is not the case with partial reduplication in (12b), in which two base segments, m and a, have no correspondents. Thus partial reduplication violates MAX-BR.

	(12) 	Complete vs. partial reduplication and reduplication with or without base-independent melodies
[image: ]



DEP-BR pertains to base-independent melodies in [image: U+026E]ayi-[image: U+026E]-a ‘eat.’ This constraint bans reduplicants with melodies that do not come from the base. Consider (12c), which depicts [image: U+026E]a-[image: U+026E]-α, with no base-independent melody. In this form, every segment of the reduplicant has a correspondent in the base. In contrast, the insertion of i and y in (12d) results in a reduplicant in which two segments have no correspondents. As Swati allows partial reduplication and base-independent melodies, MAX-BR and DEP-BR can both be violated. Violations are assessed in relation to the number of segments with no correspondents. Each segment without a correspondent counts as one violation. Hence (12b) incurs two violations of MAX-BR; so does (12d) with respect to DEP-BR.
Like MAX-IO and DEP-IO, MAX-BR and DEP-BR demand that a base segment has a correspondent in the reduplicant or vice versa. They do not, however, insist that corresponding segments are identical. This task is left to ID-BR (F), which requires identity between segments. ID-BR (F), like ID-IO (F), is imposed on features (F). For instance, ID-BR (nasal) requires that corresponding segments have the same [nasal] specification. We see from (1) that the base and copied segments are completely identical in Swati reduplication. This suggests that ID-BR (F) is undominated in Swati, because it is always obeyed.
In addition to (11), there are two more conditions that govern the BR relations. To understand the need for them, consider the hypothetical forms of reduplication. (13a) illustrates luma-khulum-α, in which the first two base segments – kh and u – are not copied. (13b) represents khuma-khulum-α, a form in which the two middle base segments – l and u – are not duplicated.

	(13) 	Two hypothetical cases of reduplication.
[image: ]



These forms each incur two violations of MAX-BR like khulu-khulum-α. Neither violates DEP-BR or ID-BR (F). To rule out (13a) and (13b), McCarthy and Prince (1994, 1995b) propose the constraints below.

	(14) 		ANCHORING-BR:	The left (right) peripheral element of the reduplicant corresponds to the left (right) peripheral element of the base.


	CONTIGUITY-BR:	The portion of the base standing in correspondence forms a contiguous string, as does the correspondent portion of the reduplicant.





According to ANCHORING-BR, the first (or last) segment of the reduplicant must also be the first (or last) segment of the base. This constraint is violated by (13a), because its initial l is not the first base segment, kh. CONTIGUITY-BR prefers that the reduplicant copies a continuous string of base melodies. Reduplicants with non-contiguous strings violate this constraint, as is the case in (13b). ANCHORING-BR and CONTIGUITY-BR are not violated by reduplication involving c-initial stems in Swati, as (13) is not attested. In what follows, we focus on MAX-BR and DEP-BR. We do not consider candidates such as (13) as they are easily ruled out by high-ranking ID-BR (F), ANCHORING-BR, and CONTIGUITY-BR.
4.2 Shape invariance and the Generalized Template Theory
Swati reduplicants are bi-syllabic, regardless of the base size. This property of reduplication is taken by pre-OT accounts as an indication that reduplication is templatic, meaning that the reduplicative morpheme includes no more than an “empty shell” called template. Whether defined in CV or prosodic units, the template asserts that the reduplicant has a particular form. It does not explain why this form is preferred. In earlier OT analyses, shape invariance is also accounted for by equating the reduplicant with a prosodic unit. For Swati, this constraint can be expressed as RED=FOOTTROC, which requires that the reduplicant equal a trochaic foot. RED=FOOTTROC is reminiscent of the template, [σ σ]Troc. Both directly assert that the reduplicant must equal a foot. The difference is that RED=FOOTTROC is a constraint, while [σ σ]Troc represents an empty prosodic structure.
As a constraint, RED=FOOTTROC is undesirable, not because it reminds us of the template, but because it does not explain why reduplicants prefer a trochaic foot. For this reason, McCarthy and Prince (1994, 1995b) seek to derive the foot-sized requirement from existing constraints on foot structure. Rather than directly declaring that the reduplicant equals a foot, they prefer to state the constraint on reduplicants in general terms. With respect to Swati reduplication, we can express this condition as R=PW.

	(15) 	R=PW: The reduplicant is a prosodic word (PW).



R=PW implies that reduplicative forms such as khulu-khulum-α ‘play’ and [image: U+026E]ayi-[image: U+026E]-a ‘eat’ are each composed of two prosodic words, with the reduplicant and the base forming their own units.

	(16) 		a.	[khu.lu]PW-[khu.lu.m-a]PW	b	[[image: U+026E]a.yi]PW-[[image: U+026E]-a]PW




Unlike RED=FOOTTROC, R=PW does not assert that the reduplicant is a foot. This follows from the Prosodic Hierarchy, according to which the prosodic word must dominate the foot. In other words, a well-formed prosodic word comprises at least one foot. Recall that the foot, in turn, is subject to FT-BIN, which states that every foot must have two syllables or moras.

	(17) 		FT-BIN:	Feet are binary under syllabic or moraic analysis.




Swati makes no syllable weight distinction, which means that the foot must consist of two syllables. By equating the reduplicant with a prosodic word, R=PW asserts indirectly that it must be bi-syllabic.
This approach derives the foot-sized requirement of the reduplicant from the Prosodic Hierarchy and existing constraints on foot structure like FT-BIN. To see how, consider [image: U+026E]ayi-[image: U+026E]-a ‘eat,’ a form with a mono-syllabic base but a bi-syllabic reduplicant. In (18), we provide a tableau evaluating four candidates against R=PW, FT-BIN, and DEP-BR. In tableaux that follow, we use square brackets [] to mark prosodic words and parentheses () to signal foot structure. A syllable not enclosed by () represents a syllable that is not footed and hence not subject to FT-BIN. We continue to use periods and dashes to mark syllable and morpheme boundaries. The input to the reduplicant is represented as RED, which crucially has no melody.

	(18) 			/RED-[image: U+026E]-a/	R=PW	FT-BIN	DEP-BR
	[image: U+261E]	a. [([image: U+026E]a.yi)]-[[image: U+026E]-a]			**
		b. [([image: U+026E]a)]-[[image: U+026E]-a]		*!	
		c. [[image: U+026E]a]-[[image: U+026E]-a]	*!		
		d. [([image: U+026E]a.[image: U+026E]-a)]	*!		




Let’s start with (18d). In this form, the reduplicant and base syllables are both incorporated into the same foot and prosodic word. As it has no base-independent melody, DEP-BR is not violated. Nor does it violate FT-BIN, because its only foot is bi-syllabic. But it violates R=PW, because its reduplicant [image: U+026E]a- equals only part – not the whole – of prosodic word marked by []. Moving on to (18c), we see that the reduplicant syllable is not footed. Neither is the base syllable, marked by the absence of (). Consequently, FT-BIN is not violated. Though [[image: U+026E]a] in (18c) is itself a prosodic word, this word does not dominate a foot when [[image: U+026E]a] is not footed, as required by the Prosodic Hierarchy. Hence, it violates R=PW as well. The candidate in (18b) represents an improvement by footing the reduplicant syllable. This candidate obeys R=PW. But by footing a mono-syllable, it triggers a FT-BIN violation. As long as we rank R=PW and FT-BIN above DEP-BR, the form with augmentation in (18a) emerges as the winner, even though it incurs two DEP-BR violations. The sub-optimal forms in (18) all have a mono-syllabic reduplicant with no base-independent melody, yet they are ruled out by R=PW and FT-BIN. This comparison underscores why the reduplicant must be bi-syllabic in a form with a base that supplies only one syllable.
We have just shown how high-ranking R=PW and FT-BIN compel expansion of the reduplicant by the i and y insertions. Now consider how OT handles base reduction in longer stems such as khulu-khulum-α ‘play.’ Four candidates are evaluated against the same constraints in (19). The first one is the attested form. The candidate in (19b) assigns the three reduplicant syllables to two feet. The candidate in (19c) differs in that all three reduplicant syllables are gathered into one foot. In (19d), the three reduplicant syllables and three base syllables are placed in one word, with the six syllables parsed into three bi-syllabic feet.

	(19) 			/RED-khulum-a/	R=PW	FT-BIN	MAX-BR
	[image: U+261E]	a. [(khu.lu)]-[(khu.lu).m-a]			**
		b. [(khu.lu)(ma)]-[(khu.lu).m-a]		*!	
		c. [(khu.lu.ma)]-[(khu.lu).m-a]		*!	
		d. [(khu.lu)(ma-khu).(lu.m-a)]	*!		




(19b) and (19c) violate FT-BIN because they each have one non-binary foot. The candidate in (19d) incurs a R=PW violation because its reduplicant does not equal a prosodic word. Like (18d), this reduplicant is only part of a word. These three candidates all involve an exact copy of the base, surfacing with no base reduction and a tri-syllabic reduplicant. But so long as R=PW and FT-BIN dominate MAX-BR, they cannot be optimal. The winner is the form with a bi-syllabic reduplicant in (19a).
This tableau shows how R=PW and FT-BIN can cause partial reduplication. But the analysis is not over yet. You might wonder why the third reduplicant syllable in (19b) cannot be left unfooted, in light of the fact that the final base syllable is unfooted. In other words, why isn’t [(khu.lu).ma]-[(khu.lu).m-a] optimal? This candidate, by not parsing ma into a foot, circumvents the FT-BIN violation. Similarly, why cannot the word boundary be placed between ma and khu in (19d)? That is, why isn’t [(khu.lu)(ma]-[khu).(lu.m-a)] allowed? This output satisfies R=PW because its reduplicant is equivalent to a prosodic word. Both candidates should be superior to (19a). As both have a tri-syllabic reduplicant, we have yet to fully explain why Swati reduplicants end up with exactly two syllables in a longer base.
Recall from Unit 5 that in addition to FT-BIN, two other constraints are critical to foot construction.

	(20) 		a. 		PARSE-SYLLABLE (PAR-SYL):	Syllables are parsed by feet.




	b. 		ALL-FT-LEFT (ALL-FT-L):	Every foot stands at the left edge of the prosodic word.







PAR-SYL in (20a) states that syllables must belong to feet. It creates the push for foot construction, because syllables that are not part of feet are penalized, with each unfooted syllable counting as one violation. According to ALL-FT-L, every foot must be placed at the left edge of a prosodic word. This constraint prefers that a single foot be constructed at the left edge, because building more than one foot in a prosodic word will trigger ALL-FT-L violations. ALL-FT-L violations are determined by the number of syllables separating a foot from the left edge of a word, with each syllable counting as one violation.
Let’s return to the two candidates. In (21b), we evaluate [(khu.lu).ma]-[(khu.lu).m-a], which has two unfooted syllables. As this tableau shows, ranking PAR-SYL above MAX-BR eliminates this outcome.

	(21) 			/RED-khulum-a/	PAR-SYL	MAX-BR
	[image: U+261E]	a. [(khu.lu)]-[(khu.lu).m-a]	*	**
		b. [(khu.lu).ma]-[(khu.lu).m-a]	**!	




We see from (21) that there is definitely an advantage to not copying the final base syllable, as it avoids an additional PAR-SYL violation. With respect to [(khu.lu)(ma]-[khu).(lu.m-a)], a form with the word boundary placed in the middle of the second foot, we see from (22b) that it violates ALL-FT-L.

	(22) 			/RED-khulum-a/	ALL-FT-L	MAX-BR
	[image: U+261E]	a. [(khu.lu)]-[(khu.lu).m-a]		**
		b. [(khu.lu)(ma]-[khu).(lu.m-a)]	*!**	




We arrive at the three ALL-FT-L violations for (22b) as follows. The second foot, (ma]-[khu), triggers two violations because it stands two syllables away from the left edge of the first prosodic word. The third foot, (lu.m-a), incurs one since it is located one syllable apart from the left boundary of the second word. (22a), in contrast, has no ALL-FT-L violation; its two feet, with one foot per word, are aligned perfectly with the left edge. As this comparison shows, ranking ALL-FT-L above MAX-BR eliminates (22b).
We established earlier that R=PW and FT-BIN must dominate DEP-BR. We have just shown that PAR-SYL and ALL-FT-L as well as R=PW and FT-BIN must dominate MAX-BR. Combining these results yields the constraint hierarchy in (23).

	(23) 	R=PW, FT-BIN, PAR-SYL, ALL-FT-L >> DEP-BR, MAX-BR



This ranking, in particular the low ranking of DEP-BR and MAX-BR, is responsible for augmenting the reduplicant with base-independent melodies in a shorter base and reducing reduplicants to two syllables in a longer base. This outcome is achieved with one general constraint on reduplicants, R=PW, and three existing prosodic constraints, FT-BIN, PAR-SYL, and ALL-FT-L, all of which are independently motivated in analyses of stress systems. This view of reduplicants is known as the Generalized Template Theory, so named because it attempts to derive templatic requirements by generalizing constraints on prosody – FT-BIN, PAR-SYL, and ALL-FT-L – to the treatment of shape invariance. Thus, one advantage of this OT analysis is its ability to integrate the constraints on foot construction directly in the treatment of reduplication. By exploiting existing constraints on prosody, this analysis uncovers the hidden relations between prosodic phenomena like stress and morphological problems like reduplication.
4.3 The emergence of the unmarked: the case of reduplicants
We stated at the onset that OT seeks to explain why reduplicants prefer a particular shape, not just account for it. Its central conclusion is that reduplicants assume a particular shape, because this shape is the least marked and, hence, most desirable. We discuss this claim first. In addition, we address the question of why only reduplicants – not the base – are subject to the bi-syllabicity requirement. Finally, we provide evidence that shows that bi-syllabicity and the selection of i and y are not accidental in Swati.
Consider the OT claim that the shape of the reduplicant is unmarked. In Swati, the reduplicant equals a bi-syllabic trochaic foot. Thus, the question is why such a foot is unmarked or desirable. In OT, markedness is determined in relation to constraints. A form is marked with respect to a constraint if it violates that constraint. Conversely, it is unmarked if it does not. The more violations a form incurs, the more marked it is. As the form in question is the foot, the relevant constraints are FT-BIN, PAR-SYL, and ALL-FT-L. So let’s see how the various candidates including the optimal candidate stack up against these constraints.

	(24) 			/RED-khulum-a/	Ft-Bin	PAR-SYL	ALL-FT-L
	[image: U+261E]	a. [(khu.lu)]-[(khu.lu).m-a]		*	
		b. [(khu.lu).ma]-[(khu.lu).m-a]		**	
		c. [(khu)]-[(khu.lu).m-a]	*	*	
		d. [(khu.lu.ma)]-[(khu.lu).m-a]	*	*	
		e. [(khu.lu).(ma)]-[(khu.lu).m-a]	*	*	**




As this comparison demonstrates, copying exactly two syllables, as in (24a), is the best outcome with respect to FT-BIN, PAR-SYL, and ALL-FT-L. Apart from one PAR-SYL violation, which all candidates incur, (24a) incurs no other violation. Now compare this form with the remaining candidates. The candidate in (24b) has a tri-syllabic reduplicant. By copying all three base syllables and not footing the third syllable, (24b) triggers an additional PAR-SYL violation, making it worse than (24a). As (24e) shows, footing this syllable drastically exacerbates the problem, because it violates FT-BIN and ALL-FT-L. The form in (24c) copies only one syllable, a candidate not considered before. It is included to highlight that copying less than two syllables is not an option. This candidate violates FT-BIN. Finally, consider (24d), which parses all three reduplicant syllables into one foot. It is more marked than (24a) with respect to FT-BIN. It is clear that copying two syllables – no more and no less – is the optimal choice, because a bi-syllabic trochee is the best possible foot as judged by the three constraints. In short, Swati reduplicants are bi-syllabic, because a bi-syllabic foot is the least marked foot.
If the reduplicant equals a prosodic word and a prosodic word is ideally a bi-syllabic trochee, how come not all words are bi-syllabic in Swati? In other words, why isn’t the base khulum-α of khulu-khulum-α ‘play’ reduced to two syllables as well? Likewise, why isn’t the base [image: U+026E]-a of [image: U+026E]ayi-[image: U+026E]-a ‘eat’ expanded? That is, why are khulu-khulu and [image: U+026E]ayi-[image: U+026E]-ayi not attested? These candidates raise the question of why only the reduplicant surfaces with an unmarked foot, but not the base. The answer is that the base is different from the reduplicant in one crucial respect. As illustrated in (10b), the input to the base is not melodiless, unlike RED. Consequently, unlike the reduplicant, the base is constrained by conditions on input–output relations such as MAX-IO and DEP-IO. As long as these IO constraints outrank MAX-BR and DEP-BR, changes to the base are not desirable.

	(25) 			/RED-khulum-a/	MAX-IO	MAX-BR
	[image: U+261E]	a. [(khu.lu)]-[(khu.lu).m-a]		**
		b. [(khu.lu)]-[(khu.lu)]	*!*	




	(26) 			/RED-[image: U+026E]-a/	Dep-IO	DEP-BR
	[image: U+261E]	a. [([image: U+026E]a.yi)]-[[image: U+026E]-a]		**
		b. [([image: U+026E]a.yi)]-[[image: U+026E]-a.yi)]	*!*	




In (25b), the deletion of two base segments triggers two violations of MAX-IO. In (26b), the base, as well as the reduplicant, is expanded by y and i, which causes two DEP-IO violations. Note that only the inserted base segments have no input correspondents. The ones inserted into the reduplicant do not violate DEP-IO, because the melodies of the reduplicant cannot be checked with RED, which has no melody.
In short, the base does not show up with unmarked prosodic forms, because it is subject to IO constraints such as DEP-IO and MAX-IO. When these constraints rank high, the base cannot be modified. However, in places where IO constraints are not in control such as the reduplicant, unmarked structures emerge, because they are no longer protected by the IO constraints. They fall completely under the influence of markedness constraints such as FT-BIN, PAR-SYL, and ALL-FT-L, which prefer unmarked forms. McCarthy and Prince (1994) refer to this as the emergence of the unmarked. The ranking schema responsible for the emergence of the unmarked is spelled out in (27).

	(27) 	Ranking responsible for the emergence of the unmarked
	Schema	Input–output constraints,	Markedness constraints	>>	Base-reduplicant constraints
	Examples	MAX-IO, DEP-IO	FT-BIN, PAR-SYL, All-Ft-L	>>	MAX-BR, DEP-BR






When IO constraints and markedness constraints outrank BR constraints, unmarked forms emerge in the reduplicants. High-ranking IO constraints prevent the base from change. But the reduplicant is not protected. It is subject only to markedness constraints, which favor unmarked forms. This explains why not all words are bi-syllabic, why the base in a reduplicated form is not modified and why only the reduplicant manifests unmarked forms.
So far this discussion has focused on the prosodic shape of reduplicants. OT also makes predictions about the kind of melody attested in reduplicants. Reduplicant melodies are potentially subject to three types of constraints on segments: (a) identity constraints on base-reduplicant segments (ID-BR (F)); (b) input–output constraints on segment identity (ID-IO (F)); and (c) constraints on segment markedness. The segments such as i and y in Swati reduplicants do not come from the base; hence, ID-BR (F) cannot prevent these melodies from change. They are not protected by ID-IO (F), either, because RED is contentless. Thus, base-independent melodies are affected only by markedness constraints on segments, which prefer unmarked melodies. In short, OT predicts that base-independent segments should be unmarked as well, and they should be similar to epenthetic segments, which, like base-independent melodies, are not subject to ID-IO (F), either.
Let’s see whether these predictions are borne out in Swati. Consider the data that bears on bi-syllabicity first. Swati, like other Bantu languages, is a tonal language. It does not have phonological stress. Consequently, the desirability of a bi-syllabic trochaic foot cannot be verified through stress. There is, however, evidence from passive and imperative forms of verbs that bi-syllabicity is enforced elsewhere in Swati. Peng (1991: 58–59) points out that a passive verb must be bi-syllabic in Swati. When a passive verb falls short, i is inserted. Consider the forms of simple passives in (28).

	(28) 	Simple passive: evidence for bi-syllabicity
		Root	Stems	Simple passive	Gloss
	a.	val	val-a	val-w-a	‘close’
		esus	esus-a	esus-w-a	‘take away’
	b.	[image: U+026E]	[image: U+026E]-a	[image: U+026E]-iw-a	‘eat’
		ph	ph-a	ph-iw-a	‘give’






In (28a), the passive suffix is realized as -w when attached to a CVC or VCVC root. But when suffixed to a shorter root, it surfaces as -iw in (28b). We can account for this alternation between -w and -iw with the condition that passive forms must be bi-syllabic. The stems in (28a) satisfy this requirement with or without -w. In (28b), the suffixation of -w to a C root would yield a monosyllabic form: i.e. [image: U+026E]-w-α. The insertion of i produces the desired bi-syllabic outcome: cf. [image: U+026E]-i.w-α.
This requirement manifests itself when perfect verbs are passivized as well. Perfect verbs are formed in two ways. They can take a long perfect suffix -ile or a short perfect -e. Both can affix to roots of any size.

	(29) 	Long vs. short perfect
		Root	Long perfect	Short perfect	Gloss
	a.	la[image: U+026C]	la[image: U+026C]-ile	la[image: U+026C]-e	‘throw away’
	b.	la[image: U+026C]ek	la[image: U+026C]ek-ile	la[image: U+026C]ek-e	‘lose’
	c.	[image: U+026E]	[image: U+026E]-ile	[image: U+026E]-e	‘eat’
	d.	ph	ph-ile	ph-e	‘give’






However, when these verbs are passivized, the resulting forms must be bi-syllabic. In (30a) we see that the passive for the long perfect is formed by substituting -iwe for -ile. The short perfect is passivized by adding -w as in simple passives. Curiously, the short perfect passives, [image: U+026E]-w-e and ph-w-e, are not attested, marked by * in (30b).

	(30) 	Passive forms of long vs. short perfect: further evidence for bi-syllabicity
		Root	Passive of long perfect	Passive of short perfect	Gloss
	a.	la[image: U+026C]	la[image: U+026C]-iwe	la[image: U+026C]-w-e	‘throw away’
		la[image: U+026C]ek	la[image: U+026C]ek-iwe	la[image: U+026C]ek-w-e	‘lose’
	b.	[image: U+026E]	[image: U+026E]-iwe	*[image: U+026E]-w-e	‘eat’
		ph	ph-iwe	*ph-w-e	‘give’






The lack of [image: U+026E]-w-e and ph-w-e follows from the bi-syllabic requirement. This condition triggers the insertion of i, rendering the short and long perfect passives non-distinct.
The passive data support the OT analysis in two ways. First, OT claims that a bi-syllabic trochee is prosodically unmarked and desirable. If so, we should see this requirement reflected elsewhere. These passive forms provide independent evidence for bi-syllabicity. Second, OT claims that base-independent melodies should be similar to epenthetic segments because both are subject only to markedness constraints on segments. We see from the passive forms that the epenthetic segment is once again i.
Apart from passives, Herman (1996: 39) reports that Swati words are minimally bi-syllabic as evidenced by imperative forms of verbs. Imperative verbs are unique in that they can appear alone in a sentence. For this reason, they provide insights regarding the minimal prosodic requirement for words. In Swati, the smallest imperative verbs consist of a root and the FV -α. This is exemplified by a CVC root plus -α in (31a’). But in shorter verbs such as those in (31b’), they are augmented by two additional segments n and i.

	(31) 	Imperative verbs: evidence for bi-syllabicity, i and R=PW: imperative verbs
	a. 		ku-bon-a	‘to see’	a’	bon-a	‘See!’
	ku-lim-a	‘to plow’		lim-a	‘Plow!’




	b. 		ku-y-a	‘to go’	b’	y-a-ni	‘Go!’
	ku-kh-a	‘to give’		kh-a-ni	‘Give!’







These data provide further evidence that neither bi-syllabicity nor the selection of i is accidental. In addition, (31) provides support for another claim that Swati reduplicants equal prosodic words: i.e. R=PW. The data in (31) show that a well-formed imperative word must consist of two syllables. These imperative data suggest bi-syllabicity as a marker of word status. As Swati reduplicants are bi-syllabic, it follows that reduplicants have the status of words in Swati. This, together with the fact that Swati reduplicants are always v-final just as Swati words are, indicates that it is not far-fetched to claim that they are prosodic words.
The data in (31b’), however, are not completely consistent with the use of y to split vowel clusters. We see that n, rather than y, is the target of insertion. We have no explanation as to why n is selected here. There is, however, some evidence independent of reduplication that suggests that y is used to separate adjacent vowels. Kiyomi and Davis (1992: 116) report that when the negative prefix a- is attached to a v-initial verb, y is inserted as in (32a). There is no y insertion in (32b) when a- is affixed to a c-initial verb.

	(32) 	Evidence for y: negative forms
	a.	/a-ibona/	[image: U+2192]	ayiboni	b.	/a-siboni/	[image: U+2192]	asiboni	‘they/we do not see’






We have come to the end of this OT analysis of reduplication in c-initial verb stems. The constraint ranking incorporating the two IO constraints is presented in (33). As Swati does not have phonological stress, the ranking of the three foot-related constraints as well as their ranking with the other undominated constraints cannot be established.

	(33) 	DEP-IO, MAX-IO, R=PW, FT-BIN, PAR-SYL, ALL-FT-L >> DEP-BR, MAX-BR



This ranking ensures a bi-syllabic reduplicant while prohibiting any change to the prosodic shape of the base. It derives the templatic character of the reduplicative morpheme, namely, its invariant bi-syllabic shape. More importantly, this analysis provides an answer as to why reduplicants prefer a particular prosodic form. The OT answer is that Swati reduplicants prefer a bi-syllabic trochee because it is the best possible foot with respect to FT-BIN, PAR-SYL, and ALL-FT-L. As previous templatic analyses do not even attempt to explain why reduplicants possess a prosodic shape, this OT account represents a significant step forward as it advances our understanding of not just how reduplicative forms come about, but also why they have the form they do.
5. Conclusion
This chapter focuses on reduplication, a word-formation process that relies on duplicating a form or part of it and concatenating it to this form. On the one hand, reduplication appears similar to affixation in that the reduplicative morpheme is either concatenated to the left or right of the base or inserted in the middle, like a regular affix. On the other, a reduplicative morpheme is quite different in that its segmental makeup is dependent on the base, unlike an affix. In addition, reduplication tends to take on a specific form. These two properties, exemplified by Swati verb reduplication, provide the impetus for the earlier template-and-copy analysis of reduplication, a derivational operation-driven approach in which the invariant form of reduplicants is equated with a template and the dependency on the base results from copying and association. Even though significant advances are made in recognizing that the invariant forms of reduplicants are prosodic units, this derivational operation-driven approach to reduplication suffers from a number of problems. One key problem is that equating a template with a prosodic unit does not explain why this unit is preferable. It merely asserts it. Moreover, this analysis uses operations such as copying and template mapping that cannot be integrated with operations that construct feet for stress placement. These and other problems have led to the development of the OT treatment of reduplication presented here.
The core innovation of this OT analysis is the proposal that there exists a set of correspondence constraints controlling base–reduplicant relations. According to OT, it is how these constraints interact with markedness and IO faithfulness constraints that determines to what extent the reduplicant is a faithful copy of the base. That is, whether reduplication is complete or partial, which part is copied and what melodies the reduplicant can have, etc. One advantage of this OT analysis is that it succeeds in integrating constraints on prosody directly in the analysis of the prosodic shape of reduplicants. In this regard, OT reveals the true prosodic character of a morphological process like reduplication. A second advantage of this analysis is that it explains why reduplicants prefer a prosodic form. The explanation offered by OT is that this form tends to be unmarked and hence desirable. We hope that these analyses have demonstrated how reduplication is analyzed by the templatic approach and OT and how our understanding of prosodic morphology problems like reduplication has advanced. Finally, we hope that the detailed presentation of the templatic and OT analysis provides you with the tools needed to construct your own analysis.


Exercises
Discussion/Reading response questions
Question 1: Some aspects of Swati reduplication are unmarked according to this chapter. Define what is meant by “unmarked.” Identify two unmarked properties of Swati reduplication and explain what makes them unmarked. Illustrate these properties with examples from Swati.


Question 2: This chapter presents the OT theory of reduplication and shows how part of Swati reduplication is accounted for in an optimal-theoretic analysis. Explain how OT accounts for one unmarked property of Swati reduplication and what advantage it has over the template-and-circumscription analysis.



Multiple-choice/Fill-in-the-blank questions
(1) Section 3 presented a templatic analysis of Swati reduplication. To see how it works, consider the derivations for li[image: U+014B]i-li[image: U+014B]is-α ‘resemble somewhat,’ lwayi-lw-a ‘fight a little,’ o-naka-nakal-a ‘become a little spoilt,’ e-sula-sula ‘wipe a little’, and osa-yos-a ‘roast a little.’ Apply Initial V Extraprosodicity, prefix [σ σ]Troc and copy the base melodies. The first one is completed for you. Hint: Review section 3.


	[li[image: U+014B]i-li[image: U+014B]is-a]	[lwayi-lw-a]	[o-naka-nakal-a]	[e-sula-sula]	[osa-yos-a]






(2) Associate the copied melodies to the [σ σ]Troc template.


	[li[image: U+014B]i-li[image: U+014B]is-a]	[lwayi-lw-a]	[o-naka-nakal-a]	[e-sula-sula]	[osa-yos-a]






(3) Apply i-insertion followed by Onset Realization


	[li[image: U+014B]i-li[image: U+014B]is-a]	[lwayi-lw-a]	[o-naka-nakal-a]	[e-sula-sula]	[osa-yos-a]






(4) Consider landze-landzel-α ‘follow a little’. Here are three possible outcomes of reduplication. Which one/ones violates/violate MAX-BR?

a. landzela-landzel-a

b. landze-landzel-a

c. la-landzel-a

d. Both (a) and (b)

e. Both (a) and (c)

f. Both (b) and (c)


(5) Consider [image: U+026E]ala-[image: U+026E]al-α ‘play a little.’ Here are three possible outcomes of reduplication for this form. Which one/ones violates/violate DEP-BR?

a. [image: U+026E]alayi-[image: U+026E]al-a

b. [image: U+026E]ala-[image: U+026E]al-a

c. [image: U+026E]a-[image: U+026E]al-a

d. Both (a) and (b)

e. Both (a) and (c)

f. Both (b) and (c)


(6) In section 4, we came up with the ranking in (33). Let’s see if this ranking makes the right prediction with respect to [image: U+026E]ala-[image: U+026E]al-α. According to the OT analysis, which one is the optimal form?

a. [([image: U+026E]a.la)]-[([image: U+026E]a.l-a)]

b. [([image: U+026E]a.la).yi]-[([image: U+026E]a.l-a)]

c. [([image: U+026E]a.la).(yi)]-[([image: U+026E]a.l-a)]

d. [([image: U+026E]a)]-[([image: U+026E]a.l-a)]

e. [[image: U+026E]a]-[([image: U+026E]a.l-a)]

f. [[image: U+026E]a.la]-[([image: U+026E]a.l-a)]


(7) Complete this tableau for [image: U+026E]ala-[image: U+026E]al-α. DEP-IO and MAX-IO are intentionally omitted for space reasons.


[image: ]




(8) Consider o-naka-nakal-a. Which pair of candidates shows that FT-BIN must dominate MAX-BR?

a. o.[(na.ka)]-[(na.ka).l-a] vs. o.[(na.ka).(la)]-[(na.ka).l-a]

b. o.[(na.ka)]-[(na.ka).l-a] vs. o.[(na.ka).(la.na).(ka.l-a)]

c. o.[(na.ka)]-[(na.ka).l-a] vs. [(o.na)]-[(o.na).(ka.l-a)]

d. o.[(na.ka)]-[(na.ka).l-a] vs. [(o.na)]-[(yo.na).(ka.l-a)]


(9) Which pair of candidates shows that R=PW must outrank MAX-BR?

a. o.[(na.ka)]-[(na.ka).l-a] vs. o.[(na.ka).(la)]-[(na.ka).l-a]

b. o.[(na.ka)]-[(na.ka).l-a] vs. o.[(na.ka).(la.na).(ka.l-a)]

c. o.[(na.ka)]-[(na.ka).l-a] vs. [(o.na)]-[(o.na).(ka.l-a)]

d. o.[(na.ka)]-[(na.ka).l-a] vs. [(o.na)]-[(yo.na).(ka.l-a)]


(10) OT provides an explanation of why the prosodic form of the reduplicant tends to be unmarked. According to OT, what causes the reduplicant to be unmarked?

a. Reduplicants are not protected by the constraints on input–output correspondence.

b. They are subject to constraints on base–reduplicant correspondence.

c. They are not protected by constraints on base–reduplicant correspondence.

d. They are not subject to markedness constraints.



Problems for analyses
(11) Problem 1: Further data of Swati reduplication
Downing (1995:18–30) reports that some verb stems have two forms of reduplication in Swati. The data in (I) illustrate the two forms of reduplication when the benefactive suffix -el is attached. The forms in (II) contain the causative suffix -is. The prefix u- means ‘you (sg.),’ while ya- marks present tense. For space reasons, only the meanings for verb roots are provided. Those in (I) mean ‘you verb or are verb-ing to/for’ while those in (II) mean ‘you make or are making someone verb.’

	I. 		Stem	Redup form 1	Redup form 2	Gloss
	u-ya-bik-él-a	u-ya-bike-bik-él-a	u-ya-bika-bik-él-a	‘report’
	u-ya-lindz-el-a	u-ya-lindze-lindz-el-a	u-ya-lindza-lindz-el-a	‘waiting’
	u-ya-hamb-él-a	u-ya-hambe-hamb-él-a	u-ya-hamba-hamb-él-a	‘travel’
	u-ya-bo[image: U+014B]-el-a	u-ya-bo[image: U+014B]e-bo[image: U+014B]-el-a	u-ya-bo[image: U+014B]a-bo[image: U+014B]-el-a	‘congratulate’




	II. 		u-ya-bik-ís-a	u-ya-biki-bik-ís-a	u-ya-bika-bik-ís-a	‘report’
	u-ya-lindz-is-a	u-ya-lindzi-lindz-is-a	u-ya-lindza-lindz-is-a	‘wait’
	u-ya-fundz-is-a	u-ya-fundzi-fundz-is-a	u-ya-fundza-fundz-is-a	‘teach’
	u-ya-bo[image: U+014B]-is-a	u-ya-bo[image: U+014B]i-bo[image: U+014B]-is-a	u-ya-bo[image: U+014B]a-bo[image: U+014B]-is-a	‘thank’





There are verbs that have only Reduplicated Form 1 or Reduplicated Form 2, which are not introduced here to make this problem more manageable. Focus on (I) and (II), compare them with those in (1) of this chapter, and provide a templatic and an optimal-theoretic analysis. Address the following points.

a. Examine these forms against those in (1) and determine what is similar and different. Identify the properties that cause these verbs to have two different forms of reduplication.

b. Develop a templatic analysis of these forms. Consider which aspects of the templatic analysis in this chapter can be extended to the above forms and which aspects need to be modified.

c. Construct an optimal-theoretic analysis of these forms. Again, consider which aspects of the OT analysis can be applied to these forms and what needs to be modified.

d. Compare the analyses to see if they lend support to either analysis.


(12) Problem 2: Plurals of Samoan verbs
In Problem 4 of Chapter 20, we presented data that illustrate how Samoan verbs are pluralized through reduplication. Re-examine these data and analyze them using OT. Address these questions.

a. What constraint determines the prosodic shape of the reduplicant? Propose and define this constraint.

b. What constraint causes the reduplicant to act like a prefix rather than a suffix? Hint: Alignment constraints are relevant here. You have seen alignment constraints such as ALL-FOOT-LEFT and ALL-FOOT-RIGHT in section 3.1 of Chapter 18. Can similar constraints be imposed on the reduplicant? How might this constraint be stated?

c. What constraint ranking is responsible for the prosodic form and location of the reduplicant? With respect to this problem, you can ignore the fact that some reduplicative forms are infixing. Focus instead on the prosodic form and the fact that the reduplicant is prefixing (even though it does not always acts like a prefix).


(13) Problem 3: Reduplication in Manam
According to Lichtenberk (1983: 598–613) and Turner (1986), reduplication serves a number of functions in Manam, an Austronesian language spoken mainly on Manam Islands, northeast of New Guinea. When verbs are reduplicated in (I), they can mean ‘ongoing’ or ‘the habit of doing something.’ In addition, reduplication turns verbs into adjectives. When nouns undergo reduplication in (II), it is used to give a name or to mean ‘the person who . . .’ Reduplication can take several forms. The data in (I) and (II) illustrate the most dominant form of reduplication in Manam. According to Lichtenberk (1983: 30), the alveolar n is not allowed in word-final position; only m and [image: U+014B] can appear word-finally.

	I. 		zem	‘to chew betelnut’	zen-ze[image: U+014B]	‘chewing betelnut’
	si[image: U+014B]	‘to drink’	sin-si[image: U+014B]	‘drinkable’
	la[image: ]o	‘to go’	la[image: ]o-la[image: ]o	‘going’
	salaga	‘to be long’	salaga-laga	‘being long’
	malipi	‘to work’	malipi-lipi	‘working’
	[image: ]ulan	‘to desire’	[image: ]ulan-la[image: U+014B]	‘desirable’
	sulum	‘dance a certain way’	sulun-lum	‘dancing a certain way’




	II. 		patu	‘stone’	patu-patu	‘stonefish’
	kurita	‘octopus’	kurita-rita	‘starfish’
	si[image: U+014B]ara	‘steer’	si[image: U+014B]ara-[image: U+014B]ara	‘steersman’
	malipi	‘work’	malipi-lipi	‘worker’
	moita	‘knife’	moita-ita	‘cone shell’
	[image: ]arai	‘ko ginger’	[image: ]arai-rai	‘green (sg.)’
	malabo[image: U+014B]	‘flying fox (generic)’	balabom-bo[image: U+014B]	‘ko flying fox’






Develop and compare two analyses of Manam reduplication. Address these points in your analyses.

a. Describe the key properties of Manam reduplication. Discuss how Manam reduplication is similar to or different from reduplication you are familiar with such as Swati.

b. Develop a templatic analysis. That is, determine the template and explain how copy and association takes place. Some forms exhibit segmental changes as a result of reduplication. Discuss how these segmental changes can be accounted for in a derivational theory. Demonstrate your analyses with derivations.

c. Construct an optimal-theoretic account. Focus first on the prosodic shape and location of the reduplicant. Identify the constraints and constraint ranking responsible. In addition, provide an account of segmental changes in reduplication. What faithfulness constraints are violated? What constraint(s) might have caused the changes? Determine the ranking. Demonstrate the analysis with tableaux for key forms.

d. Compare the two analyses and discuss the pros and cons of either analysis.


(14) Problem 4: Hypocoristics in Japanese
The following data from Poser (1984) show how hypocoristics, that is, nicknames, are formed in Japanese. Note that not all types of hypocoristics are included, to make this problem more manageable.


	Name	Hypocoristic	Name	Hypocoristic
	ti	tii-tyan	taizoo	tai-tyan
	syuusuke	syuu-tyan	kinsuke	kin-tyan
	yoosuke	yoo-tyan	zyu[image: U+014B]ko	zyun-tyan
	hanako	hana-tyan	yumiko	yumi-tyan
	akira	aki-tyan	osamu	osa-tyan
	taroo	taro-tyan	ziroo	ziro-tyan
	aasa(a	aa-tyan	keizi	kei-tyan





Explain how hypocoristics are constructed in Japanese. Address these questions.

a. What is invariant about hypocoristic forms? How can this invariant property be characterized by a template? In other words, provide a templatic account.

b. How can hypocoristics be accounted for by OT? What ranking determines the forms of hypocoristics? Hint: Nothing is reduplicated in hypocoristic formation. Thus, constraints on base–reduplicant correspondence cannot be applied directly to hypocoristics. However, there exists a relation between hypocoristics and corresponding names. How might this relation be characterized by constraints?





22 Prosodic misalignment: LuGanda glide epenthesis and Swati reduplication

1. Introduction
In Chapter 21, we presented an optimal-theoretic analysis, which reveals that Swati reduplication, though a morphological process, is governed by principles of phonology, specifically, conditions on foot structures such as FT-BIN, PAR-SYL, and ALL-FT-L. This chapter continues the exploration of the interface between phonology and morphology. We focus on two seemingly unrelated phenomena: LuGanda glide epenthesis and Swati infixal reduplication. In LuGanda, the first person singular prefix /N-/ triggers the insertion of a palatal glide y in v(owel)-initial stems, stems with an initial onsetless syllable. This phonological process is juxtaposed with reduplication, a morphological process. In Swati, v-initial stems with three or more syllables display what appears to be infixal reduplication, with the reduplicant placed after the initial onsetless syllable; otherwise, reduplication is prefixal. On the surface, epenthesis and infixal reduplication appear to be as unrelated as two problems can be. But as we show here, there is a connection, which is tied to onsetless syllables. Glide epenthesis and infixal reduplication both happen only in stems with an initial onsetless syllable. We show that syllables without an onset cause misalignment and trigger compensatory strategies like insertion in LuGanda or infixing reduplication in Swati. This chapter highlights another relation between phonology and morphology: how conditions on syllable affect morphology.
This chapter serves three objectives. First, it underscores the interconnectedness of phonology and morphology. We show how ONSET, a phonological condition on syllable, affects the outcomes of prefixation and reduplication. Second, we introduce the Theory of Prosodic Alignment developed in Downing (1998a, 1998b, 2000), which seeks a unified treatment of problems like glide epenthesis and infixal reduplication. We show that morpheme concatenation can be subject to alignment constraints, which specify the location of affixation and reduplication. Furthermore, we show that in addition to input–output and base–reduplicant constraints, there is a third type of correspondence condition that controls relations between morphological and prosodic units. Downing’s proposal extends the concepts of alignment and correspondence, first developed in Prince and Smolensky (1993) and McCarthy and Prince (1993, 1995b, 1999). Third, this chapter develops your ability to identify and capture the relations between patterns by showing how two problems that seem unrelated in one analysis receive a unified treatment in another.
2. Puzzles
The two puzzles in this chapter are taken from two Bantu languages. The first one comes from LuGanda (also known as Ganda), a Bantu language spoken by over 10 million people in Southern Uganda. The LuGanda data are taken from Peng (2005), based on Cole (1967). Like many Bantu languages, LuGanda signals the first person singular with a nasal prefix, /N-/. The forms of /N-/ are illustrated in (1). To highlight the original stem forms, we contrast them with the stems taking the infinitive prefix ko- or kw-. In (1), the hyphen (-) marks morpheme boundaries; the acute accent (´) and the grave accent (`) indicate high and low tones.

	(1) 	Ganda glide epenthesis
		Infinitive	Gloss	1st person singular	Gloss
	a.	kù-pím-á	‘to weigh’	[image: ]-pím-á	‘I weigh’
		kù-kól-à	‘to work’	[image: ]-kól-à	‘I work’
	b.	kù-yúz-á	‘to tear’	[image: ]-júz-á	‘I tear’
		kù-yígìlíz-á	‘to teach’	[image: ]-jígìlíz-á	‘I teach’
	c.	kw-ààgál-á	‘to love’	[image: ]j-ágál-á	‘I love’
		kw-óòl-à	‘to carve’	[image: ]j-ól-à	‘I carve’






As these data show, the first person singular prefix surfaces as a nasal homo-organic with the immediately following consonant. We represent this prefix as /N-/ in underlying representation. /N-/ signals that it is composed of a nasal but its place of articulation is unspecified. In other words, N represents a placeless nasal.
Our second problem comes from Swati. Chapter 21 introduced Swati verb reduplication, but we did not provide an OT analysis of infixal reduplication seen in v-initial stems. This chapter analyses this aspect of Swati reduplication. To refresh your memory, we reprint in (2) an example involving the six stem types.

	(2) 	Verb reduplication in Swati
		Root form	Stem form	Reduplicated form	Gloss
	a.	VCVC-	elus-a	e-lusa-lus-a	‘herd’
		VCVCVC-	etayel-a	e-taye-tayel-a	‘be accustomed to’
	b.	VC-	os-a	osa-yos-a	‘roast’
	c.	C-	[image: U+026E]-a	[image: U+026E]ayi-[image: U+026E]-a	‘eat’
		CVC-	gob-a	goba-gob-a	‘bend’
		CVCVC-	khulum-a	khulu-khulum-a	‘play’






We see in (2a) that the reduplicant is infixed after the initial vowel in tri-syllabic and tetra-syllabic stems. Reduplication is prefixing in v-initial bi-syllabic and c-initial stems, as (2b) and (2c) show.
Now examine the data and consider these questions before moving to section 3. One question concerns the LuGanda data. Try to determine which forms show an inserted segment and that this segment is y. A related question concerns nasal–consonant strings such as [mp], [[image: U+0272]j], and [[image: U+014B]k]. Though such strings can mark consonant clusters, they can also represent single prenasalized segments [mp], [[image: U+0272]j], and [[image: U+014B]k] in many Bantu languages. Do the data provide any indication of whether they are clusters or single segments in LuGanda?
In addition, there are three analytical questions worth pondering. First, consonant epenthesis tends to occur when vowels come in contact. When viewed in syllable terms, vowel contact produces syllables with no onset. As onsetless syllables are not desirable, insertion is deployed to prevent such syllables. You see an example in Swati in which y is inserted to split vowel clusters created by reduplication. Can LuGanda insertion be analyzed in a similar way? In what way does LuGanda epenthesis differ? Second, recall that Kiyomi and Davis (1992) analyze the initial onsetless syllable of v-initial stems as extraprosodic to account for infixing reduplication in Swati. Consider whether LuGanda insertion can be treated by extraprosodicity and, if so, how. What challenge does LuGanda epenthesis pose for an extraprosodic account? The third question concerns prosodic circumscription of McCarthy and Prince (1990). Recall that prosodic circumscription, like extraprosodicity, makes certain phonological materials invisible to morphological and phonological operations. Can prosodic circumscription account for glide epenthesis and infixing reduplication? Considering these questions can help you understand the problems with earlier derivational accounts and the reasons for developing an alternative via OT.
3. Problems with extraprosodicity and prosodic circumscription
We address here the three analytic issues just raised. To tackle these questions, we need to understand the LuGanda data first. So let’s start with the two data-related questions raised earlier: (a) whether nasal–consonant strings represent clusters or single segments and (b) what forms provide the evidence for y-epenthesis. As (1) shows, /N-/ bears a low tone. We learned from Unit 4 that tone-bearing units (TBUs) are of two types: (a) syllable and (b) mora. Recall that a syllable consists of at least one segment, that is, the nuclear segment, which is often a vowel but may also be a syllabic consonant. Moras are constructed on segments as well, with each mora consisting of one segment. Whether the TBU is taken to be the syllable or mora in LuGanda, the fact that /N-/ carries a low tone signals that it is a segment. Its tone-bearing status also suggests that it is a syllabic consonant. Thus, forms such as [image: ]-pím-á ‘I weigh,’ [image: ]-júz-á ‘I tear,’ and [image: ]j-ágál-á ‘I love’ are syllabified as [[image: ].pí.má], [[image: ].jú.zá], and [[image: ].já.gá.lá], with /N-/ functioning as the nucleus of their own syllable. Consequently, there is no doubt that [mp], [[image: U+0272]j], and [[image: U+014B]k] represent consonant clusters.
Now that we know that [mp], [[image: U+0272]j], and [[image: U+014B]k] are clusters, let’s see where insertion has taken place. Consider (1a) first, which shows that /N-/ surfaces as m or [image: U+014B]. From (1a), we would expect a single nasal when this prefix attaches to a v-initial stem. This is not the case, however. As (1c) shows, a cluster consisting of the palatal nasal [image: U+0272] and the palatal stop j appears before v-initial stems. The presence of j is unexpected. It is not part of the prefix, as (1a) suggests. Nor is it part of the stem. The stem is v-initial, a fact established by the left forms in (1c). One way to derive j in v-initial stems is via insertion. You might ask why y is claimed to be inserted, rather than j? This claim is based on (1b). The stems in (1b) begin with y, as the left forms show. This y surfaces as j when the /N-/ prefix appears before it. The forms in (1b) suggest that j originates from y, which undergoes what linguists describe as consonant mutation, turning it into j when it abuts a nasal. In short, v-initial stems in (1c) show the presence of an unexplained y.
With this understanding, consider the three analytic questions. The first question is concerned with whether we can view the presence of y as an epenthesis to split vowel clusters. We see from (1c) that y appears between [image: U+0272] and the stem-initial vowel. This glide, if treated as the result of epenthesis, is clearly not inserted between vowels. It takes place between a consonant and a vowel. Moreover, we cannot view this epenthesis as an attempt to avoid onsetless syllables, either. Even if y were not inserted, /N-/ could be syllabified as an onset. That is, [image: ]-ágál-á can be syllabified as [[image: ]á.gá.lá]. This form with three CV syllables seems to be prosodically more desirable than the attested [[image: ].já.gá.lá] for two reasons. First, the initial syllable of [[image: ].já.gá.lá] has no onset while [[image: ]á.gá.lá] has no such syllable. Moreover, it is more marked for a consonant to serve as the nucleus. Thus, the challenge is to explain what makes glide insertion desirable.
Consider the second question, whether extraprosodicity can be extended to LuGanda. Recall that to account for infixing reduplication, Kiyomi and Davis (1992) propose Initial V Extraprosodicity, a rule that renders invisible the initial vowel of stems with three or more syllables:

	(3) 	Initial V Extraprosodicity: A word-initial vowel of a stem is extraprosodic only if the stem consists of at least three syllables.



The question is whether LuGanda can be dealt with via extraprosodicity. Hyman and Katamba (1999) advocate just such an account. They propose that y-initial stems in (1b) and v-initial stems in (1c) both have an initial y in underlying representation. To distinguish them, they suggest that the initial y of the surface v-initial stems is extraprosodic, as shown in (4b), where angled brackets <> mark extraprosodicity.

	(4) 	a. UR for (1b): /yúz-á/ ‘tear’
b. UR for (1c): /<y>ágál-á/ ‘love’




Without going into details of their analysis, it suffices to say that the marking of y as extraprosodic is used to account for why v-initial stems surface sometimes with this y and sometimes without it. Note that y is not inserted under this analysis. It is present from the start.
Kiyomi and Davis (1992) and Hyman and Katamba (1999) both appeal to extraprosodicity. But they differ significantly in their use. In one analysis, the initial vowel is extraprosodic. But in another, it is the stem-initial consonant. Moreover, a rule marks the initial segment as extraprosodic in one analysis. In another, the representation – not the rule – designates an initial segment as extraprosodic. The second difference stems from the fact that the pattern of infixing reduplication is predictable and can be handled by a rule. But once we analyze v-initial stems as y-initial, they are indistinguishable from those that are y-initial. Under such an analysis, extraprosodicity must be stipulated in the representation. These differences suggest that a unified analysis of Swati and LuGanda remains elusive via extraprosodicity. The unity, that is, LuGanda glide epenthesis and Swati infixing reduplication both target v-initial stems, is lost in these analyses that rely on extraprosodicity.
Apart from its inability to capture the relation between insertion and infixing reduplication, extraprosodicity faces another serious problem. If the initial vowel in selected v-initial stems and the initial y in selected y-initial stems may be designated as extraprosodic, it is hard to imagine how restrictions can be imposed on extraprosodicity at all. Without restrictions, any segment in any stem can be extraprosodic. Such analyses can wildly over-predict patterns that are not attested. For instance, what prevents the initial consonant of a c-initial stem from being marked as extraprosodic? Such a move could predict infixing reduplication in c-initial stems, the opposite of Swati. In short, without limits, extraprosodicity cannot adequately explain why glide epenthesis and infixing reduplication are limited to v-initial stems.
Prosodic circumscription, as proposed in McCarthy and Prince (1990), is an attempt to rein in the excessive power of extraprosodicity. It limits extraprosodicity or circumscription to prosodic units, i.e. syllable and foot, such as a trochee seen in Arabic broken plurals. This restriction excludes individual segments as targets of extraprosodicity if these segments are not prosodic units in themselves. The problem posed by LuGanda glide epenthesis and Swati infixing reduplication is that neither the initial glide nor the stem-initial vowel constitutes a prosodic unit. Consequently, prosodic circumscription is powerless when it comes to LuGanda and Swati.
To summarize, we show via this discussion that LuGanda glide epenthesis and Swati infixal reduplication, especially when considered together, present a significant challenge to derivational treatments that rely on extraprosodicity or prosodic circumscription. The key problem is that they cannot explain why glide epenthesis and infixal reduplication are attested only in v-initial forms.
4. Prosodic misalignment: an OT-based analysis
At the heart of the OT analysis is the claim that onsetless syllables are responsible for both glide epenthesis and infixing reduplication. We learned in Chapter 11 that syllables without onsets are undesirable. OT encodes this undesirability in ONSET, a constraint that penalizes v-initial syllables.

	(5) 		ONSET:	*[σ V	(Syllables must not begin with a vowel or must have onsets)




One similarity shared by glide epenthesis and infixal reduplication, we show, lies in the ranking of ONSET. In both languages, ONSET is ranked relatively high. LuGanda responds by inserting a glide while Swati resorts to infixing the reduplicant. ONSET is not sufficient in itself. Other constraints are involved. In section 4.1, we spell out what they are. We then analyze LuGanda and Swati in sections 4.2 and 4.3. The main conclusion is that v-initial stems, because of their initial onsetless syllables, cause misalignment. Languages respond to this problem differently by inserting or infixing.
4.1 The proposal
A Bantu verb consists of two main parts: pre-stem and stem. There is general consensus that the stem starts at the root and includes as a minimum the root and the final-vowel suffix (FV) (Myers 1987; Hyman 1993; Mchombo 1993; Mutaka 1994; Downing 1999, etc.). The stem may also include derivational suffixes called extensions. According to this view, the LuGanda /N-/ and Swati reduplicant belong to the pre-stem. They take the stem as their host, as (6) shows.

	(6) 		a.	[image: ]	-	júz-á	‘I tear’	b.	khulu	-	khulum-a	‘play’
		pre-stem		stem			pre-stem		stem	




The stems in (6) are c-initial. In a v-initial stem, /N-/ does not appear right before the stem. It precedes j, which in turn appears before the stem. Likewise, the Swati reduplicant is not placed before a v-initial stem. It is inserted in the middle, after the initial vowel.

	(7) 		a.	[image: ] j	-	ágál-á	‘I love’	b.	e	-	lusa	-	lus-a	‘herd’
		pre-stem		stem			stem		pre-stem		stem	




According to (7), /N-/ attaches to j plus ágál-á, while the Swati reduplicant concatenates to a portion of the stem lus-a. The questions are: (a) what kind of units j+ágál-á and lus-a are; and (b) what kinds of units the LuGanda /N-/ and the Swati reduplicant take as their host.
Linguists distinguish two broad types of categories. They are either morphological or prosodic, abbreviated as M- or P- for easy reference. Morphological units or M-units include morphemes, roots, stems, and words. They are defined by morpheme boundaries. Take, for example, [image: ]-júz-á ‘I tear.’ This form consists of three morphemes, two of which are the prefix [image: ]- and the root júz. There is a morpheme border between [image: ]- and júz. As the M-stem starts at the root, we can deduce that it corresponds to júz-á. According to the same criterion, the M-stem is equal to ágál-á for a v-initial form like [image: ]j-ágál-á. Unlike M-units, prosodic units or P-units – i.e. mora, syllable, foot, P-stem, or P-word – are determined by conditions on prosody. For instance, P-words are subject to a bi-moraic or bi-syllabic minimal condition. When a word comes short, it can be augmented by lengthening or insertion. As a result, a P-word can contain more melodies than the corresponding M-word. A P-word can also possess fewer melodies than the M-word. For example, in some languages, the bi-moraic or bi-syllabic condition on P-words is carried a step further in that they must be exactly two moras or syllables. When a word has more than two moras or syllables, the excessive melodies are removed. In such cases, the P-word contains less than the corresponding M-word.
With this information, consider what types of units the LuGanda /N-/ and the Swati reduplicant attach to. It is clear from c-initial forms in (6) that they are attached to a stem. The question is whether it is the M- or P-stem. Even though the M-stem appears to be the host in c-initial forms, the v-initial forms in (7) show that this is not always the case. In LuGanda, /N-/ is attached to j plus the v-initial stem. In Swati, the reduplicant is affixed to the M-stem minus the initial vowel. Neither takes precisely the M-stem as its host. The conclusion, then, is that it must be a P-stem.
Let’s consider how to express the requirements of the LuGanda prefix and the Swati reduplicant. In OT, alignment constraints can be used to express the conditions on morpheme concatenation. Recall that alignment constraints require that the edge of one unit coincides with the edge of another unit. An example is ALL-FOOT-L, which states that the left edge of every foot aligns with the left edge of a P-word. This constraint forces feet to be constructed as close to the left edge as possible in a word. We can extend alignment constraints to affixation and reduplication and use them to express the location requirement of /N-/ and the Swati reduplicant, as they appear in (8a) and (8b).

	(8) 		a.	ALIGN /N-/	(/N-/, right: P-stem, left). Align the right edge of /N-/ with the left edge of P-stem.
	b.	ALIGN RED:	(RED, right: P-stem, left). Align the right edge of RED with the left edge of P-stem.






ALIGN /N-/ and ALIGN RED both specify two requirements. The reference to the P-stem specifies the type of unit /N-/ and RED (short for reduplicant) take as the host. The left edge identifies where /N-/ and RED are placed. ALIGN /N-/ and ALIGN RED are almost identical. They both demand that /N-/ and RED be placed before the P-stem, which forces them to behave like a prefix. They differ only in that one applies to /N-/, while the other applies to RED. Here lies a second similarity between LuGanda and Swati. /N-/ and RED both take P-stems as the host. We show that due partially to this requirement, the LuGanda /N-/ is prefixed to j plus the M-stem and the Swati reduplicant is attached to the M-stem minus the initial vowel. Violations of ALIGN /N-/ and ALIGN RED are calculated in segments. Each segment that separates /N-/ or RED from the left edge of a P-stem counts as one violation. Thus, the further /N-/ or RED is positioned from the left edge, the more violations it incurs. Violations can only be avoided if /N-/ or RED are placed immediately before the P-stem. These constraints provide the pressure for /N-/ or RED to behave like a prefix.
ALIGN /N-/ and ALIGN RED specify that /N-/ and RED target a prosodic host. ONSET states that a syllable must start with a consonant. No constraint has yet to specify the requirement of the prosodic host. According to Downing (1998a, 1998b, 2000), this task falls on ALIGN (P-Cat, σ). P-Cat refers to prosodic categories or units. ALIGN (P-Cat, σ) requires that the edge of a P-unit coincides with that of a syllable. Extending this proposal to P-stems, we can express the condition on P-stems as follows.

	(9) 		Align PS:	(P-stem, left: σ, left). Align the left edge of a P-stem with the left edge of a syllable.




According to ALIGN PS (PS=P-stem), a P-stem ideally starts where a syllable starts. A syllable starts ideally with a consonant, as required by ONSET. If both are ranked high, they can force the left edge of a P-stem to be located at the beginning of a c-initial syllable. Thus, ALIGN PS and ONSET together express the requirement that P-stems start with a c-initial syllable.
We have identified the three constraints responsible for glide epenthesis and infixal reduplication.

	(10) 		a. 		LuGanda glide epenthesis:	ALIGN /N-/, ALIGN PS, ONSET




	b. 		Swati infixal reduplication:	ALIGN RED, ALIGN PS, ONSET







In both languages, these constraints have a high ranking, which provides the pressure for the input to conform. We will show that the constraints in (10a) trigger glide insertion so that /N-/ can affix to a c-initial prosodic host. Those in (10b) cause an onsetless syllable to be bypassed so that RED can attach to a c-initial P-stem. (10a) and (10b) are almost identical, except for ALIGN /N-/ and ALIGN RED. Even they share the requirement that /N-/ and RED affix to a P-stem. It is these similarities that explain why glide epenthesis and infixal reduplication are seen only in v-initial stems.
Now that the high-ranking constraints are identified, let’s turn our attention to the constraints that can be sacrificed or violated. To identify these constraints, we need to compare M- and P-stems in v-initial forms. In (11), we use the LuGanda [image: ]j-ágál-á ‘I love’ and the Swati e-lusa-lus-a ‘herd’ to illustrate. Note that the curly brackets {} mark the M-stem and vertical lines || mark the P-stem.

	(11) 		a.	M-stem:	[image: ]j-{ágál-á}	b.	M-stem:	{e-lusa-lus-a}
		P-stem:	[image: ]|j-ágál-á|		P-stem:	e-lusa-|lus-a|




With respect to [image: ]j-ágál-á ‘I love,’ the M-stem is equal to {ágál-á}. However, as we have just established, the P-stem, |j-ágál-á|, must include j and the M-stem, because of the constraints in (10a). We see in this case that the M-stem does not correspond to the P-stem completely. The P-stem contains a segment that is not part of the M-stem. With respect to e-lusa-lus-a ‘herd,’ the M-stem, which includes the initial e, is equivalent to {e-lus-a}. The P-stem, to which RED attaches, is equivalent to |lus-a|, which excludes the initial vowel due to (10b). The M- and P-stem do not match in Swati, either. But in this case, the P-stem lacks a segment e that belongs to the M-stem. To limit such mismatches, Downing (1998a, 1998b, 2000) proposes that relations between M- and P-units are governed by correspondence constraints. This proposal extends correspondence to include relations between M- and P-units in addition to constraints on input–output (DEP-IO, MAX-IO,) and base–reduplicant (DEP-BR, MAX-BR) relations. Applying this idea to stems, we can propose the constraints in (12).

	(12) 		a. 		DEP-MP:	Every segment of the P-stem has a correspondent in the M-stem.




	b. 		MAX-MP:	Every segment of the M-stem has a correspondent in the P-stem.







With these constraints, let’s see what is violated by the two forms in (11). With respect to [image: ]j-ágál-á ‘I love,’ the P-stem |j-ágál-á| includes a segment that is not part of the M-stem {ágál-á}. This suggests that DEP-MP can be violated in LuGanda because the initial j of the P-stem does not have a correspondent. MAX-MP, in contrast, is not violated. As a candidate violates DEP-MP and is still optimal, DEP-MP must rank below MAX-MP in LuGanda.

	(13) 		a. 		LuGanda:	MAX-MP >> DEP-MP




	b. 		Swati:	DEP-MP >>MAX-MP







As (13b) shows, Swati has the opposite ranking. In Swati, the relation between the P-stem |lus-a| and the M-stem {elus-a} violates MAX-MP, but not DEP-MP. As violations of MAX-MP are tolerated, MAX-MP must rank low. We show that it is crucially this ranking difference that explains LuGanda and Swati’s different responses to the constraints in (10), that is, insertion as opposed to infixing.
The constraint rankings that emerge from this discussion are shown below.

	(14) 		a. 		LuGanda:	ALIGN /N-/, ALIGN PS, ONSET, MAX-MP >> DEP-MP




	b. 		Swati:	ALIGN RED, ALIGN PS, ONSET, DEP-MP >> MAX-MP







We stated earlier that ALIGN /N-/ or RED, ALIGN PS, and ONSET must have a relatively high ranking. For this reason, they are placed with the higher-ranked constraint in (13). These constraint rankings are preliminary. There are additional constraints. The rankings will be finalized through the analyses in sections 4.2 and 4.3. The constraint rankings in (14) highlight the similarities between the two languages – ALIGN /N-/ or RED, ALIGN PS, and ONSET – as well as the key difference, DEP-MP vs. MAX-MP as the low-ranked constraint. We show that the ranking similarities explain why glide epenthesis and infixal reduplication are both seen only in v-initial stems. The difference in the ranking of DEP-MP and MAX-MP accounts for the different responses – insertion vs. infixing – in the two languages.
4.2 LuGanda glide epenthesis
We just identified five constraints, three of which – ALIGN /N-/, ALIGN PS,and ONSET – we claim must rank high to trigger glide epenthesis in LuGanda. In addition, MAX-P must dominate DEP-P for the reason that DEP-P can be violated, but not MAX-P. This section provides the proof for these claims. In addition, we consider whether changes need to be made to the ranking in (14a). Recall that to determine the ranking for a complex set of constraints, it is important to limit the comparison to two or at most three candidates. One candidate is always the attested or optimal form. The other is a sub-optimal candidate, differing only slightly from the optimal candidate. The goal is to ascertain what constraint ranking distinguishes the optimal from the sub-optimal candidate and favors the optimal candidate.
To determine the constraints and their ranking, we use [image: ]j-ágál-á ‘I love’ as an illustration. This form involves a v-initial stem and surfaces with an epenthetic y, the input to j. Let’s consider the optimal form for [image: ]j-ágál-á. Recall that ALIGN /N-/ demands that /N-/ be prefixed to a P-stem. This means that the P-stem border must be placed right after /N-/. Moreover, according to ALIGN PS and ONSET, the P-stem must start with a c-initial syllable. The candidate meeting these criteria is [[image: ].|y{á.gá.lá], in which the inserted y (highlighted by underlining) is syllabified as the onset. By placing the syllable and P-stem boundaries between [image: U+0272] and y, this form satisfies the requirements of ALIGN /N-/ and ALIGN PS while only minimally violating ONSET.
Now that we know the optimal form, let’s consider the candidates that compete with it. Remember that we need to explain why y is inserted in v-initial stems. For this reason, it is crucial to compare the optimal candidate with candidates that have no y-insertion. One such candidate is [|[image: U+0272]{á.gá.lá], with no insertion and /N-/ (surface [image: U+0272]) syllabified as an onset. The low tone borne by the prefix [image: U+0272] is removed, because onsets cannot bear tones. We place the left edge of the P-stem before a c-initial syllable in word-initial position. This candidate abides by ALIGN PS and ONSET. But as (15a) shows, it violates ALIGN /N-/, because /N-/ is prefixed to a M-stem marked by {. Note that we only mark the left edges of the M- and P-stems in the candidates because the concern is with the left stem boundaries.

	(15) 	Pairwise comparisons for /N-agal-a/ [image: U+2192] [ [image: ].já.gá.lá ] ‘I love’
	i.	/N-agal-a/	ALI /N-/	ONSET		ii.	/N-agal-a/	ONSET	ALI /N-/
		a. |[image: U+0272]{á.gá.lá	*!			[image: U+4064]	a.|[image: U+0272]{á.gá.lá		*
	[image: U+261E]	b. [image: ].|y{á.gá.lá		*			b.[image: ].|y{á.gá.lá	*!	






The candidate in (15b) violates ONSET because of its initial syllable. With /N-/ serving as the nucleus, this syllable has no onset. As (15a) violates ALIGN /N-/, ranking ALIGN /N-/ above ONSET eliminates (15a).
Now consider [[image: U+0272]|{á.gá.lá], another candidate with no insertion. Unlike (15a), the P-stem border is moved after [image: U+0272] so as to ensure that /N-/ is prefixed to a P-stem. As (16a) shows, this move violates ALIGN PS, because the left edge of the P-stem does not align with the left edge of the initial syllable, located before [image: U+0272].

	(16) 	Pairwise comparisons for /N-agal-a/ [image: U+2192] [ [image: ].já.gá.lá ] ‘I love’
	i.	/N-agal-a/	ALI PS	ONSET		ii.	/N-agal-a/	ONSET	ALI PS
		a. [image: U+0272]|{á.gá.lá	*!			[image: U+4064]	a.|[image: U+0272]{á.gá.lá		*
	[image: U+261E]	b. [image: ].|y{á.gá.lá		*			b.[image: ].|y{á.gá.lá	*!	






This comparison reveals that ALIGN PS must also dominate ONSET. In (14a), ONSET is ranked equally with ALIGN /N-/ and ALIGN PS. Clearly, the ranking of ONSET must be lowered below these two constraints.

	(17) 		LuGanda:	ALIGN /N-/, ALIGN PS, MAX-MP >> ONSET, DEP-MP




The revised ranking in (17) places ONSET on a par with DEP MP. To see whether this ranking is correct, consider another candidate with no glide insertion. The problem with (16a) is that the P-stem does not align with the start of the syllable. What if we place a syllable border after [image: U+0272] ? In other words, we treat [image: U+0272] and the stem-initial vowel as the nuclei of their own syllables. This yields the candidate in (18a).

	(18) 	Pairwise comparisons for /N-agal-a/ [image: U+2192] [ [image: ].já.gá.lá ] ‘I love’
	i.	/N-agal-a/	ONSET	DEP-MP		ii.	/N-agal-a/	DEP-MP	ONSET
		a. [image: U+0272].|{á.gá.lá	**!			[image: U+4064]	a. [image: U+0272].|{á.gá.lá		**
	[image: U+261E]	b. [image: ].|y{á.gá.lá	*	*			b. [image: ].|y{á.gá.lá	*!	*






(18a) triggers two ONSET violations; the first two syllables are both onsetless with this syllabification. As (18b) has one ONSET and DEP-MP violation, (18a) can be ruled out by ranking ONSET above DEP-MP. Consequently, DEP-MP must be ranked below ONSET, as in (19).

	(19) 	LuGanda: ALIGN /N-/, ALIGN PS, MAX-MP >> Onset >> DEP-MP



We just established that ALIGN /N-/ and ALIGN PS dominate ONSET, which in turn dominates DEP-MP. According to (19), MAX-MP also dominates ONSET and DEP-MP. What evidence is there for this ranking? We have no direct evidence for ranking MAX-MP above ONSET, because their ranking does not matter for LuGanda glide epenthesis. We leave MAX-MP at the top as there is no evidence that it is ever violated.
There is, however, evidence that MAX-MP must rank higher than DEP-MP. Consider the form in (20a). This form is identical with (20b) with respect to glide insertion, the P-stem, and syllable border. It differs only in that the M-stem boundary is placed before [image: ]. This move triggers a MAX-MP violation because the segment [image: ] in the M-stem has no correspondent in the P-stem.

	(20) 	Pairwise comparisons for /N-agal-a/ [image: U+2192] [ [image: ].já.gá.lá ] ‘I love’
	i.	/N-agal-a/	MAX-MP	DEP-MP		ii.	/N-agal-a/	DEP-MP	MAX-MP
		a. {[image: ].|yá.gá.lá	*!			[image: U+4064]	a. {[image: ].|yá.gá.lá		*
	[image: U+261E]	b. [image: ].|y{á.gá.lá		*			b. [image: ].|y{á.gá.lá	*!	






As (20i) shows, ranking MAX-MP higher than DEP-MP eliminates (20a) as a contender.
We just evaluated the optimal candidate against those with or without glide epenthesis. Another way to deal with a v-initial stem is to delete its initial vowel. If this vowel is deleted, then /N-/ is affixed directly to a stem that begins with a consonant. Such a candidate is shown in (21a). Note that we list the surface form of /N-/ as [image: U+014B] because nasal–oral consonant clusters always agree in place in LuGanda.

	(21) 	Pairwise comparisons for /N-agal-a/ [image: U+2192][[image: ].já.gá.lá ] ‘I love’
	i.	/N-agal-a/	MAX-IO	DEP-IO		ii.	/N-agal-a/	DEP-IO	MAX-IO
		a. [image: ].|{gá.lá	*!			[image: U+4064]	a. [image: ].|{gá.lá		*
	[image: U+261E]	b. [image: ].|y{á.gá.lá		*			b. [image: ].|y{á.gá.lá	*!	






Deletion causes a MAX-IO violation. The candidate with insertion in (21b) violates DEP-IO. As long as MAX-IO dominates DEP-IO, then the insertion candidate emerges as the winner, shown in (21i)
We now face the question of how to incorporate MAX-IO and DEP-IO into the ranking in (19). There are three possibilities. If MAX-IO is placed at the top, then DEP-IO can be ranked on a par with or below ONSET. Both options place MAX-IO above DEP-IO. The third option is to rank MAX-IO on a par with ONSET and place DEP-IO at the bottom. The ranking of MAX-IO and ONSET does not matter with regard to LuGanda glide epenthesis. As there is no evidence that deletion is ever used, we leave MAX-IO at the top with other undominated constraints. DEP-IO, however, must rank below ONSET, as (22i) demonstrates.

	(22) 	Pairwise comparisons for /N-agal-a/ [image: U+2192][[image: ].já.gá.lá ] ‘I love’
	i.	/N-agal-a/	ONSET	DEP-IO		ii.	/N-agal-a/	DEP-IO	ONSET
		a. [image: ].|{á.gá.lá	**!			[image: U+4064]	a. [image: ].|{á.gá.lá		**
	[image: U+261E]	b. [image: ].|y{á.gá.lá	*	*			b.[image: ].|y{á.gá.lá	*!	*






The candidate in (22a) is the same as (18a). It has two ONSET violations. The form in (22b) has one ONSET and DEP-IO violation. As (22i) illustrates, ONSET must dominate DEP-IO in order for (22b) to be optimal.
We have deduced the final ranking for LuGanda glide epenthesis, which is presented in (23).

	(23) 	ALIGN /N-/, ALIGN PS, MAX-MP, MAX-IO » ONSET » DEP-MP, DEP-IO



In (24), we present a tableau that evaluates all candidates considered thus far.

	(24) 	A tableau for /N-agal-a/ [image: U+2192][[image: ].já.gá.lá ] ‘I love’
		/N-agal-a/	ALIGN /N-/	ALIGN PS	MAX-MP	MAX-IO	ONSET	DEP-MP	DEP-IO
		a. |[image: U+0272]{á.gá.lá	*!					*	
		b. [image: U+0272]|{á.gá.lá		*!					
		c. {[image: ].|yá.gá.lá			*!		*		*
		d. [image: ].|{gá.lá				*!	*		
		e. [image: ].|{á.gá.lá					**!		
	[image: U+261E]	f. [image: ].|y{á.gá.lá					*	*	*






This tableau shows that the driver for epenthesis stems from ALIGN /N-/, together with ALIGN PS and ONSET. ALIGN /N-/ requires the affixation of /N-/ to a prosodic host. ALIGN PS and ONSET demand that this host start with a consonant. A v-initial stem does not have this consonant. The solution is epenthesis, which supplies the missing consonant.
This analysis explains why insertion is not necessary in a c-initial stem. To see this, consider [image: ]-júz-á ‘I tear,’ a c-initial stem with an initial y. For this form, the optimal candidate is [[image: ].|{yú.zá], which has no epenthesis and whose syllable, P-, and M-stem borders are all placed between /N-/ and the c-initial stem. This candidate is compared with candidates with an inserted y, which is underlined to distinguish it from the underlying y.

	(25) 	A tableau for /N-yuz-a/[image: U+2192] [[image: ].jú.zá] ‘I tear’
		/N-yuz-a/	ALI /N-/	ALI PS	MAX-MP	MAX-IO	ONSET	DEP-MP	DEP-IO
		a. [image: U+0272]y.|{yú.zá	*!						*
		b. [image: U+0272]|y.{yú.zá		*!				*	*
		c. [image: ].|y.{yú.zá					**!	*	*
	[image: U+261E]	d. [image: ].|{yú.zá					*		






As (25a) shows, inserting a glide violates ALIGN /N-/ if the P- and M-stem boundaries are placed at the same location. Moving the P-stem border before y as in (25b) violates ALIGN PS. As (25c) shows, two ONSET violations are caused by placing the syllable border at the P-stem border. This tableau makes it clear that insertion is not desirable in a c-initial stem, because it has an initial consonant.
4.3 Swati infixal reduplication
Two main patterns of Swati reduplication call for an explanation. First, reduplication is infixing in a tri-syllabic or longer v-initial stem, with the reduplicant inserted after the stem-initial vowel: e.g. e-lusa-lus-a ‘herd.’ This pattern contrasts with prefixing reduplication in bi-syllabic v-initial or c-initial stems: e.g. osa-yos-a ‘roast’ and khulu-khulum-a ‘play.’ We analyze the infixing reduplication first, followed by prefixing reduplication in bi-syllabic v-initial and c-initial stems.
We suggest in (15b) that ALIGN RED, ALIGN PS, ONSET, and DEP-MP dominate MAX-MP in Swati. In what follows, we attempt to ascertain these ranking relations first. Just as in LuGanda, we start this analysis by identifying the optimal candidate for e-lusa-lus-a. According to ALIGN RED, ALIGN PS and ONSET, the reduplicant, lusa-, must concatenate to a c-initial P-stem. The candidate that satisfies these conditions is [{e.lu.sa.|lu.sa], in which the P-stem border | is placed before the second syllable of the M-stem e-lus-a. The M-stem { is placed before e, at the start of the root. The goal is to explain why [{e.lu.sa.|lu.sa] is better than competing candidates.
What are the competing candidates? Apart from infixing the reduplicant after the initial vowel, there are three types of candidates that should be evaluated. In light of the requirement that the reduplicant must attach to a c-initial prosodic host, one solution to a v-initial form is to insert the missing consonant, in essence the strategy adopted by LuGanda. This solution is also seen in bi-syllabic v-initial stems such as osa-yos-a ‘roast’ in which we see a glide inserted before a v-initial stem. Simply put, we need to consider candidates with glide epenthesis. Another type of candidate is similar to those seen in a c-initial stem. In a c-initial stem, the reduplicant is placed before the stem. We need to explain why this does not work for a v-initial stem with three or more syllables. Finally, we need to examine candidates that delete the initial vowel in a v-initial stem and reduplicate what remains. In what follows, we evaluate the infixing strategy adopted by Swati against the three competing strategies.
Consider [e.lu.y|{e.lu.sa]. In this form, the first two syllables e.lu are copied and placed before the epenthetic glide, which is underlined. The P- and M-stem borders are placed at the start of the root, that is, before e. In (26), we compare this candidate with [{e.lu.sa.|lu.sa]. As in Chapter 21, we list the input of the reduplicant as RED, which specifies that form is dependent on the base.

	(26) 	Pairwise comparisons for /RED-elus-a/[image: U+2192][e-lusa-lus-a] ‘herd’
	i.	/RED-elus-a/	ALIGN RED	MAX-MP		ii.	/RED-elus-a/	MAX-MP	ALIGN RED
		a. e.lu.y|{e.lu.sa	*!			[image: U+4064]	a. e.lu.y|{e.lu.sa		*
	[image: U+261E]	b. {e.lu.sa.|lu.sa		*			b. {e.lu.sa.|lu.sa	*!	



	iii.	/RED-elus-a/	ALIGN PS	MAX-MP		iv.	/RED-elus-a/	MAX-MP	ALIGN PS
		a. e.lu.y|{e.lu.sa	*!			[image: U+4064]	a. e.lu.y|{e.lu.sa		*
	[image: U+261E]	b. {e.lu.sa.|lu.sa		*			b. {e.lu.sa.|lu.sa	*!	






According to (26i) and (26ii), [e.lu.y|{e.lu.sa] violates ALIGN RED because the reduplicant e.lu is positioned one segment away from the P-stem. It also violates ALIGN PS because the P-stem is located one melody from the syllable edge, shown in (26iii) and (26iv). The form in (26b) violates MAX-MP, because the initial vowel e of the M-stem has no correspondent in the P-stem. We see from these tableaux that as long as we rank ALIGN RED and ALIGN PS above MAX-MP, (26a) cannot be optimal.
The problem with (26a) is that the P-stem is placed after y, violating ALIGN RED and ALIGN PS. What happens if the P-stem border is moved before y as in (27a)? This move, while satisfying ALIGN RED and ALIGN PS, violates DEP-MP. By including y, the P-stem possesses a segment not contained in the M-stem.

	(27) 	Pairwise comparisons for /RED-elus-a/[image: U+2192][e-lusa-lus-a] ‘herd’
	i.	/RED-elus-a/	DEP-MP	MAX-MP		ii.	/RED-elus-a/	MAX-MP	DEP-MP
		a. e.lu.|y{e.lu.sa	*!			[image: U+4064]	a. e.lu.|y{e.lu.sa		*
	[image: U+261E]	b. {e.lu.sa.|lu.sa		*			b. {e.lu.sa.|lu.sa	*!	






Clearly, DEP-MP must dominate MAX-MP. This ranking eliminates (27a). These tableaux illustrate a crucial difference between LuGanda and Swati. In LuGanda, DEP-MP must be dominated by MAX-MP. But in Swati, it must dominate MAX-MP. This ranking difference accounts for the distinct responses to v-initial stems in the two languages.
If the problem with (27a) is the DEP-MP violation, why can’t the M-stem be moved to where the P-stem is, as in [e.lu.|{ye.lu.sa]? This form avoids the DEP-MP violation because the P- and M-stems coincide. The reason is that the M-stem, like other morphological units, is established by morpheme boundaries. The morpheme border is located before e, not y. For this reason, [e.lu.|{ye.lu.sa] is not a legitimate candidate.
We have just considered insertion candidates and shown why insertion is not optimal. Now consider a candidate that involves no insertion in (28a).

	(28) 	Pairwise comparisons for /RED-elus-a/[image: U+2192][e-lusa-lus-a] ‘herd’
	i.	/RED-elus-a/	ONSET	MAX-MP		ii.	/RED-elus-a/	MAX-MP	ONSET
		a. e.lu.|{e.lu.sa	**!			[image: U+4064]	a. e.lu.|{e.lu.sa		**
	[image: U+261E]	b. {e.lu.sa.|lu.sa	*	*			b. {e.lu.sa.|lu.sa	*!	*






[e.lu.|{e.lu.sa] causes two ONSET violations as opposed to (28b)’s one violation. If we rank ONSET above MAX-MP, (28b) emerges as the winner.
We have just provided the proof for the ranking in (15b); that is, ALIGN RED, ALIGN PS, ONSET, and DEP-MP must all rank higher than MAX-MP. Now consider whether this ranking needs to be modified. Continuing with our pairwise comparison, consider the form [lu.sa.|{lu.sa]. In this form, the stem-initial vowel is deleted, which bypasses an ONSET violation but violates the anti-deletion MAX-IO.

	(29) 	Pairwise comparisons for /RED-elus-a/[image: U+2192][e-lusa-lus-a] ‘herd’
	i.	/RED-elus-a/	MAX-IO	ONSET		ii.	/RED-elus-a/	ONSET	MAX-IO
		a. lu.sa.|{lu.sa	*!			[image: U+4064]	a. lu.sa.|{lu.sa		*
	[image: U+261E]	b. {e.lu.sa.|lu.sa		*			b. {e.lu.sa.|lu.sa	*!	






[lu.sa.|{lu.sa] in (29a) can be eliminated by ranking MAX-IO above ONSET, a ranking that penalizes the use of deletion to satisfy the demand of ONSET. This comparison reveals a new constraint MAX-IO. Moreover, it reveals that ONSET cannot be undominated. This suggests that the ranking in (15b) must be modified.

	(30) 	Swati: ALIGN RED, ALIGN PS, DEP-MP, MAX-IO >> ONSET >> MAX-MP



In (30), we have made three changes in the ranking of (15b). First, MAX-IO is added and ranked on a par with other undominated constraints. This ranking reflects the fact that deletion is not an option in Swati. To rank MAX-IO above ONSET, we drop ONSET’s ranking below the undominated constraints. Finally, the ranking of MAX-MP is lowered below ONSET to reflect the result of (28).
We have just examined a tri-syllabic v-initial stem and explained why infixing is preferred. Let’s turn our attention to bi-syllabic v-initial stems and consider why prefixing is desirable in a form such as osa-yos-a ‘roast.’ For this form, the optimal candidate corresponds to [o.sa.|y{o.sa], in which the P-stem border is placed before y. This form obeys ALIGN RED and ALIGN PS, while incurring only one ONSET violation because of its initial syllable. Let’s see how it stacks up against other candidates, one of which is [o.sa.|{o.sa]. This form shows an exact copy of the stem and no insertion. As (31a) shows, this candidate incurs two ONSET violations as opposed to the one ONSET and DEP-IO violation by (32b).

	(31) 	Pairwise comparisons for /RED-os-a/[image: U+2192][osa-yos-a] ‘roast’
	i.	/RED-os-a/	ONSET	DEP-IO		ii.	/RED-os-a/	DEP-IO	ONSET
		a. o.sa.|{o.sa	**!			[image: U+4064]	a. o.sa.|{o.sa		**
	[image: U+261E]	b. o.sa.|y{o.sa	*	*			b. o.sa.|y{o.sa	*!	*






As (31i) demonstrates, ONSET must dominate DEP-IO. To incorporate this result, we add DEP-IO to the ranking in (30) and place it under ONSET, which yields the ranking below.

	(32) 	Swati: ALIGN RED, ALIGN PS, DEP-MP, MAX-IO >> ONSET >> MAX-MP, DEP-IO



According to (32), DEP-MP dominates ONSET. This ranking is not correct as (33) shows. The candidates in (33) are identical to (31). But one constraint is different. By including y in the P-stem, [o.sa.|y{o.sa] violates DEP-MP in addition to DEP-IO, because y of the P-stem has no correspondent in the M-stem.

	(33) 	Pairwise comparisons for /RED-os-a/[image: U+2192][osa-yos-a] ‘roast’
	i.	/RED-os-a/	ONSET	DEP-MP		ii.	/RED-os-a/	DEP-MP	ONSET
		a. o.sa.|{o.sa	**!			[image: U+4064]	a. o.sa.|{o.sa		**
	[image: U+261E]	b. o.sa.|y{o.sa	*	*			b. o.sa.|y{o.sa	*!	*






As (33ii) shows, the ranking of DEP-MP above ONSET incorrectly predicts that (33a) is optimal. Clearly, ONSET must outrank DEP-MP. To revise the ranking in (32), we need to keep two things in mind. We established earlier in (27) that DEP-MP must dominate MAX-MP. We see here that DEP-MP must be dominated by ONSET. The ranking that captures both conclusions is shown in (34).

	(34) 	Swati: ALIGN RED, ALIGN PS, MAX-IO >> ONSET >> DEP-MP >> MAX-MP, DEP-IO



In (35), we lower the ranking of DEP-MP below ONSET but rank it above MAX-MP.
With respect to a bi-syllabic v-initial stem, the crucial thing to explain is why infixing is not an option. This means that we need to evaluate infixing candidates. One such candidate is [{o.sa.yi.|sa], in which the reduplicant sa.yi is infixed after the initial vowel, as in longer v-initial stems. The reduplicant is formed by copying the remaining stem syllable sa and inserting y and i just as we see in a mono-syllabic c-initial stem [image: U+026E]ayi-[image: U+026E]-a ‘eat.’ The question is why [{o.sa.yi.|sa] is not optimal. We concluded earlier that DEP-MP must dominate MAX-MP, a ranking responsible for infixing reduplication. As (35) reveals, this ranking incorrectly predicts that infixing is preferable in a bi-syllabic v-initial stem as well.

	(35) 	Pairwise comparisons for /RED-os-a/[image: U+2192][osa-yos-a] ‘roast’
		/RED-os-a/	DEP-MP	MAX-MP
	[image: U+4064]	a. {o.sa.yi.|sa		*
		b. o.sa.|y{o.sa	*!	






We face two choices here. We can reverse the ranking of DEP-MP and MAX-MP. But such a move would incorrectly predict that all reduplication is prefixing. Or there must be another constraint, one that ranks higher than DEP-MP and is only violated by (35a). To understand which constraint it might be, let’s review two facts about Swati reduplication. First, the reduplicant must be a trochaic foot consisting of two syllables. A bi-syllabic stem, whether v-initial or not, has exactly two syllables. If one syllable is not reduplicated, then the remaining stem does not have sufficient materials for a reduplicant that requires two syllables. As a result, insertion is called upon to supply the missing syllable. This move, as we demonstrated in Chapter 21, results in DEP-BR violations. Recall that DEP-BR demands that every segment of the reduplicant has a base correspondent. As (36a) shows, [{o.sa.yi.|sa] triggers two DEP-BR violations because neither y nor i of the reduplicant has a correspondent in the base os-a. In contrast, the candidate in (36b), by reduplicating every available syllable, does not violate DEP-BR at all.

	(36) 	A comparison for /RED-os-a/[image: U+2192][osa-yos-a] ‘roast’
		/RED-os-a/	DEP-BR	DEP-MP	MAX-MP
		a. {o.sa.yi.|sa	*!*		*
	[image: U+261E]	b. o.sa.|y{o.sa		*	






As long as DEP-BR dominates DEP-MP, the infixing candidate in (36a) is ruled out.
There are two ways to incorporate DEP-BR in the ranking in (35). We can place it at the top with other undominated constraints or we can rank it on a par with ONSET. Both options rank DEP-BR above DEP-MP. We choose the second option in (38), which ranks DEP-BR below the undominated constraints. We will explain this decision shortly.

	(37) 	Swati: ALIGN RED, ALIGN PS, MAX-IO >> DEP-BR, ONSET >> DEP-MP >> MAX-MP, DEP-IO



There is one other candidate [yo.sa.|y{o.sa] to consider for osa-yos-a ‘roast.’ Unlike the attested form, this candidate shows two glide insertions. One is inserted into the reduplicant, providing an onset for the initial syllable. One is inserted between the reduplicant yo.sa and the base o.sa. By inserting two glides, this candidate circumvents ONSET violations entirely. As (38i) shows, this candidate is eliminated by ranking DEP-BR above ONSET.

	(38) 	Pairwise comparisons for /RED-os-a/[image: U+2192][osa-yos-a] ‘roast’
	i.	/RED-os-a/	DEP BR	ONSET		ii.	/RED-os-a/	ONSET	DEP BR
		a. yo.sa.|y{o.sa	*!			[image: U+4064]	a. yo.sa.|y{o.sa		*
	[image: U+261E]	b. o.sa.|y{o.sa		*			b. o.sa.|y{o.sa	*!	






The candidate in (38a), though it appears to be an exact copy of what follows, violates DEP-BR, because the reduplicant y does not have a correspondent in the base o.sa. We revise the ranking in (37) by lowering ONSET below DEP-BR, which results in the final ranking in (39).

	(39) 	Swati: ALIGN RED, ALIGN PS, MAX IO >> DEP-BR >> ONSET >> DEP-MP >> MAX-MP, DEP-IO



Finally, let’s consider why DEP-BR is not ranked at the top with other undominated constraints. After all, this move still ranks DEP-BR above ONSET. The reason is that DEP-BR is not undominated. We showed in Chapter 21 that DEP-BR must be dominated by FT-BIN, PAR-SYL, and ALL-FT-L, the three foot-related constraints. This ranking captures the fact that Swati is willing to risk DEP-BR violations in order to ensure that the reduplicant has two syllables, as seen in [image: U+026E]ayi-[image: U+026E]-a ‘eat.’ Thus DEP-BR differs from other undominated constraints in (39), which are not violated by any of the attested forms of reduplication in Swati. This is why DEP-BR is ranked below ALIGN RED, ALIGN PS, and MAX IO. Though dominated, DEP-BR ranks relatively high in (39). This ranking explains why a bi-syllabic v-initial stem resorts to prefixing, because infixing triggers DEP-BR violations, as (36) demonstrates. Tri-syllabic or longer stems prefer infixing because they still have two syllables even when the initial syllable is not copied. In other words, infixing does not trigger DEP-BR violations in longer stems. This explanation ties prefixing in bi-syllabic v-initial stems and infixing in longer stems to the requirement of the reduplicant, suggesting that the solutions adopted in Swati are not accidental but driven by a set of competing considerations.
In (40), we provide a tableau for e-lusa-lus-a ‘herd’ evaluating all of the candidates. One new candidate [ye.lu.|y{e.lu.sa] is added in (40c), which corresponds to (38a).

	(40) 	A complete tableau for /RED-elus-a/ [image: U+2192] [e-lusa-lus-a] ‘herd’
		/RED-elus-a/	ALI RED	ALI PS	MAX-IO	DEP-BR	ON SET	DEP-MP	MAX-MP	DEP-IO
		a. e.lu.y|{e.lu.sa	*!	*			*			*
		b. lu.sa.|{lu.sa			*!					
		c. ye.lu.|y{e.lu.sa				*!		*		**
		d. e.lu.|{e.lu.sa					**!			
		e. e.lu.|y{e.lu.sa					*	*!		*
	[image: U+261E]	f. {e.lu.sa.|lu.sa					*		*	






As this tableau demonstrates, the constraint hierarchy in (39) correctly picks [{e.lu.sa.|lu.sa] as the optimal form. Infixing is preferable in this form, because not copying the initial syllable still leaves two syllables to be reduplicated and as such, it does not trigger DEP-BR violations. This, of course, is not the case with a bi-syllabic v-initial stem as (41) demonstrates.

	(41) 	A complete tableau for /RED-os-a/ [image: U+2192] [osa-yos-a] ‘roast’
		/RED-os-a/	ALI RED	ALI PS	MAX-IO	DEP-BR	ON SET	DEP-MP	MAX-MP	DEP-IO
		a. o.sa.y|{o.sa	*!	*			*			*
		b. sa.yi.|{sa			*!	**				
		c. {o.sa.yi.|sa				*!*	*		*	
		d. yo.sa.|y{o.sa				*!		*		*
		e. o.sa.|{o.sa					**!			
	[image: U+261E]	f. o.sa.|y{o.sa					*	*		*






In this tableau, we add two new candidates: [o.sa.y|{o.sa] in (41a) and [sa.yi.|{sa] in (41b). [o.sa.y|{o.sa] highlights the high ranking of ALIGN RED and ALIGN PS, while [sa.yi.|{sa] shows why deletion cannot be optimal. The infixing candidate in (41c) is ruled out by a high-ranking DEP-BR, because its reduplicant includes two segments y and i that do not have base correspondents. Note that DEP-IO violations are not assessed against these two segments because they belong to the reduplicant and the input for the reduplicant, that is, RED, is not specified for any specific melody. The same goes for the initial y in (41d). As this tableau shows, the prefixing candidate in (41f) is the best candidate. With a high-ranking DEP-BR, both syllables must be copied. Otherwise, it faces the sanction by DEP-BR.
Now that the motivation for infixing is clear, it is not hard to understand why prefixing is preferred in a c-initial stem. Take khulu-khulum-a ‘play,’ for example. The optimal candidate for this form is [khu.lu.|{khu.lu.ma], where the M-stem and P-stem borders are both placed before the stem khulum-a. This candidate violates none of the eight constraints in (39). Any deviation from [khu.lu.|{khu.lu.ma] inevitably violates one or more constraints in (39) and makes it automatically worse than [khu.lu.|{khu.lu.ma]. Consider an infixing candidate such as [{khu.lu.ma.|lu.ma], in which the reduplicant lu.ma is infixed after the initial syllable. Even though this candidate satisfies almost all of the constraints in (40), it violates MAX-MP, because kh and u of the M-stem have no correspondents in the P-stem, lu.ma. Even though MAX-MP is ranked at the bottom, [{khu.lu.ma.|lu.ma] still cannot be optimal because the optimal [khu.lu.|{khu.lu.ma] does not violate any of the eight constraints including MAX-MP. Thus, this ranking explains why prefixing is preferred in a c-initial stem as well.
To summarize, infixing is caused by high-ranking ALIGN RED, ALIGN PS, and ONSET. Together, they require the reduplicant to attach to a c-initial prosodic host. A c-initial stem meets this condition. Hence, there is no problem to prefix the reduplicant before a c-initial stem. A v-initial stem, however, does not meet this requirement. The solution adopted by Swati is to ignore the initial vowel and to copy what remains of the stem and infix the copy before what is copied so long as it does not violate DEP-BR. Infixing is blocked in a bi-syllabic v-initial stem because it results in DEP-BR violations.
5. Conclusion
This chapter analyzes LuGanda glide epenthesis and Swati infixal reduplication. Though epenthesis and infixal reduplication appear to be unrelated, there is an obvious connection between the two: Both occur only in v-initial forms. We considered treatments of these problems via extraprosodicity and prosodic circumscription and found both wanting. The problem with extraprosodicity is that it does not explain why glide epenthesis and infixing reduplication are both seen only in v-initial forms. Prosodic circumscription is problematic because neither an onsetless syllable nor an initial consonant constitute a prosodic unit. We then subjected these problems to an OT analysis. This analysis reveals a shared motivation for insertion and infixing: Both stem from a shared demand of ALIGN /N-/ and ALIGN RED that /N-/ and RED target a prosodic host. This requirement, combined with ALIGN PS and ONSET, means that this prosodic host must start with a consonant. The problem with a v-initial stem is that it does not have this consonant. Consequently, we see glide insertion or infixal reduplication only in v-initial stems. Glide insertion and infixal reduplication result in misalignment between M- and P-stems. In LuGanda, this misalignment takes the form of (42a) where the P-stem includes a consonant that is not part of the M-stem. In Swati, misalignment takes the opposite form where the P-stem excludes a segment that is part of the M-stem.

	(42) 		a.	LuGanda:	M-stem:	{ágál-á}	b.	Swati:	M-stem:	{elus-a}
			P-stem:	|y-ágál-á|			P-stem:	|lus-a|




According to Downing (1998a, 1998b, 2000), the two forms of misalignment are caused by the rankings of MAX-MP and DEP-MP. In LuGanda, MAX-MP dominates DEP-MP. It is the opposite in Swati. It is mainly this difference that accounts for the different responses to v-initial stems seen in LuGanda and Swati. Unlike the derivational account that relies on extraprosodicity, this OT analysis succeeds in explaining why glide insertion and infixal reduplication are found only in v-initial stems.
This analysis offers three insights worth reiterating. First, morphological operations such as prefixation and reduplication do not always operate on morphological units. They can target a prosodic unit. Second, although M- and P-units tend to align and correspond, they can be misaligned. This misalignment results from the different priorities assigned to constraints such as MAX-MP and DEP-MP. Third, this analysis underscores the importance of alignment and correspondence. It is alignment constraints such as ALIGN /N-/, ALIGN RED, and ALIGN PS that capture the identity between glide insertion and infixing reduplication. It is correspondence constraints that capture the different solutions adopted by different languages. This OT analysis, that of Swati in particular, provides a dramatic illustration of the important role that all three types of correspondence constraints – input–output (MAX-IO, DEP-IO), base–reduplicant (MAX-BR, DEP-BR) and morphological-prosodic (MAX-MP, DEP-MP) – play in determining the solutions to the problem posed by v-initial forms. As we stated at the outset, the goal of this chapter is not just to develop your understanding, but also to strengthen your ability to analyze prosodic morphology problems. We hope that you will take the opportunities offered by the exercises and apply your understanding in developing your own analyses of prosodic morphology problems.

Exercises
Discussion/Reading response questions
Question 1: Chapter 22 discusses prosodic misalignment. Define what this chapter means by prosodic misalignment. Using either Luganda or Swati as examples, discuss what is misaligned with what and explain how OT explains prosodic misalignment.


Question 2: This chapter investigates two phenomena that appear to be unrelated. Identify what they share and how they differ. Moreover, explain how the OT account captures both the similarity and the difference between these two phenomena.



Multiple-choice/Fill-in-the-blank questions
(1) In the OT analysis of LuGanda, we came up with the ranking in (23). Examine this ranking against [[image: ]j-ól-à] ‘I carve.’ Which ranking prefers [[image: ].|y{ó.là] to [|[image: U+0272]{ó.là]? Note that {}, ||, and periods mark M- and P-stem and syllable boundaries. Only the left borders of M- and P-stems are marked in the candidates. Hint: Review section 4.2 and construct tableaux such as the following before deciding the answer.


[image: ]



[image: ]



a. ONSET >>DEP-MP

b. MAX-MP>>DEP-MP

c. ALIGN PS>>ONSET

d. ALIGN /N-/>>ONSET


(2) Which constraint ranking prefers [[image: ].|y{ó.là] to [[image: U+0272]|{ó.là]?

a. Onset >>DEP-MP

b. MAX-MP>>DEP-MP

c. ALIGN PS>>ONSET

d. ALIGN /N-/>>ONSET


(3) Which constraint ranking prefers [[image: ].|y{ó.là] to [{[image: ].|yó.là]?

a. Onset >>Dep-MP

b. Max-MP>>Dep-MP

c. Align PS>>Onset

d. Align /N-/>>Onset


(4) Which constraint ranking prefers [[image: ].|y{ó.là] to [[image: ].|{ó.là]?

a. Onset >>Dep-MP

b. Max-MP>>Dep-MP

c. Align PS>>Onset

d. Max-IO>>Onset


(5) Complete this tableau for /N-ol-a/ [image: U+2192] [[image: ]j-ól-à]. Note that an additional candidate is added in (d).


[image: ]




(6) In the OT analysis of Swati reduplication, we came up with the ranking in (39). To test this ranking, consider [e-taye-tayel-a] ‘be a little accustomed to.’ Which pair of candidates shows that DEP-MP must dominate MAX-MP? Hint: Review section 4.3 and use tableaux to determine your answer.

a. {e.ta.ye.|ta.ye.la vs. e.ta.|y{e.ta.ye.la

b. {e.ta.ye.|ta.ye.la vs. e.ta.|{e.ta.ye.la

c. {e.ta.ye.|ta.ye.la vs. ye.ta.|y{e.ta.ye.la

d. {e.ta.ye.|ta.ye.la vs. ta.ye.|{ta.ye.la


(7) Regarding [e-taye-tayel-a], which pair of candidates shows that ONSET must dominate MAX-MP?

a. {e.ta.ye.|ta.ye.la vs. e.ta.|y{e.ta.ye.la

b. {e.ta.ye.|ta.ye.la vs. ye.ta.|y{e.ta.ye.la

c. {e.ta.ye.|ta.ye.la vs. e.ta.|{e.ta.ye.la

d. {e.ta.ye.|ta.ye.la vs. ta.ye.|{ta.ye.la


(8) Regarding [e-taye-tayel-a], which pair of candidates shows that DEP-BR must dominate ONSET?

a. {e.ta.ye.|ta.ye.la vs. e.ta.|y{e.ta.ye.la

b. {e.ta.ye.|ta.ye.la vs. ta.ye.|{ta.ye.la

c. {e.ta.ye.|ta.ye.la vs. ye.ta.|y{e.ta.ye.la

d. {e.ta.ye.|ta.ye.la vs. e.ta.|{e.ta.ye.la


(9) Regarding [e-taye-tayel-a], which pair of candidates shows that MAX-IO must dominate ONSET?

a. {e.ta.ye.|ta.ye.la vs. e.ta.|y{e.ta.ye.la

b. {e.ta.ye.|ta.ye.la vs. ta.ye.|{ta.ye.la

c. {e.ta.ye.|ta.ye.la vs. ye.ta.|y{e.ta.ye.la

d. {e.ta.ye.|ta.ye.la vs. e.ta.|{e.ta.ye.la


(10) Complete this tableau for [e-taye-tayel-a]. Two new candidates are added in (a) and (f). (f) shows why the reduplicant must be prefixing, that is, appear as close to the left of the stem as possible.


[image: ]





Problems for analyses
(11) Problem 1: Plurals of Samoan verbs
Samoan uses reduplication to mark plurals on verbs, as shown by the data in Problem 4 of Chapter 20. These forms show that the reduplicant appears as either a prefix or an infix. Re-examine the data and provide a unified account of this variation of Samoan reduplication. Consider these points in your analysis.

a. We learned that alignment constraints such as ALIGN /N-/ and ALIGN RED can be used to account for where affixes are placed. We also learned that affixes do not always attach to morphological units. They can concatenate to prosodic units. Determine the type of unit the Samoan reduplicant attaches to and formulate the constraint.

b. In our account of LuGanda and Swati, ALIGN PS and ONSET play a significant role in explaining prefixing and infixing reduplication. Are these constraints relevant to Samoan reduplication?

c. Determine the ranking responsible for Samoan reduplication. Focus on explaining the variation between prefixing and infixing reduplication. Provide tableaux to demonstrate your analysis.


(12) Problem 2: Ulwa possessives
According to the data in Problem 3 of Chapter 20, the possessive marker -ka can surface as either a suffix or an infix in Ulwa. Provide an OT analysis of this variation. Address these questions.

a. What unit is -ka attached to? How should the constraint on -ka be stated?

b. What constraints does the constraint on -ka interact with?

c. How are the constraints ranked? Use pairwise comparisons to establish the constraint ranking and tableaux to demonstrate your analysis.


(13) Problem 3: Kinande verbal reduplication
In Kinande, a Bantu language spoken in the Democratic Republic of Congo, verbs can undergo reduplication. According to Mutaka and Hyman (1990), from which these data are taken, reduplication adds the meanings of ‘quickly’ or ‘here and there.’ Kinande reduplication varies, depending on the prosodic shapes of verb stems. The data below are presented, with the infinitive prefix eri-/ery-.


		Stem	Reduplicated Forms	Gloss
	I.	erí-tuma	erí-tuma-tuma	‘to send’
		erí-tumira	erí-tuma-tumira	‘to send to’
		erí-tumana	erí-tuma-tumana	‘to send each other’
		erí-tumirana	erí-tuma-tumirana	‘to send to each other’
	II.	erí-ta	erí-tata-ta	‘to bury’
		eri-swa	eri-swaswa-swa	‘to grind’
	III.	ery-esera	ery-e-sera-sera	‘to play for’
		ery-óhera	ery-ó-hera-hera	‘to pick for’
	IV.	ery-esa	ery-eses-esa	‘to play’
		ery-ôha	ery-óhoh-oha	‘to pick’





Provide an optimal-theoretic analysis of the reduplicated forms. Address these points in your analysis.

a. Describe the properties of reduplication: reduplicant shape, prefixing/infixing/suffixing, source of reduplicant melodies, etc. Determine what causes the variations in Kinande reduplication.

b. Kinande reduplicants surface with a consistent prosodic shape. Determine the constraints and ranking responsible for this aspect of reduplication.

c. The location of the reduplicant varies from stem to stem. Propose an analysis of this variation.

d. The melodies of the reduplicant are supplied by the base in a variety of ways. Consider how this aspect of reduplication can be explained.

Note that this problem is complex. To solve this type of problem, focus selectively on some aspects of reduplication to tackle. For instance, you might attempt to find a solution to (b) and (c) first.

(14) Problem 4: Tagalog verb conjugation
Consider the data in (1) from Jensen (1990, 78), which illustrate how various conjugations of verbs are formed in Tagalog.


	sumagot	‘Answer!’	bumasa	‘Read!’
	sinagot	‘was answered’	binasa	‘was read’
	sasagot	‘will answer’	babasa	‘will read’
	sinasagot	‘is being answered’	binabasa	‘is being read’
	[image: U+0294]uminom	‘Drink!’	kumanta	‘Sing!’
	[image: U+0294]ininom	‘was drunk’	kinanta	‘was sung’
	[image: U+0294]i[image: U+0294]inom	‘will drink’	kakanta	‘will sing’
	[image: U+0294]ini[image: U+0294]inom	‘is being drunk’	. . .	





Examine these forms and provide two analyses. Address these questions.

a. Conduct a morphemic analysis. Determine the phonetic forms of the imperative, past passive (was verb-ed), future and the present progressive passive (is being verb-ed) morphemes. Describe how each of these grammatical paradigms is formed in Tagalog.

b. One morpheme seen in the above data exhibits the following variation according to McCarthy and Prince (1995a: 359).


	/alis/	/umalis/	‘leave’
	sulat	sumulat	‘write’
	gradwet	grumadwet	‘graduate’





c. Provide two analyses of Tagalog data including the variation in (b): a prosodic circumscription-based account and an optimal-theoretic account.

d. Compare the two analyses and consider what problems, if any, these data pose for either account.





Appendix A Sample instructions for the reading response assignment

The readings selected for this course are designed to introduce phonological problems and analyses and develop your understanding of phonology. All selections start by presenting a phonological problem and show step by step how this problem is solved and analyzed. In addition, these readings serve as models for you to emulate in constructing your own linguistic analyses of the assigned problems. For these reasons, it is important that you read the assigned chapters carefully and reflect on the targeted aspects of the chapters. Under no circumstances should you rely on class instruction alone to develop your understanding of the course content. You will find that class instruction is not a substitute for trying to make sense of the course content via reading on your own. The central objective of the reading response assignment is to encourage you to read the assigned chapters and to be prepared for the discussions in class.
Write a one-page response for each assigned reading. Two or three questions are provided for each reading. Select one of the questions and write a response addressing the selected question. Organize your response in the form of a mini-essay, meaning that there should be an introduction, a body, and a conclusion. The reading response is due on the day the reading is scheduled to be discussed. Note that I am serious about the one-page limit. Responses that exceed one page will be returned with zero points. So make sure that your response appears on one page. In what follows, I provide the questions on the assigned readings.
1. Peng: Chapter 1: Due on . . .
The word “pattern” has several meanings. Identify one non-linguistic usage of this word and compare it with its linguistic usage, as defined in this chapter. Discuss the similarities and differences between its linguistic and non-linguistic usage. Provide concrete examples as illustrations.
This chapter describes how to set about determining co-occurrence restrictions. Read this section of the chapter closely and discuss the two or three key points emphasized. Back up your discussion with examples.
To learn to write like a linguist, you need to pay attention to how information is presented in writings on linguistics. The information presented in this book includes the data, analyses, arguments, etc. Read this first chapter with an eye on how the linguistic information is organized and presented: i.e. how distributional data are introduced and described. Identify two or three aspects related to the organization and presentation that you as a reader find particularly helpful and discuss why they support your understanding of the chapter content.
2. Peng: Chapter 2: Due on . . .
This chapter examines two types of restrictions on English nasals. Discuss what these restrictions are and illustrate them with examples from English. With respect to the co-occurrence of nasals with immediately following consonants, this chapter suggests some reason or cause for the restrictions. Discuss the reason or cause identified.
Chapter 2 introduces four concepts. Two – phoneme and allophone – describe the types of sounds. Two describe the types of relations between sounds. They are contrastive and complementary distribution. Discuss your understanding of these concepts and provide an example illustrating them. Note that these concepts are related. Highlight their relations in the discussion.
3. Peng: Chapter 3: Due on . . .
. . .



Appendix B Sample instructions for a problem: vowel co-occurrence in Kikuyu bi-syllabic roots and root-suffix forms
(= Problem 1 of Chapter 1)
This problem requires an essay response. Examine the problem carefully and pay close attention to the instructions given. This problem is related to Chapter 1. Read and review this chapter before attempting this problem. You are strongly encouraged to work with others in solving the problem. But write the response on your own.
The data we examined in Chapter 1 come exclusively from the bi-syllabic verb roots in Kikuyu. On the basis of these data, we concluded that Kikuyu imposes restrictions on the co-occurrence of vowels such that two types of mid vowels do not mix in bi-syllabic roots, with one exception. The purpose of this problem is to encourage you to compare the bi-syllabic verb roots with the data in (I) and (II) and to identify whether there is any relation between them. The data in (I) and (II) differ from bi-syllabic roots in that they consist of a mono-syllabic verb root – CVC or VC – followed by an extension suffix -VC. So while V1 belongs to the root, V2 is part of the suffix. In Kikuyu, the extension suffix -ek/-εk expresses susceptibility or potentiality. For instance, the stem haat-a means ‘sweep.’ The stem with -ek/-εk, haat-ek-a, means ‘sweepable’ or ‘be swept.’ The suffix -or/-[image: U+0254]r marks reversiveness. Its meaning is similar to that of the English prefix un- in un-tie or un-do.

	I. 		a.	it-ek-a	‘be poured away’
	b.	kuund-ek-a	‘knot, tie’
	c.	et-ek-a	‘be called’
	d.	[image: U+0263]or-ek-a	‘be bought’
	e.	tεm-εk-a	‘be cut’
	f.	[image: U+0254]n-εk-a	‘be seen, appear’
	g.	hat-ek-a	‘squeeze’




	II. 		a.	it-or-a	‘strangle’
	b.	cuuk-or-a	‘slander’
	c.	et-or-a	‘call’
	d.	tom-or-a	‘send things’
	e.	[image: U+0263]εt-or-a	‘make loose’
	f.	[image: U+0263][image: U+0254]n-[image: U+0254]r-a	‘make a deep sound’
	g.	tah-or-a	‘ladle out’






Examine the data in (I) and (II) and provide an essay response. In your response, address the questions in (III).


	III. 	Questions and points to be addressed by your essay response
	a. 	First, analyze the data in (I) and (II). In this analysis, try to:
i. Determine what types of vowel sequences are allowed in Kikuyu on the basis of (I) and (II);
ii. Deduce what vocalic sequences are logically possible but are not attested in Kikuyu;
iii. State the generalization governing the co-occurrence of root vowels with suffix vowels in Kikuyu.




	b. 	Second, compare the co-occurrence patterns in (I) and (II) with those in bi-syllabic verb roots in this chapter. We suggest that you consider dividing the comparison into four parts.
i. Identify the vowel sequences that are attested in bi-syllabic verb roots and attested in (I) and (II), if such vocalic sequences exist;
ii. Identify the vowel sequences that are unattested in bi-syllabic verb roots and unattested in (I) and (II), if such vocalic sequences exist;
iii. Identify the vowel sequences that are attested in bi-syllabic verb roots but which are not attested in (I) and (II), if such vocalic sequences exist;
iv. Identify the vowel sequences that are not attested in bi-syllabic verb roots but which are attested in (I) and (II), if such vocalic sequences exist.

Note that (i) and (ii) identify the similarities; (iii) and (iv) identify the differences. On the basis of your comparison, determine whether and to what extent the restrictions on mid vowels in Kikuyu verb roots are reflected on the co-occurrence of root and suffix vowels in (I) and (II). Important! Use the data to make your point. If you state that a particular vocalic sequence is attested in bi-syllabic verb roots and in (I) and (II), you should include actual forms to show that both are allowed.



	c. 	Present your analysis and comparison in essay form. This means that your response must include at least three sections: (i) an introduction, (ii) a body, and (iii) a conclusion. Number the sections, as it is done in this textbook. Moreover, assign an appropriate name or title to the entire essay, and the sections and subsections of the essay. For instance, your essay response might be organized into three sections as follows:
1. Introduction
2. Analysis
3. Conclusion

In addition, some sections might be long. To help readers make sense of your analysis, consider dividing long sections into subsections. For instance, with respect to this problem, your analysis section might be long. Consider dividing it into two subsections as follows:
1. Introduction
2. Analysis2.1. Vowel Co-occurrence in Root-suffix forms
2.2. Comparison


3. Conclusion


Use subsection 2.1 to address the points in (IIIa) and subsection 2.2 to report the results of your comparison in response to (IIIb).






These are intended as recommendations for how your essay response might be organized. The point is for you to consider how to present linguistic information in an effective way. A good essay requires careful planning, drafting, and revision. Do not just write down whatever comes to your mind. You need to consider the ideas carefully and present them in a way that readers can understand. Some reading response questions ask you to pay attention to the features of writing in this textbook because they show you ways in which writings on linguistics are organized and presented. We strongly encourage you to review this chapter with an eye on the writing before or while developing your essay response.
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This index identifies the locations where constraints and rules are defined. Rule names are presented in usual name format. In addition we supply in parentheses the languages for which these rules are proposed. Following the OT literature, constraint names are in small capitals. Abbreviated constraint names are provided in parentheses as well.
*(σσσ) 457
*CLASH 426
*COMPLEXCODA (*CXC) 242
*COMPLEXONSET (*CXO) 242
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*FLOAT (H) (*FL(H)) 373
*FLOAT (L) (*FL (L)) 373
*FLOAT (M) (*FL (M)) 373
*MULTIPLE (T) (*MP) 371
*NS 283
*VV 373
ALIGNMENT
ALIGN /N-/ 531
ALIGN MP 257
ALIGN PS 532
ALIGN RED 531
ALL-FT-LEFT (ALL-FT-L) 423, 513
ALL-FT-RIGHT (ALL-FT-R) 423
ANCHORING-BR 510
ANTI-DIPHTHONG 254
Antigemination (English) 112

Closed Syllable Vowel Shortening (Yawelmani) 180
CODA FILTER (CO-FIL) 229, 276
Coda Rule 202
CODA+NAS (CD+NAS) 281
Consonant Deletion (Diola-Fogny) 273
Consonantal Default Rule (Arabic) 487
CONTIGUITY-BR 510

De-aspiration (Thai) 87
Default M-Insertion (Yoruba) 358
DEPENDENCE
DEP-BR 509
DEP-IO 244, 463
DEP-IO (H) (DEP(H)) 372
DEP-IO (L) (DEP(L)) 372
DEP-IO (M) (DEP(M)) 372
DEP-MP 533
DEP-µ-IO 425
HD-DEP 463
Destressing (Wargamay) 414
Devoicing 87

End Rule Left/Right 412
Extrasyllabicity (Ponapean) 210

Final C Re-association (Arabic) 491
Floating High Tone Deletion (Mende) 336
Floating H-Linking (Yoruba) 350
Floating L-Linking (Yoruba) 352
Floating M-Deletion (Yoruba) 350
FT-BIN 425, 511

Glide Epenthesis (Arabic) 491
GRWD=PRWD (Gw=Pw) 424

HEAD-DEPENDENCE see DEPENDENCE
High Tone Deletion (Mende) 331
High Vowel Lowering (Yawelmani) 180
H-Spread (Yoruba) 350

IDENTITY
ID-BR (F) 509
IDENT-IO (H) (ID(H)) 372
IDENT-IO (L) (ID(L)) 372
IDENT-IO (M) (ID(M)) 372
IDENT-IO (PLACE) (ID (PL)) 277
[image: U+0268]-Epenthesis (Yimas) 460
i-Insertion (Swati) 505
Initial V Extraprosodicity (Swati) 505, 528

L-Deletion (Yoruba) 354
LEFTMOST 427
Low Raising (Mende) 311
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Luganda Liquid Rule 64
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Maximization of Association 210, 484
Melodic overwriting (Arabic) 487
metrical rules of stress
Choctaw 414
Pintupi 413
Wargamay 413
Yimas 454
Moraification (Ponapean) 209

Nasal Place Assimilation (Diola-Fogny) 272
Nasal Place Assimilation (English) 50, 112
NO-CODA 242
NON-FINALITY (NON-F) 426

Obligatory Contour Principle (OCP) 308
ONSET 242, 529
Onset Realization (Swati) 505
Onset Rule 202

PARSE-S (PARSE-SEGMENT) 249
PARSE-SYLLABLE (PAR-SY) 424, 513
PARSE-SYLLABLE-2 (PAR-SY2) 464
Ponapean Vowel Epenthesis
rule approach 226
traditional approach 224

R=PW 511
Revised Tone Mapping Procedure (Mende) 336
RHYTHM TYPE=IAMBIC (RHTY=I) 425
RHYTHM TYPE=TROCHAIC (RHTY=T) 425
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Richness of the Base 386
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Round Harmony (Yawelmani) 174
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Syllabification (Ponapean) 210
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Template Satisfaction 210, 484
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T-Relinking (Yoruba) 355
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UNEVEN-IAMB (UN-IB) 425
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V Deletion (Arabic) 490
Voiced Velar Deletion 115
Vowel Cluster Simplification (Tonkawa) 149, 153, 156
Vowel Deletion (Yoruba) 349
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WEIGHT-TO-STRESS PRINCIPLE (WSP) 425
Well-formedness Conditions (on Tone Association) 307
Word-initial Consonant Cluster Simplification (Tibetan) 131, 153


Language index
Note that bold-faced numbers refer to sections where languages in question are analyzed.

Arabic 478–94, 495–98
Armenian 187
Ayutla 473

Bakwiri 366
British English 121

Cantonese 51, 93
Choctaw 398–99, 403–15, 417, 421–43, 446–47

Diola-Fogny 268–87, 289–90, 291, 292

Egyptian Radio Arabic 418, 450
English 35–48, 50, 52–53, 71, 92, 93, 94, 100–17, 118–19, 120, 121, 189, 236, 472
Etsako 343, 391

Georgian 70

Harari 263–66
Hungarian 420, 473

Japanese 94, 290, 524

Karok 188
Kikuyu 12–13, 15–23, 32, 366, 553–55
Kimbundu 120, 137, 187
Kinande 548
Kukuya 317, 392
Kwawu 31

Lamba 119, 164
Luganda 56–68, 70, 71, 139, 526, 527–42, 546–47

Manam 523
Mende 296–13, 315–17, 318, 321–39, 340–43, 392
Mohawk 51, 72
Murinbata 418, 447–49

Pintupi 396–97, 400–2, 405–15, 417, 421–43
Pitta-Pitta 417–18, 449
Ponapean 193–14, 215–17, 218, 220–30, 232, 236, 245–58, 261–62, 266
Proto-Bantu 72

Russian 135–37

Samoan 499, 522, 548
Seminole/Creek 419, 450
Southern Barasano 54
Swati 163, 501–19, 520–22, 526–42, 547–48

Tagalog 549
Taiwanese 73
Thai 76–88, 91
Tibetan 123–31, 134–35
Tonkawa 141–50, 141–50
Turkish 218

Ulwa 498, 548

Warao 32, 165, 318, 344
Wargamay 397–98, 400–2, 405–15, 417, 421–43, 444–46
Wolof 234–36

Yawelmani 138, 166–84, 185–87, 217, 218, 266
Yimas 451–69, 470–72
Yoruba 346–62, 363–65, 370–88, 388–91


Subject index
Note that bold-faced numbers refer to sections where the topics in question are mainly discussed.

abstractness 151
affixation 508
allomorph 113
allophone 35, 46, 67, 75, 89
alternation 99, 100, 103, 105, 107–8, 132, 144, 150, 166, 321–25, 347–48, 477
alveolar 42, 78
alveolar ridge 42
alveolar-palatal (or alveo-palatal) 42
antigemination 112
aspiration 76, 85
assimilation 110, 172
Association Conventions 486
Autosegmental Phonology/Theory 295, 349
autosegmental representation 302, 313, 339, 374

backness 20, 170
base 503, 507, 515
base expansion 500, 503, 506, 512
base reduction 500, 503, 506, 512
bi-labial 42, 78
bleeding see rule ordering
broken plural 478–82, 502, 506
parafixation-and-transfer analysis 488–92, 492–94
template-and-circumscription analysis 483–88, 492–94

candidate 240
closed syllable see syllable/closed
coda 38, 80, 196, 200, 206, 208, 243
complex 200, 202, 203
simple 200, 243
coda-filter 229, 238, 250, 276
complementary distribution 45, 46, 61, 80, 81, 89, 105
compound 133
concatenative morphology 488
consonant 155
conspiracy see functional unity
constraint 66, 240
alignment constraint 257, 423, 531–32
faithfulness constraint 244–45, 372–73, 500, 532–33
markedness constraint 242–44, 371
constraint ranking/hierarchy 240, 241, 259
determination of ranking 245–54, 260, 375–77, 427–29, 429–31, 431, 533–36
contrastive 44, 79, 81, 86, 240, 346
Contrastive Specification (CS) 345, 348
co-occurrence restriction 20, 24, 34, 48, 59, 60, 194
Correspondence Theory 277
counter-bleeding see rule ordering
counter-feeding see rule ordering

degenerate foot see foot
deletion 146, 148, 269
dental 42
derivation 65
Derivational Theory 152, 275, 288, 421, 441, 461, 467–69
dissimilation 172
distinctive features 85–87, 90, 154–59, 170, 171, 185
back 20, 170–74
consonantal 154, 224
continuant 272
high 20, 170–74
long 180
low 20, 170–74
nasal 272
place 158, 224, 272
round 170–74
syllabic 154
voice 76, 85
distribution
even 14, 24
uneven 14, 24
distributional phenomena 11, 62, 99, 194, 300–01
distributional restriction see co-occurrence restriction
downstep see tone

emergence of the unmarked 516
End Rules 412, 454
Evaluator (Eval) 240, 421
extrametricality 441, 454, 455, 456, 484
extraprosodicity 504, 507, 527, 528–29
extrasyllabicity 197, 205, 210, 228, 249, 285

falling tone see tone
fatal violation 241, 249
feature geometry 158
feeding see rule ordering
foot 395, 406, 408
degenerate foot 411, 425, 443
iamb 406, 406, 409, 425, 483
trochee 406, 406, 409, 425, 485, 504
moraic 409, 485
syllabic 409, 453, 455
functional unity 275
optimal-theoretic account 276–79, 286–87
rule-based account 271–73
fundamental frequency (F0) 295

geminate 56, 112, 223, 225, 270
geminate inalterability 225
Generalized Template Theory 508, 514
Generator (Gen) 240, 421
glide 155
glide epenthesis 526, 528
derivational analysis 528–29
optimal-theoretic analysis 533–37
grammatical word see morphological word

harmony 173 see assimilation
height 20, 170

iambic foot (iamb) see foot
insertion 127–28, 146

labio-dental 42
labio-velar consonant 297
learnability 151
lexical representation see representation/underlying
Lexicon 240
linguistic argument 152
naturalness 172
predictability 152, 169, 177, 178
simplicity 152, 170, 172, 174, 361
loan 56, 68
logical possibilities 14, 15, 24, 37, 38, 41, 299–300

markedness 242, 514
Maximization of Association 210, 484, 504
Metrical Theory (MT) 395, 407, 408–12, 451
minimal pair 44, 45, 47, 79, 86, 102, 201
minimal word 485
mora 206, 296, 309, 404
Moraic Theory 206–7
moraification 208–10
morpheme 102–3, 257
morphemic analysis 101, 141–43
morphological stem (M-stem) 530, 531
morphological word (M-word) 257, 424
morphology 124, 477
mutually exclusive 46, 61, 80, 105

nasal place assimilation 269, 272
nasal substitution 221, 223
natural class 87, 90, 154, 157, 170, 172, 173
non-concatenative morphology 477, 488
 see also templatic morphology
nucleus 38, 155, 196, 199, 296

Obligatory Contour Principle (OCP) 308
onset 38, 80, 196, 198, 206, 242
complex 199, 202, 203
simple 199, 243
open syllable see syllable/open
optimal candidate 240, 245, 259, 421
Optimality Theory 231, 275, 451, 467–69

pairwise comparison 246, 375
parafixation 488, 489
pattern 15, 20, 24
pattern interaction 114, 180, 451, 461, 507
derivational analysis 461–62, 467–69
optimal-theoretic analysis 462–67, 467–69
pharyngeal 478
phoneme 35, 44, 67, 75, 79, 89
phonetics 20
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place of articulation 41, 43, 77
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prefix 101, 221
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RED 508
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rhythmic lengthening 403, 414, 425
Richness of the Base 386
rime 196, 199, 296
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rounding 20, 170
rule 64, 84, 111–12, 149, 170
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problems of 275, 288
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bleeding 184, 359
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secondary stress 396, 400–2, 405, 411–12, 426, 453, 460–61
shape invariance 503, 504, 506, 510–14
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Sonority Sequencing Principle 203, 210, 211, 254
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stray consonant 225–28
stray erasure 361
stress 395, 396
culminative property 407, 411
degrees of 396
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directionality 402, 403, 423–24, 453
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stress versus tone 407–8
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Strict Domination 247
sub-optimal candidate 245, 246, 251
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syllabic consonant 155, 195, 196, 270, 527
syllabification 212–14, 462
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syllable 38, 177, 194
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templatic morphology 477, 488
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tone 295, 296
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downstep 297, 310, 322, 332–34, 346, 351, 359, 373, 380–81
falling 297, 302, 378
level 296, 296
rising 297, 302, 347, 351, 359, 377
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CS-based account 349–56, 360–62, 386–88
OT-based account 373–85, 386–88
RU-based account 356–60, 360–62, 380, 386–88
tone-bearing unit (TBU) 296
Tone Mapping Procedure 305, 326, 334, 371
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autosegmental analysis 304–309, 309–13, 325–39
segmental analysis 302–304, 309–13
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transfer 481, 481, 487, 488, 490, 492, 493
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typology 268, 287

velar 34, 42, 78
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voice 157
vowel 20, 155
vowel epenthesis 270, 452, 460
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